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SUMMARY This paper gives a survey and comparison of algorithms for the detection of binary data in the presence of two-dimensional (2-D) intersymbol interference. This is a general problem of communication theory, because it can be applied to various practical problems in data storage and transmission. Major results on trellis-based detection algorithms, previously disparate are drawn together, and placed into a common framework. All algorithms have better complexity than optimal detection, and complexity is compared. On the one hand, many algorithms perform within 1.0 dB or better of optimal performance. On the other hand, none of these proposed algorithms can find the optimal solution at high SNR, which is surprising. Extensive discussion outlines further open problems.
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1. Introduction

Data storage devices and transmission systems continue to rapidly increase in capacity and data rates. Many systems increase capacity by allowing one-dimensional intersymbol interference, and then compensating by using signal processing, for example, by using Viterbi detection. However, the pressure to further increase data rates may lead to systems where accommodating intersymbol interference in two dimensions is rapidly becoming necessary.

In both optical recording and magnetic recording, there have been proposals to increase capacity by eliminating inter-track spacing, and to increase data rates by reading multiple tracks simultaneously. However, such dense spacing of tracks leads to not just the usual in-track interference, but to complete 2-D intersymbol interference. In holographic storage systems, data is stored in a 2-D array, and naturally suffers from 2-D intersymbol interference.

While recent research in 2-D detection has been driven by data storage applications, it is worthwhile to note that the problem of 2-D intersymbol interference arises in data transmission systems as well. There is a close relationship between 2-D storage and multiple-input, multiple-output (MIMO) transmissions systems [1]. Cellular networks, for example arranged on a hexagon, exhibit 2-D interference, and studies yield information-theoretic insight into such systems [2]. Even two-dimensional bar codes, such as QR-Codes, are a type of storage system which suffer from 2-D intersymbol interference [3].

The literature is rich with proposals for reducing the effects of 2-D ISI; while many are motivated by just one of the above applications, in fact the problem is a general one. Accordingly, this survey paper considers the following. An array of 2-D binary data is convolved with a 2-D channel response, of finite duration in both dimensions. To this, add additive white Gaussian noise, to obtain the noisy received sequence. The problem is illustrated in Fig. 1. This survey considers detection algorithms which estimate the original data, given the noisy received sequence.

Minimum mean-square error filtering is a prevalent technique for reducing the effects of intersymbol interference in communication systems, and is closely related to deconvolution in signal processing [4, Ch. 6]. Wakabayashi et al. proposed a two-dimensional transversal filter which showed significant SNR improvement for the elimination of ISI in optical disk systems [5]. Good results can also be obtained by applying minimum mean-squared error filters to holographic storage [6]. Deconvolution is a valuable tool in processing of images, which are 2-D arrays of real numbers, however there is additional performance gain to be had by considering the binary nature of the data.

An advantage of linear filtering is that it has reasonably low complexity, but unfortunately these techniques can suffer from noise enhancement, particularly on channels with nulls. For one-dimensional detection, the Viterbi algorithm is optimal, and has complexity linear in the number of channel input bits (although exponential in the channel memory) [7]. As a result, this algorithm, or one of its derivatives, is widely used in practice.

However, for 2-D detection, it is widely regarded that optimal 2-D detection is not computationally tractable,
and only recently a technical report appeared with a proof that maximum-likelihood sequence detection for two-dimensional ISI channels is NP-complete [8]. One possible technique for optimal 2-D detection is to construct a trellis which completely describes the intersymbol interference and apply the Viterbi algorithm to it. Since optimal techniques do not often appear in the literature, a tutorial description of optimal detection is given in Sect. 2. Because of the computational complexity of optimal detection, suboptimal methods must be used for these detection problems.

This survey paper gives an outline and comparison of a number of suboptimal detection algorithms which have emerged in recent years for the detection of 2-D intersymbol interference. Here, these algorithms are categorized as either 1. using multiple locally optimal algorithms which, when combined, are globally suboptimal or 2. applying a suboptimal decoding algorithm to the complete trellis.

In Sect. 3, the first category of algorithms is described, which use “strip-wise” detection or belief-propagation detection. Two types of strip-wise algorithms are included: the hard output multitrack Viterbi algorithm, and the soft-output iterative multistrip algorithm, based upon the BCJR algorithm [9]. Belief propagation techniques, which have emerged in recent years for the detection of 2-D intersymbol interference (both symbol interference and additive white Gaussian noise. Let $a[x, y] \in \{-1, +1\}$ denote binary data distributed in an array with $M$ rows and $N$ columns, with $x = 1, 2, \ldots, M$ and $y = 1, 2, \ldots, N$. Assume that $M \leq N$, because the field can be rotated 90 degrees to satisfy this condition.

Let $h$ denote the discrete-space channel response (intersymbol interference), which has finite extent $L_M$ by $L_N$:

$$h = \begin{bmatrix} h_{0,0} & \cdots & h_{0,L_N} \\ \vdots & \ddots & \vdots \\ h_{L_M,0} & \cdots & h_{L_M,L_N} \end{bmatrix}$$

The channel response is assumed to be linear space invariant (in one dimension, this would be linear time invariant).

The noiseless channel output $c[x, y]$ is the 2-D convolution of the binary data and the channel response:

$$c[x, y] = \sum_{p=0}^{L_M} \sum_{q=0}^{L_N} h_{p,q} a[x-p+x_{\text{off}}, y-q+y_{\text{off}}],$$

for $1 \leq x \leq M$, $1 \leq y \leq N$, (2)

where $x_{\text{off}}$ and $y_{\text{off}} \geq 0$ are non-causality offsets. For example, for channels with $L_M = L_N = 2$, it is convenient to assume that the central interferer is dominant, and so $x_{\text{off}} = y_{\text{off}} = 1$. For channels with $L_M = L_N = 1$, if “time” is increasing in the southeast direction, then $x_{\text{off}} = y_{\text{off}} = 0$ makes the impulse response purely causal.

The AWGN $n[x, y]$ with mean 0 and variance $\sigma^2$ is added to obtain the channel output $y[x, y]$:

$$y[x, y] = c[x, y] + n[x, y].$$

(3)

The channel response $h$, and the noise variance $\sigma^2$ is known to the receiver. There are known termination bits outside of the x-y plane, that is $a[x, y] = -1$ for all $x$ and $y$ for which $1 \leq x \leq M$, $1 \leq y \leq N$ does not hold.

Note that any regular non-rectangular arrangement can be converted to the rectangular arrangement described above. For example, Maeda suggested to improve the packing density for optical storage by placing data onto a hexagonal, rather than rectangular, lattice, which is the optimal packing in two dimensions [15]. In fact, the hexagonal response shown in Fig. 2 has been proposed as a first-order model for a two-dimensional optical storage (TwoDOS) system [16]. From here, the rectangular data pattern will be assumed without any loss of generality.

In practice, partial response equalization may be used to match the channel characteristics to the detector response. This survey paper concentrates on detection algorithms for the white-noise channel, and assumes that no equalization is necessary.
2.2 Optimal Detection

There are two senses of optimality for detection, one is maximum likelihood sequence detection optimality. The other is a posteriori probability computation, which is used to compute the maximum a posteriori (MAP) decisions on the bit. However, in recent practice, the a posteriori probabilities, rather than the MAP decisions, are of interest because they are the soft information used in turbo equalization.

The maximum likelihood sequence estimate is the data sequence \( \hat{a} \) from the set of all possible sequences \( \{-1, 1\}^{M\times N} \) which maximizes the likelihood of \( y \), the sequence of \( y[x, y] \) for \( 1 \leq x \leq M, 1 \leq y \leq N \), as in (3). That is,

\[
\hat{a} = \arg \max_{a \in \{-1, 1\}^{M\times N}} Pr(y|a).
\]

Fig. 3 Construction of a trellis for optimal 2-D detection.

On the other hand, the a posteriori probability for an individual bit is given by the marginal block posterior probability as:

\[
Pr(a[x, y] = b|y) = \sum_{t \in \{-1, +1\}^{M\times N}} Pr(a = (b, t)|y),
\]

with \( b \in \{-1, +1\} \).

In the one-dimensional case, a trellis can be constructed which represents the intersymbol interference. The Viterbi algorithm, applied to this trellis, produces the maximum-likelihood sequence estimate. The BCJR algorithm, applied to the same trellis, produces the a posteriori probabilities. If \( v \) is the 1-D channel memory, the number of trellis transitions (or branches) per information bit is proportional to \( 2^v \). In this paper, the number of trellis branches to detect all data bits is used as a measure of algorithmic complexity, since most algorithms have a fixed number of computations per trellis branch.

In the 2-D case, one may also construct a trellis, by considering each column of binary symbols as a single symbol from an alphabet of \( 2^M \) symbols. In this way, the 2-D problem can be considered as an equivalent 1-D ISI channel over a higher-order alphabet. Such a trellis has \( 2^{MN} \) states, and \( 2^M \) transitions per state, see Fig. 3. Each time index corresponds to \( M \) bits, so the total number of trellis transitions to detect \( MN \) bits is \( N2^{M(Lt+1)} \). Thus, there is a significant problem: while optimal 1-D detection has linear complexity in the number of bits, 2-D detection is exponential in the number of rows \( M \).

3. Locally Optimal Algorithms

3.1 Overview

This section describes approaches to 2-D detection where the large detection problem is partitioned into several smaller problems which are less complex. However, because the smaller algorithms must share information, the result is usually globally suboptimal.

One method to partition the problem is to separate the 2-D field into overlapping strips. Section 3.2 describes the idea of a strip-wise trellis, and establishes notation. Using this trellis, hard-output Viterbi-like algorithms, called multitrack Viterbi algorithm (MVA), are described in Sect. 3.3. Soft-output BCJR-like algorithms, also using this trellis, are described in Sect. 3.4.

Another approach is to use belief propagation, which amounts to partitioning the area into small regions, detecting each region optimally, and iteratively sharing soft information between the adjoining regions. This is described in Sect. 3.5.

3.2 Strip-Wise Trellis

Strip-wise algorithms specify a strip width \( S \), specify \( R \) rows of received symbols to be used as inputs, and specify \( A \) rows of bits which are to be estimated. The \( M \)-by-\( N \) field is separated into horizontal strips of size \( S \)-by-\( N \), where \( S \) is the strip width. These strips may overlap, and in the most general case, adjacent strips have \( S - 1 \) rows in common. The topmost strip includes only the first row of information bits, \( a[1, y], y = 1, \ldots, N \), and the remainder is the termination bits. On the other hand, the bottom-most strip includes only the last row of information bits, \( a[M, y] \), and similarly the rest of the strip covers the bottom termination bits. The strip numbers range from \( k = 1 \) to \( k = M + LM \).

Now, a trellis can be constructed for the strip. The trellis state at time \( t \) consists of \( S \)-by-\( LN \) symbols:

\[
s_t = \begin{bmatrix} s_1[1, 1] & \cdots & s_1[1, LN] \\ \vdots & \ddots & \vdots \\ s_L[S, 1] & \cdots & s_L[S, LN] \end{bmatrix},
\]

for \( t = 1, 2, \ldots, N + LN \). The relationship state bits are the data bits in strip \( k \) at time \( t \) is given by:

\[
s_t[i, j] = a[i + k - S, j + t - 1]
\]

Thus, the trellis has \( 2^{SL} \) states.

Each state \( s_t \) has \( 2^S \) transitions, leading to states \( s_{t+1} \). The trellis has \( R \) output labels for \( c \), for specified rows within that strip. Similarly, the trellis has \( A \) input labels for \( a \), for specified rows within that strip. The output label for row \( r \) is:
Symbols in the two dashed boxes are convolved to find the trellis output. Shown, as circled, is how to compute \( c[r, s_t, s_{t+1}] \), for row \( r = 4 \). The symbols in the two dashed boxes are convolved to find the trellis output label for row \( r = 4 \).

\[
c[r, s_t, s_{t+1}] = \sum_{p=0}^{L_0} \sum_{q=0}^{L_0} h[p, q] s_t[r-p, L_N - q + 1] + \sum_{p=0}^{L_0} h[p, 0] s_{t+1}[r-p, L_N]. \tag{7}
\]

Note that not all rows are necessarily selected to generate an output label, and it will be an important difference between two algorithms. An example finding the output labels is shown in Fig. 4. The example uses \( S = 4 \) and \( L_M = 2 \) for clarity, however practical strip-wise algorithms use \( S \leq L_M + 1 \).

The trellis transitions also have \( A \) input labels, which can be found in a straightforward manner from the state labels \( s_t \).

3.3 The Multitrack Viterbi Algorithm

The multitrack Viterbi algorithm (MVA) applies the Viterbi algorithm to strips. The MVA appears to have its beginnings in a 1989 paper, which concentrated on single-track detection in the presence of multi-track ISI [17]. True multitrack detection was accomplished by using decision feedback, where hard outputs from detecting the first track used as inputs on the input to detection of the second track, and was referred to as the decision feedback Viterbi algorithm [18].

Greater detail was developed in two dissertations, where the algorithm was named “MVA” [19], [20]. Starting at the top edge, the Viterbi algorithm operates over a row of width \( S = L_M \) and using all received symbols, \( R = S \), and makes hard decisions for bits in the top row of width one (recall that termination bits above the top row are known). The Viterbi algorithm operates again in the same manner, shifted down by one row, but using the prior hard decisions. This proceeds row-by-row from top to bottom. The MVA algorithm is illustrated by considering just the processors \( V_0 \), \( V_2 \), \( V_4 \), \ldots of the first iteration, in Fig. 5.

For applications optical storage, several improvements were suggested for use with the TwoDOS channel, resulting in the “refined MVA” algorithm [21]. The refined MVA uses strip-wise detectors in two iterations. In the first iteration, \( M - 1 \) detectors have strip width \( S = 2 \), where each detector uses \( R = 2 \) received symbol rows and \( A = 1 \) bit rows (the outermost bit row is output, except the last stage which outputs two bit rows). In the second iteration, \( M - 2 \) detectors use \( S = 3 \), \( R = 3 \) and \( A = 1 \). Figure 5 illustrates the various detectors. The detectors operate in left-to-right order, and bottom-to-top processing is also used.

Significantly, the MVA uses \( R = S \). That is, it uses all the received symbols in the strip. However, some trellis transition output labels cannot be computed, because the required information bits, used to form the state, are from rows above and below the strip and therefore are unknown; refer to Eq. (7). To solve this, refined MVA gives heuristic weights the Euclidean branch metrics.

Using hard decisions is a form of decision feedback, which have a problem with error propagation. If the hard decisions made by processor \( V_0 \) is incorrect, for example, this could have an unusually bad effect on the output of \( V_2 \), which would propagate to \( V_4 \), etc. This results in suboptimal performance. Increasing the width of each strip \( S \) will improve the performance of the detector, but this comes as the expense of complexity, which is exponential in \( S \).

3.4 Iterative Multistrip (IMS) Algorithm

The iterative multistrip (IMS) algorithm uses strip-wise trellises as well, however applies the BCJR algorithm instead of the Viterbi algorithm. The BCJR algorithm is a soft-input, soft-output algorithm capable of producing and accepting probabilistic information, and this soft information is used to connect the multiple strip decoders together.

The IMS algorithm was proposed by Marrow and Wolf [22], [23], with the goal of producing a soft-output detector algorithm, which would be suitable for turbo equalization. A similar soft-output decoding algorithm was described independently [24, Ch. 5].

The IMS algorithm is an iterative algorithm. Generally, the strip width \( S \) is chosen to be equal to the channel memory, \( S = L_M \). Each strip detector uses received symbols from only one row \( R = 1 \), but produces soft estimates for all bits within the strip, \( A = S \). Note that it is possible to view
the bits of a strip as the transitions of a finite state machine [24], but because the bits are memoryless this does not improve performance. Figure 6 illustrates the IMS algorithm for $S = L_M + 1 = 2$. A circle connects two bits which are the same.

In the IMS algorithm, the BCJR algorithm operates on each strip. The number of strips is equal to the number of rows $M$, and with each detector working with one row of received symbols. Each of the $M$ detectors operates one time, and outputs soft a posteriori information to its neighbors. This is used as a priori information input when the detectors run a second time. This is repeated for a fixed number of iterations. It is also possible to alternate on rows and columns of the 2-D array, although it is not clear how to efficiently share soft information between the various detectors [24].

As the number of iterations increases, the performance of this algorithm will improve, but this comes at the expense of increasing complexity. As with the MVA algorithm, the width of each strip will favor performance at the expense of complexity. When $L_M = 1$ and $S = 2$, the graph, as shown in Fig. 6 appears to be loop-free, and when the iterations equal to the number of rows $M$, the IMS detection algorithm appears optimal.

### 3.5 Belief-Propagation Detection

Belief-propagation techniques, also called sum-product decoding, are a probabilistic decoding algorithm applied to a bipartite graph, and have been extremely successful in decoding of low-density parity-check codes [10], [25]. Such techniques have also been extended to the detection of 1-D intersymbol interference channels. As a stand-alone detector, the bipartite graphs have a large number of short cycles, which degrades performance, but when used with an outer error-correcting code, the algorithm appears promising [26].

For 2-D detection, a bipartite graph has a factor node (triangle) which represents the sum-product relationship between the bits, Eq. (2). The graph has a variable node (circle) which represents the sum-product relationship between the bits, Eq. (2). The variable node for $x_i$ computes an output message $n_{i\rightarrow f}(x_i)$ to send to factor node:

$$n_{i\rightarrow f}(x_i) = \prod_{e \in N(i) \setminus f} m_{e\rightarrow i}(x_i). \quad (9)$$

Messages are passed iteratively between the two types of nodes until a stopping condition, usually a fixed number of iterations, is reached.

Because the belief-propagation graph has a large number of loops, 2-D detection is not expected to perform well. The primary source of complexity is due the factor node computation, $(8)$, which is order $O(2^{(L_M+1)(L_M+1)})$; in addition, complexity is linear in the number of iterations. However, this algorithm was combined with the a belief-propagation decoder for an outer low-density parity check code in a turbo equalization scheme, and noise thresholds were obtained [12].

While a stand-alone belief-propagation detector is not expected to perform well, generalized belief propagation [10] was successfully used in a slightly different application, the computation of the symmetric information rate, which is similar to the channel capacity, of an intersymbol interference channel [11]. Single belief-propagation nodes are grouped in to clusters, or regions of nodes. Within each cluster, optimal detection (or exact inference) is performed, and message are shared between adjoining regions. Shental et al. used cluster sizes of three-by-three on a channel with two-by-two interference ($L_M = L_N = 1$), which was sufficient to accurately compute the channel capacity. By using clusters, the effects of loops in the graph were minimized enough to obtain good performance. Using generalized belief-propagation detection on a three-by-three region has some resemblance to the IMS algorithm with a strip width of $S = 3$.

### 4. Suboptimal Algorithms on the Optimal Trellis

#### 4.1 M-Viterbi Algorithm on 1-D Equivalent Trellis

A promising approach constructs an optimal trellis, and applies the M-Viterbi algorithm to it [27], [28]. In this approach, rather than the 2-D trellis described in Sect. 2, an equivalent 1-D trellis is constructed. This 1-D trellis first scans top-to-bottom, and then left-to-right, as shown in
which represents an EPR4 channel with intertrack-interference of $a$. For the case of $M = 2$ tracks, the various parameters for the RCDA algorithm had a strong influence on the performance-complexity tradeoff. However, while the best performance found was only a $0.3$ dB loss from the performance of the full Viterbi at a BER of $10^{-4}$ [32, Table II], the inter-track interference $a$ was only $0.1$, which currently is considered to be relatively weak.

5. Discussion and Conclusion

5.1 Complexity and Performance Comparisons

The complexity of all of the surveyed algorithms is linear in the number of bits, an important improvement over optimal detection, which has exponential complexity. The multitrack Viterbi algorithm (MVA) and the iterative multistrip (IMS) algorithm are based upon a strip trellis which has complexity which is exponential in only the channel memory. However, both the MVA and IMS algorithms are iterative, and the complexity is further linear in the number of iterations. Note also that the big-O complexity of the MVA/IMS algorithms and the belief-propagation algorithms are the same.

Complexity of the reduced complexity algorithms of Sect. 4 are difficult to compare because the main source of complexity lies in sorting operations. Good performance was found for the M-Viterbi algorithm when the number of tracks $M = 8$ and the number of traceback paths $m \geq 16$. However, it is reasonable to assume that if the number of tracks increases, that the number of required traceback paths, and thus the complexity, will increase worse than linearly.

The complexity of the various algorithms is compared in Table 1, and the performance comparison is made in Table 2.

5.2 Non-linearities

Linearity was assumed in this paper, but practical systems are non-linear and any serious implementation must account for this. In optical recording, examples include de-focus, tracking offset and recording fluctuations. For magnetic recording, media jitter and non-linear transition shifts are a serious problem. As compared to using linear filtering alone, an advantage of the trellis-based approaches in this paper is that the trellis labels can be modified to explicit

\[
\begin{align*}
\text{Table 1} & \quad \text{Complexity comparison. The data field is } N \text{-by-} M, \text{ the channel memory is } L_M \text{-by-} L_N \text{ and } m \text{ is the number of traceback paths of the M-Viterbi algorithm, } I \text{ is number of iterations.} \\
\hline
\text{Trellis/Algorithm} & \text{Complexity } O(\cdot) \\
\hline
\text{Full Trellis} & N2^M+M2^{M+2}+1 \\
\text{Full 1-D Trellis [27]} & N2^M+M2^{M+2}+1 \\
\text{M-Viterbi on 1-D Trellis [27]} & N \cdot \text{Mod}(\log m)^2 \\
\text{Strip trellis [21]} & N \cdot 2^{M+2}+1 \\
\text{Belief-Propagation [12]} & N \cdot 2^{M+2}+1 \\
\hline
\end{align*}
\]
Table 2  Performance Comparisons. Number of tracks $M$, With respect to = “w.r.t.”

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Performance</th>
<th>Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refined MVA [21]</td>
<td>1 dB loss w.r.t. Viterbi</td>
<td>TwoDOS channel, $M = 7$</td>
</tr>
<tr>
<td>IMS [23]</td>
<td>0.5 dB loss w.r.t. union bound</td>
<td>TwoDOS, 10 iterations</td>
</tr>
<tr>
<td>M-Viterbi on 1-D Trellis [27]</td>
<td>&gt; 0.8 dB loss w.r.t. Viterbi ($m = 8$)</td>
<td>2PR4 Channel, $M = 8$</td>
</tr>
<tr>
<td></td>
<td>&gt; 0.2 dB loss w.r.t. Viterbi ($m = 32$)</td>
<td></td>
</tr>
<tr>
<td>RCDA Viterbi [32]</td>
<td>0.3 dB loss w.r.t. Viterbi</td>
<td>$M = 2$ with EPR4</td>
</tr>
</tbody>
</table>

5.3 Suggestions for Future Research

The MVA and IMS algorithms are “window” algorithms, in the sense that after $I$ iterations, only samples from a window consisting of $2I + 1$ rows have been contributed to the final decision. For a 1-D detection algorithm, when the number of iterations is small, this can seriously degrade the error rate performance; however, the use of a precoder was shown to fix this problem [26]. It would be reasonable to expect that a similar benefit could be obtained by using a 2-D precoder. Note that multidimensional convolutional codes could be used as the basis of a 2-D precoder [36].

For the MVA algorithm, the complexity-performance tradeoff was improved by using weak but low-complexity detector (strip width $S = 2$) in the first iteration, and using a higher complexity decoder ($S = 3$) in the second iteration. Also, each iteration of the MVA used all rows of received symbols ($R = S$), and obtained good performance in just two iterations. On the other hand, the IMS algorithm uses just one row of received symbols ($R = 1$), and required far more iterations. It would be reasonable to expect that the performance-complexity tradeoff of the IMS algorithm could be significantly improved.

5.4 Conclusion

Researchers working in diverse areas such as optical, magnetic and holographic storage have considered various approaches, sometimes independently, to detection of 2-D intersymbol interference channels. Thus, the problem of 2-D detection is a fundamental one, and this paper has surveyed the trellis-based approaches to the problem by presenting them in a common framework. In this way, similarities and differences were explained, and suggestions for future research were made.
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