A Block-Based Adaptive Super-Exponential Deflation Algorithm for Blind Deconvolution of MIMO Systems Using the Matrix Pseudo-Inversion Lemma
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Abstract—The matrix inversion lemma gives an explicit formula of the inverse of a positive-definite matrix $A$ added to a block of dyads (represented as $BB^H$). It is well-known in the literature that this formula is very useful to develop a block-based recursive least-squares algorithm for the block-based recursive identification of linear systems or the design of adaptive filters. We already extended this result to the case when the matrix $A$ is singular, and presented the matrix pseudo-inversion lemma. Such a singular case may occur in a situation where a given problem is overdetermined in the sense that it has more equations than unknowns. In this paper, based on these results, we propose a block-based adaptive multichannel super-exponential deflation algorithm. We present simulation results for the performance of the block-based algorithm in order to show the usefulness of the matrix pseudo-inversion lemma.

I. INTRODUCTION

The familiar matrix inversion lemma states that the inverse of a positive-definite $n \times n$ matrix $A$ added to a block of dyads (represented as $BB^H$) can be represented as

$$(A + BB^H)^{-1} = A^{-1} - A^{-1}B(I + B^H A^{-1}B)^{-1}B^H A^{-1}, (1)$$

where $B$ is an $m \times l$ matrix and the superscript $H$ denotes the complex conjugate transpose (or Hermitian) operation. It is widely known in the literature that this formula is very useful to develop a block-based recursive least-squares algorithm for the block-based recursive identification [1], [2] or the design of adaptive filters [3].

In the late 1980s, Ogawa extended the matrix inversion lemma in (1) to the case when $A$ is positive semidefinite [4]. However, this extension is valid under the condition that the range of $A$ includes the range of $B$, but this condition is not satisfied for adaptive signal processing in non-stationary environments.

In the previous paper [5], we extended the matrix inversion lemma in (1) to the case when the matrix $A$ is positive semidefinite without the above condition for the ranges of the relevant matrices, and presented the matrix pseudo-inversion lemma. Based on these results, we applied this lemma to block-based adaptive blind deconvolution of a MIMO system and we proposed the block-based adaptive version of the multichannel super-exponential algorithm for the blind deconvolution. However, we did not present simulation results for recovering source signals, and did not show effectiveness of the block-based adaptive algorithm.

In the present paper, based on the results of [5], after the presentation of the matrix pseudo-inversion lemma, we propose a block-based adaptive version of the multichannel super-exponential deflation algorithm for the blind deconvolution of a MIMO system.
and
\[
Q_D^{-1} := (P + [B_1, B_2]^H Q_P^{-1} [B_1, B_2])^{-1}
\]
\[
= \begin{bmatrix}
\Delta^{-1} - B_2^* Q_P^{-1} B_2 \\
I + B_2^* Q_P^{-1} B_1 \Delta^{-1} - B_2^* Q_P^{-1} B_2
\end{bmatrix} \Delta^{-1}
\in C^{2l \times 2l}
\]
with
\[
P := \begin{bmatrix}
0 & I \\
I & 0
\end{bmatrix} \in R^{2l \times 2l},
\]
and
\[
\Delta := I - B_2^* Q_P^{-1} B_2 B_1^* Q_P^{-1} B_1.
\]
Here \(R^{2l \times 2l}\) denotes the set of all \(2l \times 2l\) matrices with real components.

**Remark 1:** A technical important fact in Lemma 1 is that there exists really the inverse of the matrix \(Q_P\) defined as
\[
Q_P := P + [B_1, B_2]^H Q_P^{-1} [B_1, B_2]
\]
(11) in (8) even if \(P\) is not positive definite. The proof of the existence is not easy and requires a notion of orthogonal projectors along with a geometrical approach to linear transformations [7]. This is a key point which is different from the case where \(B\) is a column vector [8]. All the proofs of Lemma and theorem in this paper are omitted for page limit. They will be appear in a forthcoming paper.

It can be seen that the first and the second expressions of the pseudoinverse given in Lemma 1 can be included as special cases in the third expression of the pseudoinverse given in (6). Namely, we have the following theorem.

**Theorem 1:** Under the same conditions in Lemma 1, it follows that
\[
Q^T = (A + BB^H)^T
\]
\[
= Q_P^{-1} - Q_P^{-1} B_1 B_2 Q_P^{-1} B_1^T Q_P^{-1} B_2^T Q_P^{-1},
\]
where \(Q_P^{-1}\) and \(Q_D^{-1}\) are defined by (7) and (8), respectively.

**III. A BLOCK-BASED ADAPTIVE MULTICHANNEL SUPER-EXPONENTIAL ALGORITHM**

We consider a MIMO system with \(n\) inputs and \(m\) outputs as described by
\[
y(t) = \sum_{k=-\infty}^{\infty} H^{(k)} s(t-k) + n(t),
\]
where \(s(t)\) is an \(n\)-column vector of input (or source) signals, \(y(t)\) is an \(m\)-column vector of output signals, and \(\{H^{(k)}\}\) is an \(m \times n\) matrix sequence of impulse responses.

The transfer function of the channel is defined by
\[
H(z) = \sum_{k=-\infty}^{\infty} H^{(k)} z^{-k}, \quad z \in C.
\]
To recover the source signals, we process the output signals by an \(n \times m\) deconvolver (or equalizer) \(W(z)\) described by
\[
z(t) = \sum_{k=-\infty}^{\infty} W^{(k)} y(t-k), \quad t \in Z.
\]

The objective of multichannel blind deconvolution is to construct a deconvolver \(W(z)\) that recovers the original source signals only from the measurements of the corresponding outputs. For the time being, it is assumed for theoretical analysis that the noise term \(n(t)\) in (13) is absent. However, all the signals and the parameters of the systems are allowed to be complex-valued.

We put the following assumptions on the channel, the source signals and the deconvolver.

**A1** The transfer function \(H(z)\) is stable and has full column rank on the unit circle \(|z| = 1\) (this implies that the unknown system has less inputs than outputs, i.e., \(n \leq m\), and there exists a left stable inverse of the unknown system).

**A2** The input sequence \(\{s(t)\}\) is a complex, zero-mean, non-Gaussian random vector process with element processes \(s_i(t)\), \(i = 1, n\) being mutually independent. Moreover, each element process \(s_i(t)\) is an i.i.d. process with a nonzero variance \(\sigma_i^2\) and a nonzero fourth-order cumulant \(\gamma_i\). The variances \(\sigma_i^2\)’s and the fourth-order cumulants \(\gamma_i\)’s are unknown.

**A3** The deconvolver \(W(z)\) is an FIR system of sufficient length \(L\) so that the truncation effect can be ignored.

Based on assumption A3, let us consider an FIR deconvolver with the transfer function \(W(z)\) given by
\[
W(z) = \sum_{k=-L}^{L} W^{(k)} z^{-k},
\]
where \(L_1\) and \(L_2\) are respectively the first and last superscripted numbers of the tap coefficients \(W^{(k)}\)’s of the deconvolver \(W(z)\), and the length \(L := L_2 - L_1 + 1\) is taken to be sufficiently large. Let \(\hat{w}_i\) be the \(mL\)-column vector consisting of the tap coefficients (corresponding to the \(i\)th output) of the deconvolver defined by
\[
\hat{w}_i := [w_{i,1}, w_{i,2}, \ldots, w_{i,LM}]^T \in C^{mL},
\]
where \(w_{i,j}\) is the \((i, j)\)th element of matrix \(W^{(k)}\).

Inouye and Tanabe [9] proposed the multichannel super-exponential algorithm (MSEA) for finding the tap coefficient vectors \(\hat{w}_i\)’s of the deconvolver \(W(z)\), each iteration of which consists of the following two steps:
\[
\hat{w}_i = \hat{R}_i \hat{d}_i \quad \text{for} \quad i = 1, n,
\]
\[
\hat{w}_i = \frac{\hat{w}_i}{\sqrt{\hat{R}_i}}, \quad \text{for} \quad i = 1, n.
\]
aimed at increasing convergence speed and reducing the computational complexity just as the block-based least-mean-square (BLMS) algorithm shown in [3, p. 347]. The basic principle of the block-based algorithm for designing an adaptive filter is that the filter coefficients remain unchanged during the processing of each data block and are updated only once per block [3]. Suppose \( l \) is the block length. Then the original discrete (or sample) time \( t \) is related to the \( k \)-th block of data as

\[
t = kl + i, \quad i = 1, 1, \ldots, n.
\]

(28)

The index \( k \) is referred to as the block index. Following this principle along with the notation (28), we develop a block-based adaptive multichannel super-exponential algorithm for blind deconvolution of the system (13).

Let \( k \) denote the block index. We can rewrite (27) as

\[
\hat{w}_i(k) = \hat{R}_i(k)\hat{d}_i(k), \quad i = 1, \ldots, n.
\]

(29)

Then we should obtain recursion formulas for block-updating of matrix \( \hat{R}(k) \) and vector \( \hat{d}_i(k) \) in (29), respectively,

\[
\hat{R}(k) = (1 - \alpha_k)\hat{R}(k - 1) + \alpha_k\hat{B}^*(k)\hat{B}^T(k),
\]

(30)

\[
\hat{d}_i(k) = (1 - \alpha_k)\hat{d}_i(k - 1) + \alpha_k\sum_{j=0}^{r-1} \hat{g}^*[(k - 1)l + j]z_i[(k - 1)l + j],
\]

(31)

where

\[
\hat{B}(k) = \left[\hat{g}[(k - 1)l], \hat{g}[(k - 1)l + 1], \ldots, \hat{g}[(k - 1)l + m]\right] \in C^m \times l,
\]

(32)

\[
z_i(j) = (|z_i(j)|^2 - 2 < z_i(j)z_i^*>)z_i(j) - z_i^2(j) > z_i^*(j).
\]

(33)

Here \( < z_i(j)^2 > > > z_i^*(j) > > z_i^2(j) > z_i^*(j) \).

By applying Theorem 1 to the recursive equation (30) for obtaining a recursive formula for block-updating of pseudoinverse \( P(k) = \hat{R}^(-1)(k) \), we have the following lemma.

**Lemma 2:** Let \( Q, Q^t, A, A^t, B, B_1 \) and \( B_2 \) in Lemma 1 are respectively defined as

\[
Q = \hat{R}(k), \quad Q^t = P(k) = \hat{R}^(-1)(k),
\]

(34)

\[
A = (1 - \alpha_k)\hat{R}(k - 1), \quad A^t = \frac{1}{1 - \alpha_k}\hat{R}^(-1)(k - 1),
\]

(35)

\[
B = \hat{B}(k) = \sqrt{\alpha_k}\hat{B}^*(k), \quad B^t = \hat{B}^t(k) = \left\{I - \hat{R}^(-1)(k - 1)P(k - 1)\right\} B(k),
\]

(36)

\[
B_1 = B_1(k) = \hat{R}_i(k) - \mathbf{B}(k)B_1(k), \quad B_2 = B_2(k) = \left\{I - \hat{R}_i(k)P(k - 1)\right\} B_2(k).
\]

(37)

Then, substituting these definitions into Lemma 1, the recursion for the pseudoinverse \( P(k) = \hat{R}^(-1)(k) \) of the correlation matrix \( \hat{R}(k) \) from \( P(k - 1) \) is explicitly expressed as follows:

\[
P(k) = P_D^{-1}(k) - P_D^{-2}(k)[B_1(k), B_2(k)]P_D^{-1}(k),
\]

(41)

where

\[
P_D^{-1}(k) \quad \text{and} \quad P_D^{-2}(k)
\]

are respectively defined by

\[
P_D^{-1}(k) = \frac{1}{1 - \alpha_k}\left[P(k - 1) - P(k - 1)B_1(k)P_D^{-1}(k)\right],
\]

(42)

\[
B_1(k) = \hat{B}_1(k)P(k - 1) + \mathbf{B}_2(k),
\]

and

\[
P_D^{-2}(k) = \frac{\Delta^{-1}(k)E_2(k)}{I + \hat{E}_1(k)\Delta^{-1}(k)E_2(k)} - \hat{E}_1(k)\Delta^{-1}(k),
\]

(43)

with

\[
\Delta(k) = I - \hat{E}_2(k)\hat{E}_1(k).
\]

(44)

where

\[
E_1(k) = B_1^T(k)P_D^{-1}(k)B_1(k), \quad E_2(k) = B_2^T(k)P_D^{-1}(k)B_2(k).
\]

(45)

(46)

These equations are initialized by their values appropriately selected or calculated by the batch algorithm in (19) and (20) at initial block index \( k_0 \) and used for \( k = k_0 + 1, k_0 + 2, \ldots \).

Based on Lemma 2 along with from (29) through (33), we have the following theorem which gives a recursion formula for block-updating of the tap vector \( \hat{w}_i(k) \) for \( i = 1, n \).

**Theorem 2:** The recursion for \( \hat{w}_i(k) \) is

\[
\hat{w}_i(k) = P(k)R(k)\hat{w}_i(k - 1) + k(k)
\]

(47)

where

\[
k(k) := \alpha_kP(k), \quad \hat{z}_i(j) = (|z_i(j)|^2 - 2 < z_i(j)z_i^*>)z_i(j) - z_i^2(j) > z_i^*(j),
\]

(48)

\[
< z_i(j)^2 > := (1 - \beta_k) < z_i(j - 1)^2 > + \beta_k|z_i(j)|^2,
\]

(49)

\[
< z_i^2(j) > := (1 - \beta_k) < z_i^2(j - 1) > + \beta_kz_i^2(j).
\]

(50)

(51)

Here \( \beta_k \) is a positive constant greater than \( \alpha_k \), and \( P(k) \) is calculated from (41).

### IV. A Deflation Version of the Adaptive Super-Exponential Algorithm

The multichannel super-exponential deflation method (MSEDM) proposed by Bourge and Tande [9] uses the second-order correlations and higher-order correlations, see the equations (15) through (38) in [10]. In the present paper, we propose a new block-based adaptive multichannel super-exponential deflation algorithm which is an adaptive version of the MSEDM using the higher-order correlations and the matrix pseudo-inverse lemma described in the previous chapter.

In the new algorithm, the following procedures are carried out in each time when channel outputs are observed. Before the following procedures are carried out, it is necessary that \( \hat{R}, \hat{d}, \hat{w}, P \) and \( \mathbf{P} \) are initialized. At first, set \( k = k_0 \), and set \( l_k = 1 \) where \( l_k \) denotes the number of channels (or the sources) equalized. Then, \( \hat{R}(k) \) is calculated by (30), \( \hat{d}_i(k) \) is calculated by using (31), (49) and (50), and \( P(k) \) is calculated by using from (38) to (46), and \( \hat{w}_i(k) \) is calculated by the two steps (47) and (20). By these procedures, the first equalized output \( z_{ik}(t) (t = k + 1, l_k = 1, l - 1) \) is obtained.

Next, the MSEDM using the higher-order correlations is carried out. We calculate the correlation signals by using the equalized output \( z_{ik}(t) \), and remove the contribution signals from the channel outputs in order to define the outputs of a multichannel with \( n - 1 \) inputs and \( m \) outputs. The number of inputs becomes deflated by one. The procedures mentioned above are continued until \( l_k = n \), where we obtain the last equalized output \( z_{ik}(t) \) for \( k = k_0 \). If \( k < k_f \) (where \( k_f \) is a final block), then set \( k = k_0 + 1 \) and iterate the same procedures as the previous block \( k \). If \( k = k_f \), then stop here. The \( n \) equalized outputs \( z_{ik}(t), \ldots, z_{ik}(t) \) are obtained for \( k = k_0, k_0 + 1, \ldots, k_f \). Therefore, the proposed algorithm is summarized as shown in Table 1.
Table 1. The proposed algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Set $k = k_0$ (where $k_0$ is an initial time).</td>
</tr>
<tr>
<td>2</td>
<td>Set $l_k = 1$ (where $l_k$ denotes the number of the channels equalized).</td>
</tr>
<tr>
<td>3</td>
<td>Calculate $\tilde{R}(k)$ using (30).</td>
</tr>
<tr>
<td>4</td>
<td>Calculate $\tilde{d}_i(k)$ using (31), (49), (50) and (51).</td>
</tr>
<tr>
<td>5</td>
<td>Calculate $P(k)$ using from (38) through (46).</td>
</tr>
<tr>
<td>6</td>
<td>Calculate $\tilde{w}_i(k)$ using (47) and (20).</td>
</tr>
<tr>
<td>7</td>
<td>Carry out the deflationary process using the MSED method with the higher-order correlations [10].</td>
</tr>
<tr>
<td>8</td>
<td>If the subscript $l_k$ is less than $n$, then replace $t$ by $t + 1$, and the procedures (from Step 3 through Step 7) are continued until $l_k = n$.</td>
</tr>
<tr>
<td>9</td>
<td>If $k &lt; k_f$ (where $k_f$ is a final block), then replace $k$ by $k + 1$ and iterate the procedures from Step 2 through Step 8. If $k = k_f$, then stop here.</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS

To demonstrate the effectiveness of the proposed algorithm, some computer simulations were conducted. We considered a MIMO system $H(z)$ with two inputs ($n = 2$) and three outputs ($m = 3$), and assumed that the system $H(z)$ is of FIR and the length of channel is three ($K = 3$), that is $H(k)$'s in (14) were set to be

$$H(z) = \sum_{k=0}^{K-1} H(k) z^{-k} = \begin{bmatrix} 1.00 + 0.10z^{-1} + 0.10z^{-2} & 0.65 + 0.25z^{-1} + 0.15z^{-2} \\ 0.50 - 0.10z^{-1} + 0.20z^{-2} & 1.00 + 0.25z^{-1} + 1.0z^{-2} \\ 0.60 + 0.10z^{-1} - 0.40z^{-2} & 0.10 - 0.20z^{-1} + 1.0z^{-2} \end{bmatrix}. \quad (52)$$

The length of the deconvolver was chosen to be six ($L = 6$). We set the values of the tap coefficients to be zero except for $w_{12}^{(3)} = w_{22}^{(3)} = 1$. Two source signals were 4-PSK and 8-PSK signals, respectively. For recovering the source signals, initial values of $\tilde{R}$, $\tilde{d}_i$ and $\tilde{P}$ were estimated using 20,000 data samples. The value of $\alpha_k$ was chosen as $\alpha_1 = \frac{1}{K}$ for each $k$. As a measure of performance, we use the multichannel intersymbol interference ($M_{1SI}$) [9].

Fig. 1 shows the performance results of $M_{1SI}$ for the proposed method (i.e., the method using the matrix pseudo-inversion lemma) with $l = 2$ for the time-variant channel obtained by using 30,000 data samples. In Fig. 1, the second matrix $H^{(2)}$ of the impulse response of the channel was varied by adding 0.05 to all its elements at discrete time $t = 10,000$.

It can be seen from Fig. 1 that the algorithm using the matrix pseudo-inversion lemma is effective for the time-variant channel.

We also compared the performance of the proposed method with the performance of the method using the built-in function “pinv” in MATLAB Version 7.5. The tap vector $\tilde{w}_i(t)$ was calculated in each $k$ by using (47) for the proposed method, while the tap vector $\tilde{w}_i(t)$ was calculated in each $k$ by using (29) for the method using “pinv”.

Table 2 shows the averages of the execution times per a Monte Carlo run over 10 independent Monte Carlo runs on a personal computer (Windows machine) with a 2.13 GHz processor and 1 GB main memories used in simulation experiments. In each Monte Carlo run, we carried out the simulations using 5,000 data samples of the channel outputs with $l = 1, 2, 3, 4$ and 5.

It can be seen from Table 2 that the averages of the execution times for the proposed method are better as the length of the block $l$ increases, and are better than those for the method using built-in function “pinv” at about 12.7% ($l = 2$) and 5.54% ($l = 5$).

Therefore, the matrix pseudo-inversion lemma is useful to calculate the pseudoinverse of the matrix for block-based adaptive algorithms of blind deconvolution.

VI. CONCLUSIONS

We presented the matrix pseudo-inversion lemma, applied it to develop a block-based adaptive super-exponential algorithm, and proposed a block-based adaptive version of the multichannel super-exponential deflation algorithm for the blind deconvolution of a MIMO system. It has been shown through computer simulations that the matrix pseudo-inversion lemma is useful for block-based adaptive algorithms of blind deconvolution. The important remaining issue is the stability analysis of the algorithm.
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