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Abstract. Earthquake propagation along faults is controlled by both the applied stresses and the dynamical frictional strength of fault rocks. Dynamic friction of rocks is characterized by strong weakening driven by shear heating and power dissipation. Here, we investigate the efficiency of two major weakening mechanisms, flash heating and thermal pressurization, as a function of depth across a range of representative geological settings. To begin we determine the relevant characteristic parameters for each mechanism at small and large slips. Flash heating is activated above a critical weakening velocity and controlled by two critical weakening times; thermal pressurization is controlled by a critical strain at small slips and a critical slip distance at large slips. Next we quantify how these parameters vary with pressure and temperature according to available literature data, computing their values as a function of depth for a continental transform fault, a mid-ocean ridge transform fault, and a subduction interface. We find that thermal pressurization is most efficient at shallow depths, with a peak efficiency at mid-crustal depths, while flash heating dominates in deeper parts of the modeled faults. If driven by flash heating, earthquake ruptures appear to be able to propagate through the brittle-plastic transition. The arrest of ruptures at further depth is likely due to the decrease in the available background stress, which becomes smaller than both the dynamic frictional strength (therefore producing locally negative stress drops) and the minimum stress for expanding crack-like ruptures.

1. Introduction

The Earth’s seismicity is largely confined to the upper crust, typically above the 600°C isotherm [McKenzie et al., 2005], where rocks accommodate deformation by brittle failure. The maximum strength of the seismicogenic crust is generally assumed to be the frictional resistance to sliding on an optimally oriented fault plane, which is well approximated by a frictional rupture envelope with a friction coefficient between 0.6 and 0.8 [e.g. Brace and Kohlstedt, 1980; Kohlstedt et al., 1995]. However, this strength estimate is local, and static: it is measure of whether a faulted rock can slide or not. As such, it bears no information about the stability of fault slip, which determines whether frictional deformation is steady and stable or whether earthquakes (i.e., unstable, fast, slip events) dominate the dynamics of faulting.

Determining when earthquake nucleation occurs requires additional knowledge about the details of the frictional constitutive law on the fault. In the framework of rate and state constitutive friction laws, a number of authors [e.g. Dieterich, 1978; Ruina, 1983] have demonstrated that the key parameter controlling the nucleation of earthquakes is the rate dependency of friction: velocity-strengthening faults slide stably while velocity-weakening faults are prone to dynamic instabilities. These theoretical considerations are supported by experimental and geological observations that show the depth distribution of seismicity in the crust and in subduction zones closely matches the depth dependence of the velocity-strengthening/weakening parameter of fault rocks, with shallow seismicity markedly decaying above the depth of the transition from velocity-weakening to velocity-strengthening friction [e.g. Marone and Scholz, 1988; Scholz, 1998]. Stability analyzes have shown that the earthquake nucleation size is much smaller (typically a few meters to tens of meters) than typical fault dimensions [e.g. Rice and Ruina, 1983; Rice et al., 2001; Rubin and Ampuero, 2005; Ampuero and Rubin, 2008]. This raises the key following question: if an earthquake nucleates on a small portion of a fault, what controls its propagation and depth extent?

In contrast with local considerations of static strength, the problem of earthquake propagation is essentially a non local problem. Slip redistributes stress along the fault, with large stresses concentrated near the rupture tip, allowing slip to occur dynamically in regions where the initial background stress is larger than the static brittle strength [e.g. Rice, 1996; Lapusta and Rice, 2003; Rice, 2006; Noda et al., 2009]. The minimum background stress level above which earthquakes can propagate is controlled by how the fault dynamically weakens with increasing slip and slip rate. Therefore, the extent of seismic ruptures is controlled by a balance between the initial background stress distribution, which represents the stored elastic energy density, and the dynamic strength of the fault, which determines when and where energy is dissipated on the fault plane.

In the past decade, a number of experimental and theoretical studies have shown that fault rocks tend to weaken dramatically at high slip rates (typically above 0.1 m/s) [e.g. Di Toro et al., 2011]. The weakening mechanisms vary between rock types and experimental conditions, but all are driven by the high dissipation rates associated with rapid slip. For dry rocks the dominant dynamic weakening mechanism in the earliest stages of slip is flash heating at asperity contacts [e.g. Rice, 1999, 2006; Beeler et al., 2008; Goldsby and Tullis, 2011]. In this process, the macroscopic friction coefficient decreases at high slip rates because the local frictional heating at highly stressed asperity contacts is sufficient to melt or thermally decompose them. The slip displacement required to activate flash heating is comparable to the size of asperities, typically a few tens of μm, so flash heating...
commences as soon as dynamic rupture starts provided that the slip rate exceeds a critical value. As we will show in Section 2, even at moderate slip rates the increase in bulk temperature due to frictional heating tends to facilitate the activation of flash heating, so that this mechanism is likely to play a major role throughout dynamic ruptures.

Thermal pressurization is another dynamic weakening mechanism driven by thermal expansion of in-situ pore fluid (e.g., Lachenbruch, 1980; Mase and Smith, 1985, 1987; Rice, 2006), which leads to a decrease in effective stress and thus fault strength. Most estimates show that thermal pressurization is expected to become significant for slips larger than a threshold slip. For example, Han et al. (2005), Di Toro et al. (2005), Proctor et al. (2014), and Platt et al. (2014a), and we refer the reader to these studies for further details of the analysis.

To begin we use the slip rate $V$ and a typical asperity contact size $D$ to estimate the contact lifetime

$$t_{\text{con}} = \frac{D}{V}. \tag{2}$$

For typical seismic slip rates of the order of 1 m s$^{-1}$ and contact sizes of a few tens of microns, $t_{\text{con}}$ is just a few tens of microseconds, allowing us to assume that the slip rate and macroscopic fault bulk temperature $T$ do not change during the lifetime of a single contact. Assuming that all sliding occurs on a plane we use a Green's function to solve for the temperature evolution of the contact,

$$T_{\text{con}} = T + \frac{\tau V}{\rho c} \sqrt{\frac{t}{\pi \alpha_{\text{th}}}}, \tag{3}$$

where $T$ is the fault bulk temperature, $\tau$ is the shear stress supported by the contact, $t$ is the time since the contact came into existence, $\rho c$ is the effective heat capacity per unit reference volume and $\alpha_{\text{th}}$ is the thermal diffusivity. We assume that weakening occurs if the contact temperature exceeds a weakening temperature $T_{w}$, which corresponds to a threshold temperature for either melting or thermal breakdown of the contact. Equation (3) shows that the contact temperature reaching $T_{w}$ is equivalent to the contact lifetime exceeding a critical weakening timescale

$$t_{\text{cw}} = \pi \alpha_{\text{th}} \left( \frac{\rho c (T_{w} - T)}{\tau V} \right)^{2}. \tag{4}$$

Thus, flash heating occurs if $t_{\text{con}} > t_{\text{cw}}$, which is equivalent to the slip rate exceeding a critical weakening slip rate

$$V_{w}(T) = \frac{\pi \alpha_{\text{th}}}{D} \left( \frac{\rho c (T_{w} - T)}{\tau V} \right)^{2}. \tag{5}$$

Next we predict the dependence of the macroscopic friction coefficient on slip rate when flash heating is active by calculating the time the contact spends in the weakened and unweakened states. We assume that in the unweakened state the macroscopic friction coefficient is $f_{0}$ and model weakening by lowering this value to a weakened friction coefficient $f_{w}$. As shown in Rice (2006) and Beeler et al. (2008), the macroscopic friction is equal to,

$$f = f_{0} \frac{t_{\text{cw}}}{t_{\text{con}}} + f_{w} \left( 1 - \frac{t_{\text{cw}}}{t_{\text{con}}} \right), \tag{6}$$

which rearranges to give

$$f = \left( f_{0} - f_{w} \right) \frac{V}{V} + f_{w}. \tag{7}$$

The assumption that weakening can be modeled by instantaneously dropping the contact strength to a weakened value
is crude, though Rempel and Weaver [2008] and Chen and Rempel [2014] developed a better model accounting for the thin melt layer that forms at a contact. However, Goldsby and Tullis [2011] found good agreement with Equation (7) in experiments on a range of materials, suggesting that this formula provides a good first-order estimate of the weakening from flash heating.

In the previous steps we assumed that the contact scale slip rate is equal to the macroscopic slip rate. While this assumption is valid for sliding of bare surfaces, it is not a good approximation for distributed deformation in a gouge. Rempel [2006] and Beeler et al. [2008] modeled flash heating in a gouge by assuming that the total slip rate is shared between an array of contacts. For an array of contacts, weakening occurs when the local slip rate at each contact reaches the nominal weakening slip rate $V_w$, which implies that the effective weakening velocity for slip across gouge is

$$V_{w, 	ext{gouge}}(T) = V_w(T) \times N_c,$$

where $N_c$ is the number of contacts mobilized across the gouge, and is typically around 10 to 20 [see Rice, 2006, Section 1.1].

While flash heating is naturally expressed in terms of a critical weakening slip rate and previous experiments have mostly focused on the slip rate dependence, Platt et al. [2014a] recently argued that temperature effects dominate flash heating at seismogenic depths. The critical weakening slip rate decreases as the fault temperature rises, leading to potentially significant weakening, as demonstrated experimentally in Proctor et al. [2014]. To quantify the temperature weakening effects we model the evolution of fault bulk temperature during seismic slip. Initially the thermal boundary layer adjacent to the deforming gouge is much smaller than the gouge thickness and therefore the early stages of slip occur under mostly adiabatic conditions. By contrast, for large slips (or a thin gouge layer) the thermal boundary layer becomes much wider than the shear zone width, and the behavior is expected to be well approximated by a model in which slip occurs on a mathematical plane. In the remainder of this Section we develop these two endmember solutions and determine the associated characteristic weakening parameters.

To model flash heating under macroscopically adiabatic conditions we follow the model of Platt et al. [2014a]. Conservation of energy leads to an equation for the bulk temperature $T$

$$\frac{\partial T}{\partial t} = \frac{\tau V}{\rho c W},$$

where $\tau$ is the macroscopic shear strength of the gouge layer and $W$ is the thickness of the deforming gouge. Setting the shear strength equal to the product of the ambient effective stress $(\sigma_n - p_0)$ and the velocity-dependent friction coefficient, we obtain

$$\frac{\partial T}{\partial t} = \frac{f_0(\sigma_n - p_0)}{\rho c} \frac{\pi \alpha_{\text{th}}}{DW/N_c} \left( \frac{\rho c(T_w - T)}{\tau_c} \right)^2,$$

where we have assumed that $f_w = 0$ and that the slip rate is greater than the initial value of $V_w$. Note that because the friction coefficient for flash heating is proportional to $1/V$ the rate of frictional heating, and thus the evolution of $V_w$ is independent of slip rate. However, the friction coefficient is controlled by the ratio $V_w/W$ so the shear strength evolution of flash heating is sensitive to the exact slip rate history of the fault.

We solve Equation (10) to find the bulk temperature evolution

$$T(t) = T_0 + (T_w - T_0) \frac{t}{t + t_w^A},$$

which is controlled by the critical weakening timescale for adiabatic conditions

$$t_w^A = \frac{W}{f_0(\sigma_n - p_0)\pi \alpha_{\text{th}} \rho c (T_w - T_0)}.$$

Inserting Equation (11) for the temperature evolution in the gouge into the constitutive relation (7) (with the critical velocity $V_{w, \text{gouge}}$), we observe that the shear stress evolution is also controlled by the weakening time $t_w^A$. Using the shear stress evolution $\tau(t) = f(t) \times (\sigma_n - p_0)$, we find that the fracture energy for flash heating under adiabatic conditions tends to

$$G_{\text{FH}}^\text{SP} = \frac{\tau_w^2}{\rho c (T_w - T_0)}$$

for $t \gg t_w^A$. The fracture energy is simply the energy required to heat the gouge from the ambient temperature $T_0$ up to the weakening temperature $T_w$.

At large slips, where the shear zone width is much smaller than the thermal boundary layer thickness adjacent to the deforming zone, we can model deformation as slip on a mathematical plane. For this limit the bulk temperature evolution in the deformig zone is solved for using a Green’s function to find [Carslaw and Jaeger, 1959]:

$$T(t) = T_0 + \int_0^t \left( \frac{\sqrt{s}}{s} \right) \frac{1}{\sqrt{4\pi \alpha_{\text{th}} (t - s)}} \, ds.$$  

Using the velocity-dependent expression for strength $\tau = f_0(\sigma_n - p_0)V_{w, \text{gouge}}(T)/V$ (where as before we neglect the contribution of $f_w$), we reformulate Equation (14) as

$$T(t) = T_0 + \frac{T_w - T_0}{2\sqrt{\pi t}} \int_0^t \left( \frac{1}{\sqrt{s}} \right) \frac{(T_s - T_0)^2}{\sqrt{t - s}} \, ds,$$

where

$$\tau_w^\text{SP} = \frac{\alpha_{\text{th}}}{V_{w, \text{gouge}}(T_0)} \left( \frac{\rho c(T_w - T_0)}{f_0(\sigma_n - p_0)} \right)^2.$$

Nondimensionalizing (15) shows that the temperature evolution is of the form

$$T(t) = T_0 + (T_w - T_0)F(t/t_w^\text{SP})$$

where $F(\cdot)$ is a non-dimensional, monotonically growing function with $F(0) = 0$ and $\lim_{t \to \infty} F(t) = 1$. Hence, the temperature evolution, and therefore the strength evolution, is controlled by a single characteristic weakening timescale $t_w^\text{SP}$ given by Equation (16). Note that as in the solution for adiabatic conditions given in equation (11), the temperature evolution in the slip on a plane limit is independent of the exact slip rate history of the fault because the friction coefficient is proportional to $1/V$. Thus, the evolution of $V_w$ is independent of the exact slip rate history of the fault, though the strength evolution of the fault is still sensitive to the slip rate history because the friction coefficient is equal to $V_w/V$.

For deformation at constant slip rate, the weakening timescale given in equation (16) directly translates into a slip weakening distance. For the slip on a plane limit we calculate the fracture energy

$$G_{\text{FH}}^\text{SP} = \frac{\tau_w^2}{\rho c (T_w - T_0)} \times F(t/t_w^\text{SP}),$$

where $F(\cdot)$ is again a non-dimensional, monotonically growing function, but not necessarily bounded. Although $F(\cdot)$ cannot be determined in closed-form, numerical estimates indicate that it scales with $\sqrt{t/t_w^\text{SP}}$ for large times, which correspond to a weak dependence. In our computations we
will use the numerical solution for $F'$, hence avoiding further approximations.

2.2. Thermal pressurization of pore fluid

Our analysis for thermal pressurization closely follows previous work by Lachenbruch [1980], Mase and Smith [1985], Mase and Smith [1987], Rice [2006], and Rempel and Rice [2006]. Here we summarize the main results and governing equations, and refer the reader to the aforementioned literature for the details of the model and solutions. We consider a one-dimensional model of a gouge layer with thickness $W$ sheared between two undeforming half-spaces with a slip rate $V$.

Conservation of energy leads to an equation for $T$ that balances frictional heating and thermal diffusion,

$$\frac{\partial T}{\partial t} = \frac{\tau \gamma}{\rho c} + \alpha_h \frac{\partial^2 T}{\partial y^2},$$

(19)

where $\tau$ is the shear stress in the gouge layer and $\gamma$ is the strain rate. Following previous work, we have assumed here that all of the frictional work is converted into heat and that the gouge properties are constant in space and time. In addition we have neglected small heat fluxes associated with pore fluid flow, which Mase and Smith [1985] and Mase and Smith [1987] showed is a good assumption for typical fault rock permeabilities.

In a fluid saturated material, the increase in temperature induced by shear heating leads to an increase in pore pressure due to the difference between the thermal expansivities of the fluid and of the rock. Conservation of pore fluid mass leads to an equation for the pore pressure $p$ that balances thermal pressurization and hydraulic diffusion,

$$\frac{\partial p}{\partial t} = \frac{\partial T}{\partial t} + \alpha_{hy} \frac{\partial^2 p}{\partial y^2}.$$  

(20)

where $\Lambda$ is the ratio of pore pressure rise to temperature rise for undrained conditions and $\alpha_{hy}$ is the hydraulic diffusivity. As before we have assumed that the gouge properties are constant in space and time. The parameter $\Lambda$ controls the efficiency of the thermal pressurization process and is defined as

$$\Lambda = \frac{\lambda_f - \lambda_n}{\beta_f + \beta_n},$$

(21)

where $\lambda_f$ and $\lambda_n$ are the thermal expansion coefficients of the fluid and of the pore space, and $\beta_f$ and $\beta_n$ are the compressibilities of the fluid and of the pore space, respectively. The hydraulic diffusivity is expressed as

$$\alpha_{hy} = \frac{k_t}{n(\beta_n + \beta_f) \eta},$$

(22)

where $k_t$ is the permeability of the rock, $n$ is the porosity and $\eta$ is the viscosity of the saturating fluid.

The governing equations for temperature and pore pressure are linked to the fault strength $\tau_{\text{fault}}$ through the Terszaghi effective stress, which combines with the friction coefficient $f$ to give

$$\tau_{\text{fault}} = f(\sigma_n - p).$$

(23)

For simplicity we assume a constant friction coefficient, neglecting experimentally observed minor dependences of $f$ on other variables such as slip rate [Dieterich, 1979] or temperature [Chester, 1994; Boltfitcher et al., 2007].

To close the model we need an equation to describe how straining is distributed across the deforming gouge. Previously published models typically choose a fixed spatial distribution of strain rate, the amplitude of which can vary in time [e.g. Andrews, 2002; Rempel and Rice, 2006; Noda et al., 2009]. In the spirit of making elementary estimates, we choose a simple model with uniform shear in the deforming zone,

$$\dot{\gamma} = \frac{V}{W} \quad \text{when} \quad |y| < W/2.$$  

(24)

The assumption of a constant deforming zone thickness is likely a great simplification. Rice et al. [2014] and Platt et al. [2014b] showed that thermal pressurization drives significant strain localization, as first suggested in Rice [2006]. However, Platt et al. [2014b] showed that while strain localization greatly influences the details of shear strength evolution at large slip, the early stages of slip, for which undrained and adiabatic conditions best apply, remain controlled by the initial imposed thickness $W$. Therefore, the first-order model based on Equation (24) still provides excellent estimates for the efficient of weakening by thermal pressurization under adiabatic, undrained conditions.

Two well-studied limits exist for thermal pressurization, controlled by the ratio between the thickness of the deforming gouge and the thickness of the diffusive boundary layer that forms adjacent to it. During the early stages of slip, the effects of hydrothermal diffusion are negligible and deformation occurs under effectively undrained and adiabatic conditions. At large slips the diffusive boundary layer is much greater than the deforming zone thickness, allowing deformation to be modeled as slip on a mathematical plane. Rempel and Rice [2006] showed that for intermediate slips the shear strength smoothly transitions from the undrained and adiabatic limit to the slip on a plane limit, and thus these two limits can be used to estimate the efficiency of thermal pressurization.

First we analyze the small-slip limit, where thermal pressurization occurs under undrained and adiabatic conditions. Lachenbruch [1980] solved for the shear strength evolution in this limit to find

$$\tau_{\text{fault}} = f(\sigma_n - p_0) \exp \left( -\frac{f \Lambda \delta}{\rho c W} \right),$$

(25)

where $p_0$ is the ambient pore pressure before the onset of rapid slip and $\delta$ is the total slip accommodated across the gouge layer, defined as

$$\delta(t) = \int_0^t V(s) \, ds.$$  

(26)

Equation (25) shows that thermal pressurization under undrained and adiabatic conditions is controlled by a critical weakening strain

$$\gamma_c = \frac{\rho c}{f \Lambda}$$

(27)

and is insensitive to details of the slip rate history. For sustained slip at high velocity, Equation (25) predicts a total loss of strength. The existence of a critical strain indicates that the slip required to produce a given amount of weakening scales linearly with the deforming zone thickness, making thermal pressurization most effective when straining is highly localized. The temperature evolution for undrained an adiabatic deformation is given by [Lachenbruch, 1980]

$$T = T_0 + \frac{\sigma_n - p_0}{\Lambda} \left( 1 - \exp \left( -\frac{f \Lambda \delta}{\rho c W} \right) \right),$$

(28)

where $T_0$ is the ambient temperature before the onset of rapid slip. The total strength drop associated with thermal pressurization leads to a finite maximum temperature rise

$$\Delta T_{\text{max}} = \frac{\sigma_n - p_0}{\Lambda}.$$  

(29)

Finally, we estimate the fracture energy $G$ by inserting the shear strength given in Equation (25) into Equation (1).
For deformation under undrained and adiabatic conditions we find that $G$ is bounded by

$$G_{\text{TP}}^{U} = W \frac{\sigma_{0} - p_{0}}{\Lambda}. \quad (30)$$

Expression (30) is a good approximation for the fracture energy when the slip is large compared to the slip weakening distance $\delta = \gamma \times W$. The fracture energy for undrained and adiabatic conditions can be understood physically by noting that $G_{\text{TP}}^{U}$ is simply the maximum temperature increase on the sliding surface, $\tau_{\text{th}}$.

Next we analyze the large-slip limit, where deformation can be modeled as slip on a mathematical plane. Assuming a constant slip rate $\dot{\gamma}$ [2006] solved for this limit accounting for hydraulic and thermal diffusion, extending previous work of Mase and Smith [1985] and Mase and Smith [1987] that accounted for thermal diffusion alone, to find the shear strength evolution

$$\tau_{\text{th}} = f(\sigma_{n} - p_{0}) \exp \left( \frac{\delta}{L^{*}} \right) \text{erfc} \left( \sqrt{\frac{\delta}{L^{*}}} \right), \quad (31)$$

where $L^{*}$ is a critical weakening slip defined as

$$L^{*} = \frac{4\alpha}{V} \left( \frac{\rho c}{T} \right)^{2} \quad (32)$$

and $\alpha = (\sqrt{\alpha_{\text{hyd}}} + \sqrt{\alpha_{\text{th}}})^{2}$ is a lumped hydrothermal diffusivity. Similarly to deformation under undrained and adiabatic conditions, thermal pressurization in the slip on a plane limit leads to a total strength drop, though this is now controlled by the critical weakening slip $L^{*}$. Analytic solutions do not exist for a non-constant slip rate history, but we expect the shear strength evolution to depend sensitively on the slip rate history. The solutions of Garagash [2012] for self-healing slip pulses driven by thermal pressurization show that if the slip rate is initially high and subsequently drops, as expected during dynamic rupture propagation, hydrothermal diffusion can dominate the evolution of temperature and pore pressure, leading to rapid restrengthening. Nevertheless, Equation (31) provides a useful end-member estimate for weakening by thermal pressurization at large slip. Rice [2006] also provide a closed-form solution for the maximum temperature increase on the sliding surface,

$$\Delta T_{\text{max}}^{\text{SP}} = \left( 1 + \frac{\alpha_{\text{hyd}}}{\alpha_{\text{th}}} \right) \frac{\sigma_{n} - p_{0}}{\Lambda}. \quad (33)$$

As for deformation under undrained and adiabatic conditions, the total strength drop associated with thermal pressurization leads to a finite temperature rise. Finally, to estimate the shear energy we use the asymptotic expression from Rice [2006],

$$G_{\text{TP}}^{\text{SP}}(\delta) \approx f(\sigma_{n} - p_{0}) \sqrt{(\delta L^{*})/\pi}, \quad (34)$$

which is valid when $\delta \gg L^{*}$. In contrast with thermal pressurization occurring under undrained and adiabatic conditions, the fracture energy in the slip on plane limit is unbounded at large slip. Equation (34) shows that the fracture energy is proportional to the initial shear strength $f(\sigma_{n} - p_{0})$ multiplied by a length found by taking the geometric mean of the characteristic weakening slip $L^{*}$ and the total slip $\delta$.

3. Parameter values and geodynamic settings

As observed above, the efficiency of flash heating and thermal pressurization depends on a number of parameters that vary with rock type, stress, pore pressure and temperature. In this section we describe how we estimate these parameters, and present a selection of ambient temperature and stress profiles for continental, oceanic, and subduction faults.

Not all parameters have the same impact on the final results. Therefore, we use relatively precise values and include temperature and pressure dependencies only for those which provide key controls on the weakening processes. For flash heating, we account for variation of both mechanical (asperity yield strength) and thermal parameters (heat capacity and diffusivity). For thermal pressurization, we account for variations in all the parameters entering into the thermal pressurization factor $\Lambda$ and the hydraulic diffusivity $\alpha_{\text{hyd}}$. Unfortunately, several important parameters are only loosely constrained (for example the weakening temperature $T_{w}$, or the pore pressure distribution at depth), and we therefore choose representative estimates rather than arbitrary specific values.

3.1. Flash heating: yield strength and thermal properties

Because flash heating is largely controlled by asperity-scale thermal and mechanical parameters, we use parameters associated with individual minerals rather than bulk ones. Here, we use thermal and strength data for two major rock forming minerals, quartz and olivine, which will serve as representative minerals for the continental and oceanic (both in place and subducted) crust, respectively. Note that our model for the evolution of fault temperature involves thermal parameters related to the bulk; for simplicity we assume that the bulk properties take the same values as the asperity-scale properties.

Thermal conductivity ($k_{V}$) and heat capacity ($\rho c_{V}$) data as a function of temperature for both quartz and olivine are taken from Clauser and Huenges [1995], and the data are interpolated with cubic splines to produce smoothly varying functions. For quartz, Clauser and Huenges [1995] provide data for two crystallographic orientations, and we use the arithmetic average of these data at each temperature.

The stress at asperity contacts is given by

$$\tau_{\text{c}} \approx f \times \sigma_{\text{A}}. \quad (35)$$

where $f$ is a microscopic friction coefficient and $\sigma_{\text{A}}$ the asperity yield stress. We use $f = 0.6$ and $\sigma_{\text{A}}$ values derived from hardness measurements as a function of temperature taken from Evans and Goetze [1979] (for olivine) and Evans [1984] (for quartz). For each mineral, the yield strength data are fitted with a second order polynomial to produce regular functions of temperature.

The weakening temperature $T_{w}$ corresponds to the threshold temperature above which an asperity loses its strength. It is generally associated with the melting temperature or thermal decomposition temperature, which varies from mineral to mineral [e.g. Rempel and Weaver, 2008]. However, the precise mechanisms responsible for strength loss are not clear and do not necessarily correspond to conventional melting: minerals like quartz can be amorphized and form a gel [Goldsbey and Tullis, 2002] and large concentrated strains can influence the melting temperature. Due to the large uncertainties, we follow here the approach of Goldsbey and Tullis [2011] and assume a constant $T_{w} = 1000^\circ$C as an approximate breakdown temperature.

A key parameter in the flash heating model is the diameter of microscale asperities $D$. In experimental studies, this parameter is often used as a fitting parameter with typical values of a few to tens of microns, but so far has not been measured directly. Here, we estimate how $D$ depends on temperature and stress by modeling how the highly stressed
contacts yield. In this approach, we assume that the number of contacts remains the same with increasing stress, and that only the surface area of the contact changes. Following the method of Boettcher et al. [2007] and Hirth and Beeler [2015], we compute $D$ from the ratio of the real to nominal area of contact between the two rock surfaces, which is given by the ratio of the applied effective normal stress to the asperity yield strength:

$$A_R/A = \frac{\sigma_n - p_0}{\beta_A},$$

(36)

where $A_R$ and $A$ are the real and nominal area of contact per asperity, respectively. Inserting $A_R = \pi D^2/4$ into equation (36) yields

$$D = D_0 \sqrt{\frac{\sigma_n - p_0}{\sigma_A}},$$

(37)

where $D_0 = \sqrt{4A/\pi}$ is a prefactor with dimension of length. Experimental results for flash heating between bare rock surfaces [Goldskly and Tullis, 2011; Passeleque et al., 2014] indicate $D$ values of the order of 10 $\mu$m at normal stresses of a few MPa at room temperature, which yields $D_0$ values of the order of 200 $\mu$m.

3.2. Thermal pressurization: thermal and hydraulic properties

The efficiency of thermal pressurization depends on the hydraulic and thermal properties of the fault rock, as well as thermodynamic properties of the pore fluid. Here, we are interested in essentially three different fault zone lithologies: one representative of a fault hosted in the igneous continental crust (e.g., granite), one for a mature, gouge-bearing crustal fault, and one for faults hosted in the oceanic crust (the same lithology is used for both in place and subducted oceanic crust). In all these cases, we assume that the pore fluid is pure water, and neglect any compositional effects on water properties.

Estimating the thermo-poro-elastic parameters $\lambda_n$ and $\beta_n$ used to compute the thermal pressurization factor $\Lambda$ (Equation (21)) requires some assumptions about the fault stresses [see discussion in Rice, 2006, Appendix A]. We follow here the hypothesis that the fault walls behave elastically, for which Rice [2006] gives the following expressions for the pore space compressibility and thermal expansivity:

$$\beta_n = \frac{(\beta_d - \beta_s)(\beta_d + r \beta_s)}{n(1 + r) \beta_d} - \beta_s, \quad \lambda_n = \lambda_s \left(1 - \frac{r \beta_d - \beta_s}{1 + r \beta_d}\right)$$

(38)

where $\beta_d$ is the drained compressibility of the rock, $\beta_s$ and $\lambda_s$ are the compressibility and thermal expansivity of the solid skeleton, respectively, and $r$ is a function of the drained Poisson’s ratio of the rock. Following Rice [2006] we choose $r = 1$, which corresponds to a drained Poisson’s ratio of $\approx 0.20$. The estimates given in Equations (38) are not valid for very large pore pressure and temperature rises (i.e., for large slip), since they lead to unsustainable differential stresses on the fault walls. Here, we are interested stages of seismic slip where the pore pressure has not yet reached elevated values close to $\sigma_n$, and it is therefore reasonable to assume that the deformation around the fault core remains elastic.

For the case of faults hosted in igneous rocks, we choose compressibility values measured in sheared granite gouge by Zhang et al. [1999]. The drained $\beta_d$ was computed from the fault zone thickness vs. effective stress data, and is $\beta_d = \beta_s + 1.1 \times 10^{-9} \exp((\sigma_n - p)/p_s)$ Pa$^{-1}$, where $p_s = 45.5$ MPa. We add the term $\beta_s$ to ensure that the drained compressibility of the rock does not fall below the compressibility of the solid grains, and thus $\beta_d$ remains positive. The compressibility of solid grains is taken as that of a granitic composition and is $\beta_s = 1.6 \times 10^{-11}$ Pa$^{-1}$, as in Rice [2006]. For gouge, we use the drained compressibility measured by Wibberley and Shimamoto [2003] and reported by Rice [2006] as $\beta_d = \beta_s + 1.39 \times 10^{-10} \exp((\sigma_n - p)/p_s)$ Pa$^{-1}$ where $p_s = 144.7$ MPa. The compressibility of the solid is generally much lower than the compressibility of the fluid $\beta_s$, so that our regularization of $\beta_d$ using the additional $\beta_s$ term has no quantitative impact at high effective pressure, but provides a natural lower limit on compressibility at low effective pressure. For all cases, the thermal expansivity of the solid particles is taken as $\lambda_s = 2.45 \times 10^{-5}$ $\frac{oC}{C}$. The thermal expansivity of the pore space is in general smaller than that of the pore fluid, so that the variations in $\chi$ arising from the range of modeled lithologies and pressure and temperature conditions do not produce significant changes in the thermal pressurization factor $\Lambda$.

The properties of the pore fluid, assumed to be pure water, vary widely as a function of pressure and temperature. The two key parameters, thermal expansivity $\chi$ and compressibility $\beta$, decrease with increasing pressure and decrease with increasing temperature. We compute the pore fluid thermal expansivity, compressibility, and viscosity as a function of $p$ and $T$ using the formulation given by the International Association for the Properties of Water and Steam [Wagner and Prüß, 2002; Junglas, 2006].

The permeability of fault rocks generally depends on effective stress according to an exponential relation. For igneous rocks, we use the permeability values measured in sheared granitic rocks [Zhang et al., 1999], which yield $k_t = 10^{-9} \exp(-((\sigma_n - p)/p_s))$ m$^2$ where $p_s = 557.1$ MPa. For gouge, we use the permeability measured in the central gouge zone of the Median Tectonic Line (Japan), reported by Rice [2006] as $k_t = 2.12 \times 10^{-15} \exp(-((\sigma_n - p)/p_s))$ m$^2$ where $p_s = 34.7$ MPa.

The porosity of the rock within the central slip zone is computed as a function of the effective normal stress. For all cases except the clay-rich gouge, we use a porosity of $n = 0.05 \times [1 + \exp(-((\sigma_n - p)/p_s))]$ with $p_s = 45.5$ MPa, estimated from the dilation vs. pressure data given by Zhang et al. [1999]. For the clay-rich gouge, we use an exponential fit to the values reported by Rice [2006] which yields $n = 0.06 \times \exp(-((\sigma_n - p)/p_s))$ with $p_s = 263.2$ MPa.

The thermal diffusivity plays a less prominent role in the thermal pressurization model than in the flash heating model. Therefore, for the thermal pressurization computations we chose an average, constant value of $a_{th} = 1$ mm$^2$ s$^{-1}$. Similarly, the heat capacity is assumed constant and equal to $c_p = 2.7$ MPa $\frac{C}{C}$. [see Vosteen and Schellschmidt, 2003].

All the above properties vary during slip as the pore pressure and temperature rise. However, the models presented in Section 2 are only valid for constant parameter values. Here, we want to retain the essential features of the model while accounting for the variations in properties with pressure and temperature. In order to achieve this goal, we compute path averaged properties based on the approach proposed by Rice [2006]. Firstly, for each scenario (ambient temperature, pressure and rock type) we compute nominal properties using the conditions at the onset of seismic slip. Secondly, we use the nominal properties to predict the pore pressure and temperature path as a function of slip using either the adiabatic and undrained or the slip on plane scenario. Finally, we compute path averaged properties using slip as the weight function:

$$\langle X \rangle = \frac{1}{\delta} \int_0^\delta X[p(\delta'), T(\delta')] d\delta'$$

(39)

where $\langle X \rangle$ is the path averaged value of $X(p,T)$ and $\delta$ is slip. The net slip over which Equation (39) is computed is
either set to $\delta_e$ in the case of adiabatic, undrained computations or to $L^*$ in the case of slip on a plane computations. Thus for each scenario we produce two values of $\alpha_w$ and $\Lambda$, one thought to best describe the early stages of weakening and another that describes the weakening at larger slips.

In all thermal pressurization computations we choose a constant slip rate of $V = 1 \text{ m s}^{-1}$, which is commonly used as a typical seismic slip rate [e.g. Brune, 1970]. The relevant friction coefficient at this slip rate is potentially affected by the flash heating mechanism. Rice [2006] and Rempel and Rice [2006] assumed reduced values of friction, as low as 0.25, to approximate the nearly-instantaneous effect of flash heating. However, this approach may not be valid for deforming gouge where flash heating is less effective in gouge because the effective critical weakening velocity is multiplied by the number density of contacts in the gouge width (typically at least a factor of $N_c = 10$). Therefore, we choose here a “Baylee”-type friction coefficient of $f = 0.6$, allowing us to study thermal pressurization in isolation. This choice of a relatively high value of $f$ implies that our results will be upper bounds for the efficiency of thermal pressurization (i.e., lower bounds for $\gamma_c$ and $L^*$).

3.3. Thermal and effective stress profiles

We investigate the dynamic weakening behavior of faults within three major geodynamic settings: active continental crust (where we use either clay-bearing or crushed granite as fault gouge material), near-ridge oceanic crust (which hosts oceanic transform faults), and subduction zones. The key difference between these settings is the local geotherm, and to a lesser extent the lithostatic and hydrostatic stress profile.

Geotherms in tectonically active regions of the continental crust are quite variable, especially in their deepest parts [Jaupart and Mareschal, 2007]. Here, we focus on the shallow seismic crust (typically above the 600°C isotherm), where the geotherm is well approximated by a linear trend extrapolated from surface heat flux. Based on heat flow measurements near the San Andreas fault [Lachenbruch and Sass, 1980], we use a surface heat flux of 80 mW m$^{-2}$, and an average thermal conductivity of 3 W °C$^{-1}$ m$^{-1}$ [Chapman, 1986; Jaupart and Mareschal, 2007], which yields a temperature gradient of 26.7°C km$^{-1}$. We use an average rock density of 2800 kg m$^{-3}$ to compute the lithostatic stress profile. The ambient pore pressure is assumed hydrostatic, and we calculate the ambient pore pressure profile using a pore pressure gradient of 9.8 MPa km$^{-1}$. This pressure gradient is based on a constant fluid density: the assumption of a hydrostatic pore fluid pressure at depth is a relatively strong one and a detailed model including water density variations appears unnecessary at this stage.

The thermal structure of the oceanic crust is much better constrained than that of the active continental crust. It is well approximated by a cooling plate model which is a function of the age of the crust [e.g. Turcotte and Schubert, 2002]: $T_M(z) = T_0 \text{erf}(z/(2\sqrt{kt_{crust}/(\rho c)}))$, where $T_M$ is the mantle temperature, set to $T_M = 1350^\circ C$, $z$ is the depth, and $t_{crust}$ is the age of the crust. For our calculations we used a heat conductivity of $k_T = 3.14 \text{ W °C}^{-1} \text{ m}^{-1}$ [Parsons and Sclater, 1977], and a crustal age of 1.25 My, which corresponds to a relatively young oceanic crust host- ing an oceanic transform fault. The normal stress and pore pressure profiles in the oceanic crust are computed using a rock density of 3200 kg m$^{-3}$ and a pore pressure gradient of 9.8 MPa km$^{-1}$. In addition, we considered a water depth above the crust of 2 km, which offsets the normal stress and pore pressure values by 20 MPa.

Finally, for the thermal profile of the subduction settings we assume a linear gradient of 6°C km$^{-1}$, which corresponds to a relatively cold subduction (e.g., Tohoku or Nankai; see Hacker et al. [2003]). The rock density used to compute the lithostatic stress is 3200 kg m$^{-3}$, and we assume a water depth above the crust of 10 km, which offsets the normal stress and pore pressure by 100 MPa. In subduction zones, dehydration reactions of hydrous phases at depth tend to promote elevated pore pressures along the subduction interface [e.g. Peacock et al., 2011]. We therefore tested two ambient pore pressure profiles, one hydrostatic (9.8 MPa km$^{-1}$) and another with elevated (near lithostatic) pore pressures (27.6 MPa km$^{-1}$), which corresponds to a pore pressure to lithostatic pressure ratio of 0.9.

4. Depth- and context-dependent dynamic weakening profiles

4.1. Flash heating

The critical weakening velocity $V_{w,\text{gouge}}$ and characteristic weakening times $t_{w}^\alpha$ and $t_{w}^\beta f$ for flash heating are plotted as a

![Figure 1. Critical weakening velocity and weakening times for the flash heating mechanism. The weakening time for adiabatic conditions $t_{w}^\alpha$ is computed using $W = 100$ μm. The solid and dotted lines in panel (c) correspond to hydrostatic and near lithostatic pore pressure gradients, respectively.](image-url)
By contrast, in both oceanic and subduction environments the weakening times monotonically decrease with increasing depth. In our modeled oceanic transform fault, $t_w^{\text{SP}}$ and $t_t^{\text{SP}}$ are both of the order of $10^{-2}$ s near the top of the crust, and decrease down to $t_w^{\text{SP}} = 1.8 \times 10^{-3}$ s and $t_t^{\text{SP}} = 3.6 \times 10^{-3}$ s at 6 km depth. Similarly, in the modeled subduction zone, $t_w^{\text{SP}}$ decreases from $4.2 \times 10^{-3}$ s to $8.0 \times 10^{-4}$ s between subsurface and 55 km depth, while $t_t^{\text{SP}}$ drops from $3.4 \times 10^{-3}$ s to $7.0 \times 10^{-5}$ s over the same depth range. The change between hydrostatic and near lithostatic pore pressure gradients does not affect the weakening times significantly, only by about 15 to 30%.

For comparison, we performed additional computations using a constant asperity size $D = D_0$, shown in Figure 2, which correspond to scenarios where the increase in real area of contact with effective normal stress is only due to an increase in the number of contacts. These complementary

Figure 2. Critical weakening velocity and weakening times for the flash heating mechanism, assuming constant asperity diameter $D = D_0$. The weakening time for adiabatic conditions $t_w^{\text{A}}$ is computed using $W = 100 \, \mu$m. The solid and dotted lines in panel (c) correspond to hydrostatic and near lithostatic pore pressure gradients, respectively.

function of depth in Figure 1. In all cases, $V_{w,\text{gouge}}$ decreases with increasing depth. In the continental crust, based on quartz mineral data, $V_{w,\text{gouge}}$ decreases from around 1 m s$^{-1}$ in subsurface conditions down to less than 0.1 m s$^{-1}$ at 20 km depth, near the 600°C isotherm. The critical weakening velocities computed from olivine data are higher than those computed from quartz data due to the lower asperity strength $\tau_s$, and typically are of a few m s$^{-1}$ at the top of the oceanic crust and subduction zones, and decrease by a factor of around 5 at 6 km and 50 km depth, respectively. For near lithostatic pore pressure gradients (dotted lines in Figure 1c), $V_{w,\text{gouge}}$ is offset towards higher values because the lower effective stresses induces lower asperity contact sizes $D$ (see Equation (37)).

The characteristic weakening times, $t_w^{\text{A}}$ and $t_t^{\text{SP}}$, tend to either decrease or remain constant with increasing depth. In the continental crust, both these times remain of the order of $10^{-2}$ s: $t_w^{\text{A}}$ is approximately constant throughout the profile, while $t_t^{\text{SP}}$ first decreases from around $5 \times 10^{-2}$ s to $10^{-2}$ s in the top 10 km, and then remains nearly constant below.

Figure 3. Path-averaged value of the thermal pressurization factor $\Lambda$ as a function of depth for continental, oceanic and subduction environments. For every case, two estimates are given: one for the slip on a plane path (s.p.) and one for the undrained, adiabatic path (u.a.). Dotted sections of the curves corresponds to cases when the peak temperature during thermal pressurization is beyond 1100°C, which is chosen as the bulk melting point.
tests show that the weakening velocity decreases only mildly or remains constant with increasing depth, while both weakening times decrease much more strongly compared to the case with variable $D$.

Overall, our results show that flash heating typically becomes more efficient with increasing depth, with lower critical weakening velocities and shorter weakening times. Temperature changes tend to reduce the weakening velocity and produce weakening in the first $10^{-4}$ to $10^{-1}$ s of slip. The decrease in $V_{\text{w, gouge}}$ with depth is essentially due to the decrease in the difference between ambient and weakening temperatures ($T_w - T_0$). However, the decrease in ($T_w - T_0$) with depth is somewhat compensated by the concomitant decrease in yield stress $\sigma_\Lambda$ and increase in heat diffusivity, so that the net change in $V_w$ (and hence in $V_{\text{w, gouge}}$) is rather moderate.

Our modeling results differ slightly from those of Passelègue et al. [2014], who showed a modest increase in $V_w$ with increasing ambient temperature from room temperature to $300^\circ\text{C}$. A number of factors can explain this discrepancy, the major one being the sensitivity of the results to slight changes in $\sigma_\Lambda$ and heat conductivity. In addition, Passelègue et al. [2014] did not account for Despite these uncertainties, we expect that the strong sensitivity of $V_w$ to $T_0$, as shown in Equation (5), overtake other possibly counteracting effects at high temperatures.

4.2. Thermal pressurization

The efficiency of thermal pressurization relies heavily on the thermal pressurization factor $\Lambda$, which combines the thermo-poro-elastic properties of the fault rock and of the pore fluid. Depth profiles of $\Lambda$ are shown in Figure 3. For each setting and rock type, two path-averaged values of $\Lambda$ are given, one corresponding to the undrained, adiabatic limit (u.a.), and the other to the slip on a plane limit (s.p.). In Figure 3, dotted parts of the curves indicate that the peak temperature (computed using Equations (29) and (33)) during thermal pressurization exceeds $1100^\circ\text{C}$, which is taken as a representative bulk melting temperature.

For a fault hosted in the continental crust (Figure 3a), $\Lambda$ is typically low near the surface: between 0.23 and 0.30 MPa $^\circ\text{C}^{-1}$ in the granite gouge and between 0.44 and 0.58 MPa $^\circ\text{C}^{-1}$ in the clay-rich gouge. $\Lambda$ increases with increasing depth, and reaches a maximum at depths between 8 and 13 km, below which it decreases again. In the undrained, adiabatic limit, $\Lambda$ peaks at 0.81 MPa $^\circ\text{C}^{-1}$ in the clay-rich gouge and at 0.97 MPa $^\circ\text{C}^{-1}$ in the granite gouge. In the slip on a plane limit, the peak in $\Lambda$ is less marked (around 0.6 and 0.7 MPa $^\circ\text{C}^{-1}$ for the granite and clay-rich gouge, respectively) and at shallower depths. The evolution of $\Lambda$ with depth in our modeled oceanic crust is qualitatively similar to that in the continental crust (Figure 3b): $\Lambda$ is relatively small near the surface (between 0.1 and 0.2 MPa $^\circ\text{C}^{-1}$), increases with depth up to a peak (around 0.5 MPa $^\circ\text{C}^{-1}$ at depths between 2 and 4 km), and then decreases in deeper parts of the crust. In the subduction zone setting with hydrostatic pore pressure gradient (Figure 3c, black curves), $\Lambda$ increases very markedly with depth, and reaches values between 1.5 and 2.4 MPa $^\circ\text{C}^{-1}$ at depths ranging from 20 to 35 km. By contrast, under near lithostatic pore pressure conditions (gray curves), the increase in $\Lambda$ is less pronounced, and both estimates (undrained adiabatic and slip on a plane) yield similar values reaching around 0.6 MPa $^\circ\text{C}^{-1}$ at 50 km depth.

![Figure 4](image4.png) **Figure 4.** Comparative evolution of the thermal pressurization factor $\Lambda$ and the ratio $\lambda_f/\beta_f$ with depth. This example correspond to the continental geotherm, granite gouge properties and values obtained from the undrained, adiabatic path.

![Figure 5](image5.png) **Figure 5.** Profiles of the path-averaged hydraulic diffusivity $\alpha_{\text{hy}}$ in continental, oceanic and subduction settings. Dotted parts of each curve correspond to depths at which the peak temperature during thermal pressurization is above $1100^\circ\text{C}$. 
The evolution in $\Lambda$ is essentially linked to the change in thermodynamic properties of water with pressure and temperature. This is illustrated in Figure 4, which compares $\Lambda$ and the ratio $\lambda_t/\beta_t$ (i.e., the thermal pressurization factor that would be obtained if the rock was incompressible). With increasing depth, both $\lambda_t$ and $\beta_t$ tend to increase, but $\beta_t$ increases faster so that the ratio $\lambda_t/\beta_t$ tends to decrease. In the shallow parts of the crust, $\Lambda$ is significantly lower than $\lambda_t/\beta_t$ because the pore space has a high compressibility, but the difference decreases with increasing depth owing to the pressure-dependency of the pore space compressibility. The peak in $\Lambda$ occurs when the increase in $\beta_t$ compensates the decrease in $\lambda_t$, with increasing depth.

The other key parameter controlling thermal pressurization is the hydraulic diffusivity $\alpha$. Figure 5 summarizes the path-averaged diffusivity profiles for the continental, oceanic and subduction contexts. For the clay-rich gouge material, the hydraulic diffusivity decreases markedly with increasing depth. In all other cases, the hydraulic diffusivity tends to remain constant (in the oceanic context) or increase with depth. Such an evolution is explained by comparing the pressure sensitivity of permeability to the pressure (and temperature) sensitivity of the storage capacity $n(\beta_u + \beta_l)$: the permeability of the clay-bearing gouge decreases strongly with effective pressure (small value of $p_h$) whereas both the porosity and pore compressibility depend only moderately on pressure (relatively large values of $p_h$ and $p_n$). By contrast, the permeability the granitic gouge (chosen in all other scenarios) exhibit a rather moderate pressure sensitivity (large $p_h$) while both the porosity and compressibility decrease more strongly with pressure (small $p_h$ and $p_n$). In all cases, the decrease in fluid viscosity $\eta$ with increasing temperature also contributes to increase the hydraulic diffusivity at depth.

Based on the path-averaged values of $\Lambda$, $\alpha_{\text{hy}}$ and the remaining parameters, we compute estimates of the critical weakening strain $\gamma_c$, and critical slip $L^*$. Figure 6 shows a series of profiles for the three representative settings. In all cases, the evolution in $\gamma_c$ clearly mirrors the evolution in $\Lambda$, and exhibits a minimum at mid crustal depths. In the continental setting, $\gamma_c$ ranges from 10 to 20 near the surface, and decreases to a minimum of around 5 at around 10 km depth. In the oceanic setting, $\gamma_c$ follows a qualitatively similar evolution, with a shallow maximum around 30, and a

![Figure 6](image6.png)

**Figure 6.** Profiles of the critical weakening strain $\gamma_c$ and slip $L^*$ in continental, oceanic and subduction settings. Dotted parts of each curve correspond to depths at which the peak temperature during thermal pressurization is above 1100°C.

![Figure 7](image7.png)

**Figure 7.** Profiles of fracture energy from thermal pressurization in the undrained, adiabatic limit ($G_{\text{UA}}^{\text{TP}}$, black and grey curves, computed using $W = 100 \mu m$) and slip on a plane limit ($G_{\text{SP}}^{\text{TP}}$, green curves), computed at $\delta = 1$ m slip.
mid-crustal minimum of around 10. In the subduction setting, $\gamma_c$ monotonically decreases from shallow to deep parts by a factor of 10 and 7 for hydrostatic and near lithostatic pore pressure gradients, respectively. The depth profiles of $L^*$ typically follow the profiles of $\gamma_c$ at shallow depth, but $L^*$ tends to remain small in deeper parts of the crust. The magnitude of $L^*$ ranges between 0.5 and 15 mm, with the smallest values corresponding to the clay-rich gouge (which has a low hydraulic diffusivity).

4.3. Relation to earthquake dynamics

Overall, our computations of $\gamma_c$ and $L^*$ show that the efficiency of thermal pressurization increases with depth, reaching a peak at mid-crustal depths. Flash heating is also more efficient with increasing depth, with decreasing critical weakening velocity and weakening times.

A more integrated estimate of the impact of thermal pressurization and flash heating on earthquake propagation is the fracture energy, which measures the energy required to advance the rupture front during an earthquake. Figure 7 shows the profiles of $G_{FH}^{UA}$ and $G_{FH}^{SP}$, computed using a total slip of $\delta = 1 \text{ m}$. For a shear zone width of $W = 100 \text{ mm}$, $G_{FH}^{UA}$ typically increases from around $2 \times 10^{-2}$ to $2 \times 10^{-1} \text{ MJ m}^{-2}$ from shallow to deep parts of all our modeled settings. Remarkably, most profiles exhibit a minimum or at least a plateau at mid-crustal depths, which reflects the existence of a peak in $\Lambda$ at these depths. In the slip on a plane limit, the computed fracture energy $G_{FH}^{SP}$ also increase with increasing depth, with values ranging from around $3 \times 10^{-1}$ to around $5 \text{ MJ m}^{-2}$ in the deepest sections.

By contrast, the values of fracture energy computed from the flash heating mechanism, shown in Figure 8, generally remains constant or slightly decrease with increasing depth. Under adiabatic conditions, weakening by flash heating due to thermal effects corresponds to a fracture energy of the order of $10^{-1} \text{ MJ m}^{-2}$, with little variation (no more than a factor of 2) with depth in all our modeled settings. In the

![Figure 8](image-url)

**Figure 8.** Profiles of fracture energy from flash heating in the adiabatic limit ($G_{FH}^{UA}$, black curves, computed using $W = 100 \text{ mm}$) and slip on a plane limit ($G_{FH}^{SP}$, green curves), computed at $\delta = 1 \text{ m}$ slip. Solid lines correspond to hydrostatic pore pressure gradients, and dotted lines (in subplot (c)) correspond to sub-lithostatic pore pressure gradients.

![Figure 9](image-url)

**Figure 9.** Profiles of $\tau_{\text{pulse}}$ (blue) and peak (static) frictional strength $f_0(\sigma_n - p_0)$ (black) as a function of depth. Solid lines correspond to hydrostatic pore pressure gradients, and dotted lines (in subplot (c)) correspond to sub-lithostatic pore pressure gradients. The threshold $\tau_{\text{pulse}}$ separates a low stress regime, in which only self-healing ruptures can propagate, and a high stress regime, in which crack-like ruptures dominate.
slip on a plane limit, the fracture energy exhibits a similar trend, but at average values of the order of 1 MJ m\(^{-2}\).

The comparison between fracture energies computed for weakening by thermal pressurization and flash heating in each limit (adiabatic/undrained or slip or plane on a slope) shows that thermal pressurization tends to correspond to lower fracture energies at shallow depths, and is hence expected to be the dominant weakening process. In deeper parts of faults, flash heating becomes more efficient (essentially due to a decrease in the asperity yield stress and the proximity of the ambient temperature to the weakening temperature) and produces lower fracture energies than thermal pressurization. Furthermore, especially in the slip on a plane limit, thermal pressurization tends to induce unreasonably large maximum temperature rises (beyond the bulk melting point; see dotted parts of curves in Figure 7). If the bulk melting temperature is reached, the model of thermal pressurization becomes invalid and different physical processes need to be accounted for.

All the results above have been obtained using a representative constant slip rate of \(V = \) 1 m s\(^{-1}\). However, it is instructive to investigate how slip rate changes variation the efficiency of dynamic weakening. This is especially true in the case of flash heating, which is primarily a velocity-dependent constitutive law (see Equation (7)). When \(V\) becomes significantly larger than \(V_{\text{w,gouge}}\) (or than \(V_{\text{w}}\) in the case of bare rock surfaces), a dramatic drop in friction is expected, occurring over slip distances of the order of the asperity size \(D\). One can compute an estimate of the fracture energy which corresponds to this drop from the product \((f_0 - f_w)(\sigma_n - p_0)\) \(\times D\), which is typically of the order of a few kJ m\(^{-2}\), and is much smaller than the fracture energies computed from thermal effects. In these cases, flash heating is clearly the dominant weakening mechanism near the rupture tip, and thermal pressurization only becomes significant at later stages of slip, well behind the rupture front [Brantut and Rice, 2011].

Velocity-weakening mechanisms like flash heating tend to produce different rupture styles than slip-weakening mechanisms, with a propensity to develop self-healing as opposed to crack-like ruptures [e.g., Cochard and Madarasa, 1994; Zheng and Rice, 1998]. As demonstrated by Zheng and Rice [1998], in velocity-weakening faults there exist a critical background shear stress, denoted \(\tau_{\text{pulse}}\), below which no crack-like ruptures can propagate and the only possible rupture mode is a self-healing slip pulse. For stresses significantly below the threshold \(\tau_{\text{pulse}}\), propagating ruptures tend to behave as decaying slip pulse, and naturally stop, while at larger stresses ruptures are expanding slip pulses and beyond \(\tau_{\text{pulse}}\) they become crack-like. Therefore, \(\tau_{\text{pulse}}\) is an instructive measure of the possible rupture styles and of the threshold stress below which ruptures will naturally slow down.

Following Zheng and Rice [1998], \(\tau_{\text{pulse}}\) is defined as the maximum background stress \(\tau_0\) satisfying \(\tau_0 - (\mu/2c_\text{V})V^2 \leq \tau(V)\), where \(\mu\) is the shear modulus of the material hosting the rupture, \(c_\text{V}\) is its shear wave speed, \(V\) is the slip rate and \(\tau(V)\) is the dynamic strength. In the case of flash heating, assuming constant \(V_{\text{w,gouge}}\) (or \(V_{\text{w}}\) when modeling friction between bare rock surfaces), \(\tau_{\text{pulse}}\) can be computed using Equation (7) as

\[
\tau_{\text{pulse}} = \sqrt{2\mu f_0 (\sigma_n - p_0) V_{\text{w,gouge}}/c_\text{V}},
\]

where we have neglected the contribution of \(f_w\). Profiles of \(\tau_{\text{pulse}}\) as a function of depth are shown in Figure 9, where the static “Byerlee” frictional strength \(f_0(\sigma_n - p_0)\) is also plotted for comparison. The threshold \(\tau_{\text{pulse}}\) is typically of the order of a few tens of MPa throughout the depths investigated. By contrast, the static frictional strength increases linearly with depth according to the effective pressure gradient. In our computation for a continental crust using quartz properties (Figure 9a), \(\tau_{\text{pulse}}\) remains nearly constant at around 10 to 20 MPa, much smaller that the static strength, which implies that crack-like dynamic ruptures can easily propagate at stresses much below the local “Byerlee” strength. In our modeled oceanic setting (Figure 9b), \(\tau_{\text{pulse}}\) is initially larger than the static strength, down to the depth of around 3 km. Therefore, the shallow part of faults hosted in the oceanic crust is expected to only rupture in the self-healing pulse mode (or not rupture dynamically at all unless other weakening mechanisms are active). In the subduction setting with hydrostatic pore pressure gradient (Figure 9c, solid lines), \(\tau_{\text{pulse}}\) remains significantly smaller than \(f_0(\sigma_n - p_0)\) across most of the profile, reproducing a similar situation as in the continental crust. However, for near lithostatic pore pressure profiles, the static strength is lower than \(\tau_{\text{pulse}}\) down to around 30 km depth, which implies that the top part of subduction zones are unlikely to generate crack-like ruptures if friction is controlled by flash heating in gouge.

Because other weakening mechanisms, such as thermal pressurization, are involved during earthquake propagation, the stress level \(\tau_{\text{pulse}}\) computed here based on flash heating only can be viewed as an upper bound of the actual stress separating pulse from cracks [Noda et al., 2009]. Furthermore, our expression for \(\tau_{\text{pulse}}\) (Equation (40)) is based on the assumption that the weakening velocity \(V_{\text{w}}\) is constant, i.e., neglecting the complex thermal effects outlined in Section 2. Hence, Equation (40) is valid for flash heating provided that the bulk temperature rise (and thus slip) is small. For large slips leading to a significant temperature rise, the weakening velocity decreases and our value of \(\tau_{\text{pulse}}\) again provides an upper bound. Note, however, that the details of the rupture style (pulse vs. crack) in complex ruptures scenarios involving flash heating with thermal effects and thermal pressurization require fully dynamic rupture simulations and predictions of rupture style based on a simple stress threshold might be very crude.

5. Discussion

Our analysis demonstrates that thermal pressurization tends to be most efficient at mid-crustal depths owing to the changes in the properties of water, while flash heating becomes more efficient with increasing depth due to the gradual reduction in the difference between ambient and weakening temperatures. The efficiency of flash heating is encapsulated by a combination of a critical slip rate \(V_{\text{w,gouge}}\) and critical times \(t_{\text{c}}\) and \(t_{\text{w}}\), while thermal pressurization is controlled by a critical strain \(\gamma_c\) at early times (independent from the slip rate) and a critical slip \(s^{\text{L}}\) (slip rate dependent) at larger slips. In this Section, we discuss (1) limitations associated with the modeling approach, (2) other potential weakening mechanisms that could be activated during seismic slip, and finally (3) the implications of our results for the propagation of earthquakes down to the base of the seismogenic zone.

5.1. Limitations of the approach

For simplicity we assumed a constant slip rate \(V = \) 1 m s\(^{-1}\), though we highlighted how our analysis would depend on the exact slip rate history of the fault. Here we reiterate the subtle differences between the slip rate dependence of flash heating and thermal pressurization. For flash heating, it follows from our assumption of \(f_w = 0\) that the temperature evolution, and thus the evolution of the weakening velocity, is independent of the slip rate history. However, above the weakening velocity the shear strength is controlled by the ratio of the weakening velocity and the
slip rate so the shear strength evolution is highly sensitive to the slip rate history. However, because the friction coefficient is proportional to $1/V$ the fracture energy is equal to the integral of the weakening velocity with respect to time. Thus, while the shear strength evolution for flash heating is sensitive to the slip rate history, the fracture energy is totally independent of the slip rate history of the fault and depends only on the slip duration. Obviously for slip rates below the weakening velocity there is no dependence of shear strength on slip rate, though flash heating is likely triggered at larger slips if significant heat is produced during seismic slip because the weakening velocity depends strongly on the fault temperature.

In contrast with flash heating, the dependence on slip rate varies between the two limits for thermal pressurization. For deformation under undrained and adiabatic conditions the shear strength evolution is insensitive to the details of the slip rate evolution, and depends only on the total strain (i.e. slip) accommodated by the gouge layer. This naturally leads to a scale-independent shear strength at a given temperature. However, because thermal pressurization depends not only on generating high pore pressures but also on confining high pore pressures through inefficient hydrothermal diffusion into the surrounding material, the slip on a plane limit is more sensitive to the slip rate. This can be clearly seen in the analytic solution for a constant slip rate, where the critical weakening slip $L^*$ scales with $1/V$. In general, lowering the slip rate allows more efficient diffusion to occur for a given slip, and thus a higher shear strength and fracture energy. No analytic solutions exist for a variable slip rate, but the balance between the rates at which frictional heating generates pore pressures and hydrothermal diffusion relieves elevated pore pressures can be clearly seen in the solutions of Garagash [2012] for steady slip pulses driven by thermal pressurization. If the slip rate drops near the trailing edge of a rupture then hydrothermal diffusion can dominate frictional heating, leading to rapid restrengthening. Of the four weakening scenarios considered in this paper, thermal pressurization in the slip on a plane limit displays the most varied range of behavior as the slip rate history changes.

Another major limitation of our model is the assumption of a constant shear zone width $W$. Flash heating and thermal pressurization both drive strain localization so $W$ is unlikely to remain constant during an earthquake [see Rice et al., 2014; Platt et al., 2014b, 2015]. Localization leads to more efficient weakening for both mechanisms. However, Platt et al. [2014b] showed that for thermal pressurization the onset of localization lead to a transition from the undrained and adiabatic limit to the slip on a plane limit. Thus, our analysis with constant $W$ likely still captures the essential elements of weakening. A detailed assessment of the effect of changes in $W$ during rupture remains only accessible through detailed numerical computations.

The important caveats regarding the evolution of slip rate and deforming zone thickness, our approach remains robust in terms of predicting the relative efficiency of flash heating and thermal pressurization with depth because the physics of these processes does not change. Flash heating will still become more efficient with depth as the background temperature approaches the weakening temperature, and the efficiency of thermal pressurization will be largely controlled by $\Lambda$ and $\alpha_{bg}$.

Finally, we have neglected to model additional physics that may become important near the onset of bulk melting of the fault rock. Flash heating induces a weakening because the load-bearing asperities breakdown at high temperatures. However, when the background temperature reaches the melting point the concept of load-bearing asperities is no longer valid, and the rock might even transiently strengthen at the onset of melting. Such transient restrengthening has been observed experimentally [e.g. Hirose and Shimamoto, 2005].

In addition, if the melting temperature increases with pressure then bulk melting may occur at temperatures below the asperity-scale melting temperature. No models currently exist for the transition from asperity-scale to bulk weakening, limiting our ability to properly quantify these processes.

5.2. Other weakening mechanisms

In this paper we focus on flash heating and thermal pressurization, two well studied processes thought to start immediately at the onset of sliding with strong quantitative support from high-velocity friction experiments [Goldsbey and Tullis, 2011; Goldsbey et al., 2014; Proctor et al., 2014]. However, a number of other weakening mechanisms have been proposed [see Niemeijer et al., 2012]. Two efficient weakening mechanisms operating at relatively large slip are frictional melting [e.g. Hirose and Shimamoto, 2005; Nielsen et al., 2008] and thermo-chemical pressurization [Sulem and Fanin, 2009; Brantut et al., 2010].

While the onset of melting may lead to transient restrengthening, melting leads to significant weakening once a continuous melt layer forms. The exact weakening depends on the melt viscosity, and thus the mineralogy of the fault, and the temperature dependence of the viscosity naturally leads to strain localization within the melt layer [Nielsen et al., 2008, 2010]. Thermo-chemical pressurization corresponds to the release of fluids from devolatilization reactions such as decarbonation of carbonates [e.g. Han et al., 2007] or dehydroxylation of clays [e.g. Brantut et al., 2008]. Under typical crustal conditions devolatilization reactions have a positive total volume change, and thus the released fluids are pressurized and further weaken the fault. Thermo-chemical pressurization is inherently linked to the presence of specific minerals (e.g., carbonates or clays), and is activated near threshold temperatures which correspond to each specific reaction, though the rate of weakening is typically dictated by the reaction kinetics. Because both frictional heating and thermo-chemical pressurization are triggered once the fault temperature reaches a critical value, neither mechanism is expected to be active at the onset of slip, and depending on the efficiency of weakening provided by thermal pressurization may never be triggered. The presence of a critical temperature means that both mechanisms are expected to provide relatively discrete weakening, in contrast with the more continuous weakening provided by flash heating and thermal pressurization.

Due to the sensitive dependence on the fault mineralogy and the uncertainty in peak temperature, we neglected to model thermo-chemical pressurization and frictional melting. In particular, addressing all of the possible variations in mineralogy is akin to opening Pandora’s box. The reluctance to address a wide range of mineralogy is partly responsible for our assumption of a constant weakening temperature in our flash heating model, though the poor constraints on the exact asperity-scale mechanisms that lead to weakening also played a role.

Despite not quantifying the weakening due to frictional heating and thermo-chemical pressurization, we speculate on the role they could play during dynamic rupture. Both mechanisms are most likely to be triggered near the base of the seismogenic zone where the temperature rises are largest. However, Platt et al. [2015] showed that thermo-chemical pressurization is controlled by the ratio of total pore pressure generated $P_r$ and the ambient effective stress, so if $P_r$ is roughly constant with depth then thermo-chemical pressurization will become less efficient with depth. In contrast, we expect frictional melting to become more efficient with depth because the dissipation rates increases, and thus a thicker
melt layer can be formed. Conversely, while both mechanisms are likely rarely active at shallow depths, if triggered could provide dramatic weakening.

5.3. Implications for earthquake propagation at the base of seismogenic zone

Our computations provide first-order estimates of the efficiency of thermal pressurization and flash heating mechanisms as a function of depth. For thermal pressurization, for both our continental and oceanic crust models we observe a trend towards lower efficiency below mid crustal depths (around 10 km and 3 km depth for the continental and oceanic crust, respectively), which correspond approximately to the brittle-plastic transition in each case [e.g. Kohlstedt et al., 1995]. Nevertheless, the decrease in efficiency (as illustrated for instance by the increase in fracture energy in Figure 7) below these depths is not strongly marked and it is difficult to make the case for a threshold which would delineate the base of the seismogenic zone. Flash heating becomes generally increasingly efficient with increasing depth (see Figure 8) and again no clear change exist that could set the base of the seismogenic zone. Therefore, constitutive dynamic rheology alone is insufficient to set the ultimate propagation depth of earthquakes.

In order to explain why earthquakes do not propagate through the whole lithosphere, we must appeal to additional mechanisms. One major process occurring at depth in the crust is creep of rocks, aided by the presence of water, which has two main effects: (1) it tends to heal and seal fault rocks, generating low-porosity cataclasites (typically below the 150°C isotherm, [Sibson, 1986]) as opposed to the granulated, incohesive fault gouge which remains at shallow depths; (2) it relaxes the long term shear stress applied on faults.

The effect of healing and sealing of porosity is potentially dramatic for thermal pressurization, because it implies that earthquake slip is initially accompanied by dilatancy, which decreases the initial pore pressure [Rice, 2006] and makes thermal pressurization much less effective. In addition, porosity healing and sealing reduces the effective pressure coefficient [Hirth and Beeler, 2015], which both reduces the rapidity of thermal pressurization and prevents a total strength drop.

The stress relaxation due to creep tends to smoothen stress heterogeneities and to lower the background shear stress. With increasing depth, creep relaxation becomes more efficient and the driving stresses decrease, implying that earthquake ruptures propagating downwards would enter regions of decreased background stress and naturally stop. This is illustrated in Figure 10, which shows upper limits on fault strength based on static friction (using $f_0 = 0.6$) and creep flow laws for both our modeled continental and oceanic settings, as well as values of $\tau_{\text{pulse}}$. In the continental crust, below 15 km depth, $\tau_{\text{pulse}}$ for gouge becomes larger than the creep strength, which imply that crack-like ruptures driven by flash heating cannot propagate, and that self-healing ruptures propagating downwards will decay. For bare rock surfaces, the transition is at around 22 km depth. In order to illustrate how the creep strength would compare with dynamically weakened friction, we also plot in Figure 10 tentative frictional strength using arbitrarily low friction coefficients of 0.1 and 0.01 (which are used as representative estimates of the minimum friction level achieved during flash heating). Using a frictional strength with a friction coefficient of 0.1 (resp. 0.01) to mimic the dynamic strength due to flash heating, we find that the creep strength, and therefore the maximum background shear stress on the fault, becomes lower that the dynamic strength below 15 km (resp. 22 km) depth. Because the creep strength decreases dramatically with increasing temperature, the crossover depth is only modestly sensitive to the specific value of the friction coefficient, which moderates the impact of having to choose arbitrary values. Below the crossover depth, the potential stress drop decreases dramatically and dynamic ruptures will tend to stop. Taken together, these observations point out that the maximum depth for earthquake propagation (driven by flash heating) is between 15 and 22 km. A similar construction is done for the oceanic lithosphere (Figure 10b), for which we find that the transition depth, both in terms of $\tau_{\text{pulse}}$ and dynamic friction, is around 8 km. The temperature profile in our model is such that the 1000°C isotherm is crossed at around 11 km depth. Because we assumed $T_w = 1000°C$ in our flash heating calculations, weakening by flash heating below the 1000°C isotherm is not meaningful and the physics of high velocity friction might be different (see Section 5.1).

Overall, our calculations show that dynamic ruptures are efficiently stopped at depth due to a decrease in background stress, capped by the long-term creep strength of the fault rocks. Interestingly, we also note that rupture can propagate across the brittle-plastic transition, in regions where the upper limit given by friction or plastic flow is significantly higher than the dynamic strength, because of the

Figure 10. Critical stress and strength levels in the continental (a) and oceanic (b) lithosphere. Thick black lines correspond to the upper limit for strength based on Byerlee’s rule and flow law for wet quartzite [Hirth et al., 2001] and dry dunite [Hirth and Kohlstedt, 2003] at $10^{-14} \text{s}^{-1}$ strain rate. Flow laws provide limits for differential stress, which was converted to resolved shear stress assuming that the fault optimally oriented for frictional slip. Thin black lines are frictional strength assuming friction coefficients of 0.1 and 0.01, shown as potential lower limits for dynamic strength due to flash heating. Blue curves correspond to $\tau_{\text{pulse}}$, as computed for gouge (solid lines) or bare rock surfaces (dotted lines).
high efficiency of dynamic weakening mechanisms, such as flash heating, at great depth. This is consistent with the fault zone model of Scholz [1988] and with the existence of fault rocks which exhibit mixtures of seismic (e.g., pseudotachylytes) and creep (e.g., mylonites) features [e.g. Sibson, 1980].

In the case of subduction zones, the brittle to plastic transition occurs at greater depths that those of interest here. Hence our results do not indicate any marked threshold for the maximum propagation depth. This is consistent with the continuous seismicity observed along subducting slabs. However, our results here are likely oversimplified because we did not account for the presence of weak minerals, like serpentines, which can produce low strength zones [e.g. Hilairet et al., 2007] and naturally prevent dynamic ruptures from propagating downwards. Furthermore, prograde metamorphic reactions are also expected to generate complex lithological and stress/strength patterns, which is not captured by our simple approach. It is clear that the subduction zones should receive an improved attention and refined modeling approaches in order to unravel their complexity and the associated seismic risk.

6. Conclusions

We have computed a series of characteristic parameters which describe how two major dynamic weakening mechanisms, thermal pressurization and flash heating, operate in a range of representative geological settings. Flash heating is initially controlled by a critical slip rate, but further weakening is induced by gradual increases in temperature due to shear heating. These thermal effects are controlled by critical times $t^c_w$ (for adiabatic conditions, at small slip) and $t^c_w$ (for slip on a plane conditions, at large slip). The original formulation of flash heating was designed for bare rock surfaces; in gouge, flash heating is much less efficient (i.e., occurs at higher slip rates) and thermal effects likely dominate the weakening. Thermal pressurization is primarily controlled by the so-called thermal pressurization factor $\Lambda$, which quantifies the pore fluid pressure increase produced by a unit increase in fault zone temperature under undrained conditions, and strongly depends on the compressibility and thermal expansivity of the fluid. At small slip (under undrained, adiabatic conditions), the weakening due to thermal pressurization is controlled by a critical strain $\gamma^c$, while it is controlled by a critical slip $L^c$ at large slip (in the slip on a plane limit).

In all our computations, the critical weakening times $t^c_w$ and $t^c_w$, as well as the nominal critical weakening velocity $V_w$, tend to decrease with increasing depth, making flash heating the most efficient weakening mechanism near the base of the seismogenic zone. Due to the change in compressibility and thermal expansivity of water with increasing pressure and temperature at depth, the thermal pressurization factor $\Lambda$ tend to be peaked at mid-crustal depths (around 10 km and 3 km in the continental and oceanic crust, respectively), therefore making thermal pressurization the most efficient at these depths.

The maximum propagation depth of earthquake ruptures in both the continental and oceanic lithosphere is likely located significantly below the brittle-plastic transition, and is mainly controlled by the lack of sufficient driving shear stresses due to efficient creep processes.
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