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ABSTRACT
Besides the success on object recognition, machine translation and system control in games, (deep) neural networks have achieved state-of-the-art results in collaborative filtering (CF) recently. Previous neural approaches for CF are either user-based or item-based, which cannot leverage all relevant information explicitly. We propose CF-UICs, a neural co-autoregressive model for CF tasks, which exploit the structural autoregressiveness in the domains of both users and items. Furthermore, we separate the inherent dependence in this structure under a natural assumption and develop an efficient stochastic learning algorithm to handle large scale datasets. We evaluate CF-UICs on two popular benchmarks: MovieLens 1M and Netflix, and achieve state-of-the-art predictive performance, which demonstrates the effectiveness of CF-UICs.
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1. INTRODUCTION

With the emergence and development of electronic commerce, social networks and music/movie content providers, recommendation techniques are attracting more and more research attentions [7, 37]. Collaborative filtering (CF) [7, 4, 26, 28, 39] is one of the most popular classes of methods for recommendation systems that predict a user’s preference for an item based on previous observed preferences in the system.

CF enjoys the benefit of content-independence of the items being recommended. Therefore, it does not need expert knowledge about the items when compared with content-based recommendation [37, 10] and could possibly provide cross-domain recommendations.

The fundamental assumption behind CF is that there exist correlations between preferences observed by recommendation systems, and the correlations can be generalized to unknown preferences. Basically, the correlations can be categorized into two types: User-User Correlations (UUCs) describe the correlations between different users’ preferences for a same item; and Item-Item Correlations (IICs) describe the correlations between preferences for different items expressed by a same user. These two types of underlying correlations usually exist crisscrossing in the partially observed preferences, resulting CF a difficult task.

Over decades, extensive work has studied how to effectively exploit the underlying correlations to make accurate predictions in CF tasks. Early approaches [26, 29, 15] compute the similarities between users or items, namely considering UUCs or IICs, based on the observed preference/rating vectors directly, which perform poorly on the real-life data due to the sparseness of the raw input. To address this problem, latent variable models including Matrix Factorization (MF) and neural network based models have been proposed. MF methods [4, 17, 28, 8, 23] embed both users and items into a shared low dimensional latent space, assuming that the partially observed matrix is low-rank. MF methods take both UUCs and IICs in count implicitly as a prediction is the inner product of the latent vectors of the corresponding user and item. Recently, deep learning achieves state-of-the-art results on image classification [18], speech recognition [11], machine translation [1] and system control in video and board games [25, 32] due to its ability to learn abstract representations hierarchically. Inspired by these advances, neural network based methods [28, 31, 39], which employ highly flexible transformations to learn a compact representation for users and/or items, are widely used as an alternative of MF in CF. These methods focus on employing different neural architectures, including Restricted Boltzmann Machines (RBMs), autoencoders and Neural Autoregressive Distribution Estimators [26] (NADEs) to learn latent features of users or items. Specifically, CF-NADE [39], which extend NADEs to model variable-length vectors, achieves state-of-the-art results on several datasets in CF. Most of neural network methods mentioned only consider either UUCs or IICs explicitly. See more detailed discussion on these related work in Sec. 2.

Though previous neural methods achieved state-of-the-art results in CF, they can be further improved because neither UUCs nor IICs can leverage all of the relevant information completely. To this end, we propose a novel neural autoregressive model for CF named user-item co-autoregressive model (CF-UICs). The name indicates that the model is autoregressive in the domain of both users and items. As a result, on one hand, CF-UICs can make more accurate predictions based on both UUCs and IICs. On the other hand, the structural autoregressiveness along both the users and items makes the model highly coupled inside and hard to train. To tackle the training problem, we separate the inherent dependence in this structure under certain natural assumption. We further develop a stochastic optimiza-
viewed as making prediction with the proposed item-based k-NN methods. These methods can be put to use to predict the preferences of the top similar users. The fact that the raw ratings are computed, is usually very sparse in real-life explicit. The ratings domain, on which the phenomena involves two types of information: User-User Correlations (UUC) and Item-Item Correlations (IIC). UUC depicts that a user’s preference for an item is usually related to another user’s preference for the same item, especially when they have similar tastes. An example is shown in Fig. 1a. IIC depicts that a user’s preference for an item is also related to his/her preference for another item, especially when the two items are similar in nature, as shown in Fig. 1b. Predictions are then possible to be made by integrating these correlations. Specifically, one can make prediction by referring to multiple UUCs of the preference being predicted. Fig. 1c shows all the UUCs of the unknown preference marked by the question mark. Intuitively, integrating all the UUCs potentially leads to a more precise prediction than using any one of them. Similarly, Fig. 1d shows all the IICs of the preference being predicted.

Existing CF methods either implicitly or explicitly exploit the above correlations. Early methods model the correlations by similarity functions. One of the most famous methods is k-NN collaborative filtering [28], which first computes the top k nearest users of the active user (whose preference is being predicted) and makes prediction by combining the preferences of the top k nearest users. Later, [29] proposed item-based k-NN methods. These methods can be viewed as making prediction with the k UUCs or IICs explicitly. The fact that the raw ratings domain, on which the similarities are computed, is usually very sparse in real-life data leads to poor performance.

Matrix factorization (MF) plays an important role in CF methods. Instead of viewing users and items as vectors in the ratings domain, MF characterizes both users and items by vectors in a same latent space, whose dimension (rank) is much smaller than the number of users and items. The ratings are modeled with the inner products of the latent vectors of the active users and items. Early work [4, 30] adopt Singular Value Decomposition (SVD) to CF. Probabilistic Matrix Factorization (PMF) [27], extend MF to a probabilistic model by adapting Gaussian distributions over the ratings. Later, a lot of methods are proposed under probabilistic assumption [27, 8, 9, 22, 38]. Recent approaches improve MF by loosing the constrains of linearity and low-rank assumption [17, 23, 6]. MF methods make predictions with the learned latent vectors of the users and the items directly. The correlations are implied in the latent vectors.

To accompany with the success of deep learning methods in many tasks [18, 33, 13], CF methods based on neural networks has been proposed and achieve state-of-the-art results. [28] propose RBM-CF, a CF methods based on RBM, and achieve great success in the Netflix prize challenge [3, 31]. RBM-CF, AutoRec and CF-NADE are common in that they all build different models for different users with all the models sharing parameters. However, they all have a user-based and an item-based variants. As a result, these methods make prediction with either all the UUCs or all the IICs explicitly.

Our proposed CF-UlcA captures both UUCs and IICs explicitly and simultaneously. Similar with CF-NADE, we adopt neural autoregressive architectures to model the probabilities of ratings. However, CF-NADE models the rating vectors of each user, resulting the users are independent with each other while in order to model UUCs and IICs at the same time, CF-UlcA models the ratings across all users and items, which is the crucial difference between CF-UlcA and CF-NADE. Moreover, since in CF-UlcA the users are not independent with each other, a stochastic learning algorithm is not trivial to derive, which is another contribution of this paper.
3. METHOD

In this section we develop a collaborative filtering method which can model both UUCs and IICs with autoregressive architectures.

3.1 Problem Formalization and Notations

Suppose that in a recommendation system there are \( N \) users and \( M \) items. Each user may have expressed preferences to various items by giving them ratings. A rating can be represented by a \( (\text{user}, \text{item}, \text{rating}) \) triple, e.g. \((i, j, R_{i,j})\) denotes that the user \( i \) gives the item \( j \) a rating \( R_{i,j} \). Depending on the recommendation system the rating \( R_{i,j} \) may have different forms such as 1-K stars, binary (viewed/not viewed) and ternary (like/dislike/not viewed) scales. In this work we consider the most prevalent \( R \) ing of user, item, rating \( R \)ing can be represented by a \( (\text{references to various items by giving them ratings. A rat-}

3.2 The Model

We start with a very generic autoregressive assumption to model the probability of the whole rating matrix:

\[
p(R) = \prod_{i=1}^{N \times M} p(R_{o,i} | R_{o,<i}).
\]

where \( o \) is a permutation of the Cartesian product \([N] \times [M] = \{(i,j) : i \in [N], j \in [M] \}\) that serves as an ordering of all the entries in the rating matrix \( R \), and \( R_{o,<i} \) denotes the first \( t-1 \) entries of \( R \) indexed by \( o \). For example, if \( o_t = (i', j') \) then \( R_{o,t} = R_{i',j'} \). Let \( o_t' = i' \) denotes the first dimension of \( o_t \) which indexes the row of \( R \) and \( o_t'' = j' \) denotes the dimension of \( o_t \) which indexes the column. Basically, there are \( (N \times M) \) possible orderings of all the entries in \( R \). For now we assume that \( o \) is fixed. If we consider \( o \) as the ordering of timestamps of ratings received by the system, then the conditional in \( 1 \) means the model predicts rating \( R_{o,i} \) at time \( t \) depends on all existing (known) ratings.

According to Sec. 2 both UUCs and IICs will be informative for predicting. We define a conditional model that exploits both UUCs and IICs:

\[
p(R_{o,i} | R_{o,<i}) = p(R_{o,i} | R_{o<i| i^o_j= o_j' }, R_{o,c<i| j^o_i= o_i'} ),
\]

where we have defined \( R_{o<i| i^o_j= o_j' } \) as the ratings from user \( o_i' \) in \( R_{o,<i} \), which forms all the IICs of \( R_{o,i} \) (by time \( t \)) and \( R_{o,c<i| j^o_i= o_i'} \) as the ratings for item \( o_j' \) in \( R_{o,<i} \), which forms all the UUCs of \( R_{o,i} \) (by time \( t \)).

3.2.1 The Conditional Model

A naive approach to model \( 3 \) can be simply adopting a weighted sum of the scores in \( R_{o<i| i^o_j= o_j' } \) and \( R_{o,c<i| j^o_i= o_i'} \). However, this linear model may be not flexible enough. Inspired by N Ade [20] and CF-NADE [39], we model the conditional in \( 3 \) with neural networks due to the rich expressive ability.

Specifically, CF-UIC models the UUCs and IICs of \( R_{o,i} \) with hidden representations respectively:

\[
h^{U}(R_{o,c<i| j^o_i= o_i'}) = f\left( \sum_{t' < t} W^{o_i', o_{i'}, R_{o,i'}} + c^{U} \right),
\]

\[
h^{I}(R_{o,c<i| i^o_j= o_j'}) = f\left( \sum_{t' < t} W^{o_j', o_{j'}, R_{o,i'}} + c^{I} \right),
\]

where \( f(\cdot) \) is the activation function, such as \( \text{tanh}(x) = \exp(x) - \exp(-x) \) and weights \( W \in \mathbb{R}^{H_{U} \times N \times K} \), \( W^{I} \in \mathbb{R}^{H_{I} \times M \times K} \) are 3-dimensional weight matrices, \( c^{U} \in \mathbb{R}^{H_{U}} \) and \( c^{I} \in \mathbb{R}^{H_{I}} \) are the bias terms. \( H_{U} \) and \( H_{I} \) are the dimensions of the hidden representation for UUCs and IICs, respectively. The column \( W_{i,j,k}^{U} \) denotes how much “rating item \( j \) with \( k \) contributes to the hidden representation of IICs while the column \( W_{i,j,k}^{I} \) is the contribution of “user \( i \) gives a rating \( k \)” to the hidden representation of UUCs. Fig. 2 illustrates how \( h^{U} \) and \( h^{I} \) are computed for the case where \( K = 2 \).

CF-UIC models the hidden representations of UUCs and IICs for \( R_{o,i} \) by computing the activations:

\[
s_{o,i,k}(R_{o,c<i| j^o_i= o_i'}) = b_{o,i',k}^{U} + V^{o_i', o_{i'}, k} h^{U}(R_{o,c<i| j^o_i= o_i'}) ,
\]

\[
s_{o,i,k}(R_{o,c<i| i^o_j= o_j'}) = b_{o,j',k}^{I} + V^{o_j', o_{j'}, k} h^{I}(R_{o,c<i| i^o_j= o_j'}) ,
\]

where \( V \in \mathbb{R}^{H_{U} \times N \times K} \) and \( V^{I} \in \mathbb{R}^{H_{I} \times M \times K} \) are the 3-dimensional weight matrices, \( b^{U} \in \mathbb{R}^{N \times K} \) and \( b^{I} \in \mathbb{R}^{M \times K} \) are the bias terms. The column \( V^{I}_{i,j,k} \) in the coefficients that determines how the hidden representation of IICs affects the activation \( s^{I}_{j,i} \) for item \( j \) with rating \( k \). Higher activation \( s^{I}_{j,i} \) indicates that the considered IICs suggest higher probability that the user will rate item \( j \) with rating \( k \). Fig. 2 illustrates how \( s^{U} \) and \( s^{I} \) are computed.

To combine the activations of UUCs and IICs of \( R_{o,i} \) and produce a probability distribution, the final conditional model is defined by a softmax function on the summation of two type of activations:

\[
p(R_{o,i} = k | R_{o,c}) = \frac{\exp\left(s_{o,i,k}(R_{o,c| i^o_j= o_j'} , s_{o,i,k}(R_{o,c| j^o_i= o_i'}))\right)}{\sum_{k' = 1}^{K} \exp\left(s_{o,i,k'}(R_{o,c| i^o_j= o_j'} , s_{o,i,k'}(R_{o,c| j^o_i= o_i'}))\right)} .
\]
3.2.2 Models with Different Orderings

We now give the objective function for CF-UIC-A. So far the model is defined under a fixed ordering \( o \). As stated before there are \( (N \times M)! \) possible orderings, we thus need to handle models with different orderings. We are inspired by the idea of EoNADE \[35\] of sharing parameters across all models with different orderings. However, the problem is quite different due to the autoregressiveness is much more structural under the collaborative filtering setting.

Inference of an unknown rating \( R_{i, j} = R_{o, i} \) under the model defined above can be formalized as \( p(R_{i, j} | R_{\text{cond}}) \), where \( R_{\text{cond}} \) is a subset of elements in \( R \) to condition on. The inference of \( R_{i, j} \) is easy as long as \( R_{\text{cond}} \) is exactly the first \( t \) elements of \( R \) indexed by the ordering \( o \). Under such a case the inference can be done by simply applying the conditional model defined in \[2\]. Otherwise, we have to do marginalisation or posterior inference, which will be very hard. In order to simply utilize the conditional model \[2\] to deal with any inference task, we need to train as many models as there are possible orderings. A naive approach is to train \((N \times M)!\) different models to cover all possible ordering \( o \), which is, obviously, not viable due to its factorial complexity. For collaborative filtering, we are only interested in the inference tasks whose \( R_{\text{cond}} = D \) and thus the orderings indexed by which the \( D \) are always the first \( D \) elements of \( R \). However, there are still \( D! (N \times M - D)! \) different orderings satisfying this constraint.

Inspired by EoNADE \[35\], we consider a parameter tying strategy that simply uses the same weight matrices and bias parameters across the models with different orderings. Specifically, among models with different orderings, the parameters \( W^U_\cdot, W^I_\cdot, c^U_\cdot, c^I_\cdot \) in the conditional model \[3\] are shared for any ordering \( o \). And similarly the parameters \( V^U_\cdot, V^I_\cdot, b^U_\cdot, b^I_\cdot \) are shared in \[4\] and \[5\]. We thus can rewrite the likelihood of the rating matrix as \( p(R | \theta, o) \)

where we define \( \theta = \{ W^A_\cdot, V^A_\cdot, c^A_\cdot, b^A_\cdot \}_A \cup \{ b^U_\cdot \} \) the model parameters and view the ordering \( o \) as a random variable. As analyzed above, the interested orderings are those placing \( D \) at the beginning. We denote the set of these orderings as \( \mathcal{S}_D \mathcal{S}_{(N \times M - D)} \).

The objective is then the expected (over all interested ordering \( o \)) negative log-likelihood of the training set:

\[
L(\theta) = \mathbb{E}_{o \in \mathcal{S}_D \mathcal{S}_{(N \times M - D)}} - \log p(D | \theta, o) \tag{8}
\]

\[
= - \mathbb{E}_{\overset{o \in \mathcal{S}_D \mathcal{S}_{(N \times M - D)}}{D}} \sum_{d=1}^{D} \log p(R_{o, i} | R_{o < d}, \theta, o) \tag{9}
\]

Where \( \mathcal{S}_D \) serves as the set of permutations of \( D \). The expectation over the ordering of \( R | D \) is omitted since the log-likelihood of \( D \), which is the first \( D \) elements of \( R \) indexed by \( o \), is independent with \( o \). From now we will use the notation \( o \) instead of \( o \in \mathcal{S}_D \) for simplicity.

At the test stage, CF-UIC-A predict \( R_{i, j} \) by computing the expected rating under the the distribution conditioned on the training set:

\[
\hat{R}_{i, j} = \mathbb{E}_{p(R_{i, j} = k | D)} | k \rangle \langle k |, \tag{10}
\]

where the probability \( p(R_{i, j} = k | D) \) is computed according to \[7\], with \( h^i \), \( s^i \) computed using \( D_{i, j} \), which denotes all the training ratings from user \( i \):

\[
h^i(D_{i, j}) = \mathbb{E}_{(i, j) \in D, \overset{o \in \mathcal{S}_D \mathcal{S}_{(N \times M - D)}}{D}} \sum_{(i, j) \in D, \overset{o \in \mathcal{S}_D \mathcal{S}_{(N \times M - D)}}{D}} W^i_{(i, j), R_{i, j}} + c^i \tag{11}
\]

\[
s^i_k(D_{i, j}) = \mathbb{E}_{k \in D, \overset{o \in \mathcal{S}_D \mathcal{S}_{(N \times M - D)}}{D}} b^i_{k, j} + V^i_{(i, j), k} \tilde{h}^i(D_{i, j}) \tag{12}
\]

\( h^U_\cdot, s^U_\cdot \) computed using \( D_{i, j} \) which denotes all the training ratings of item \( j \) in a similar way.

3.3 Learning

The remaining challenge is to optimize the objective \[8\]. Since it involves an expectation over factorially many orderings and each term involves estimating the log-likelihood of the entire training set, it is impractical to play with \[9\]
The following we derive an approximation of (9) and provide [16], which require an (approximately) unbiased estimator of the entries on the left of $R$. The entries of $R_{i',d}$ are marked with horizontal black bars and the entries of $R_{j',d}$ are marked with vertical black bars. (Top) The procedure of determining $R_{i',d} \cap R_{o<d}$ and $R_{j',d} \cap R_{o<d}$ is equivalently by first permuting all the entries of $R$ according to the random ordering $o$ from left to right and then selecting all the entries with horizontal bars and vertical bars, respectively, from the entries on the left of $R_{o<j}$. (Bottom) This procedure is approximated by first permuting $R_{i',d}$ and $R_{j',d}$ according to two independent orderings $\sigma$ and $\pi$ and then selecting the entries on the left of $R_{o<j}$ as $R_{i',d} \cap R_{o<d}$ and selecting the entries on the left of $R_{o<j}$ as $R_{j',d} \cap R_{o<d}$.

![Diagram](image)

Figure 3: Illustration of the approximation of the randomness of $R_{i',d} \cap R_{o<d}$ and $R_{j',d} \cap R_{o<d}$. The squares represent entries of $R$. The entries of $R_{i',d}$ are marked with horizontal black bars and the entries of $R_{j',d}$ are marked with vertical black bars. The key point of the proposition is that the ordering can be obtained from the random permutation $o$ by selecting $R_{i',d} \cap R_{o<d}$ and $R_{j',d} \cap R_{o<d}$.

A common strategy to deal with problems that have large size is to adopt stochastic optimization techniques, e.g., stochastic gradient descent (SGD) [6], which require an (approximately) unbiased estimator of the objective or its gradient and is guaranteed to (approximately) converge. SGD and its variants have been widely adopted in various areas due to its efficiency for large scale data. It is also adopted by many CF methods [31, 39]. In the following we derive an approximation of (9) and provide a complete algorithm for training the model.

We first show a simple identity which is useful for later derivation.

**Proposition 1.** Let $\Omega = \{\omega_1\}^T_{i=1}$ be a set of $T$ elements. Let $o$ be a random permutation (ordering) of $\Omega$ that is uniformly distributed over all possible permutations of $\Omega$. Let $g(x, o)$ be some function defined on $x$ and $o$ where $x$ is an arbitrary variable. The following equations hold:

$$\sum_{i=1}^{T} E g(i, o) = \sum_{i=1}^{T} \sum_{o_i} E g(i, o) = \sum_{\omega \in \Omega} \sum_{i=1}^{T} E g(i, o) = \sum_{\omega \in \Omega} \omega_1 \sum_{i=1}^{T} E g(i, o),$$

where $E_{o_i}$ is taking the expectation over $o$ with $o_i$ given.

The key point of the proposition is that the ordering can be split into two parts: $o_i$ is the $i$-th dimension of $o$ and $o_j$ is the other dimensions of $o$ except $o_i$. The expectation over $o_i$ can be calculated by averaging over all the elements in $\Omega$.

By exchanging the order of the expectation and the summation in (9) and adopting the proposition, we get:

$$\mathcal{L}(\theta) = -\sum_{(i',j') \in \mathcal{D}} E_{d \in \mathcal{D}} \log p(R_{i',d}, R_{o<d}, \theta, o),$$

where we have assumed each ordering has equal probability.

According to the definition of the conditional model from (9) to (10), the log-probability of $R_{o<d}$ in (14) depends on at most $R_{o<d} \cap R_{o<d}$ and $R_{o<d}$ which are determined independently by the random orderings of $R_{o<d}$ and $R_{o<d}$, respectively, instead of by the ordering of $R$. Figure 3 illustrates the approximation. Breaking the expectation $E_{d \in \mathcal{D}} E_{o \in \Omega}(R_{i',d})$ into two parts according to the above leads to an approximation of $\mathcal{L}(\theta)$:

$$\mathcal{L}(\theta) \approx \tilde{\mathcal{L}}(\theta) = -\sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{o \in \Omega} E_{d \in \mathcal{D}} \log p(R_{o<d}, \theta, o)$$

$$\log p(R_{o<d}, \theta, o)$$

where $\sigma$ is a random permutation of $[N]$ that serves as an ordering of all the users and $\pi$ a random permutation of $[M]$ that serves as an ordering of all the items. $D_{i', \sigma \in \Omega}$ and $D_{o \in \mathcal{D}, \pi}$ denote the approximation of $R_{i',d} \cap R_{o<d}$ and $R_{i',d} \cap R_{o<d}$, respectively. Note the summation over $D$ is replaced by an equivalent representation using an indicator function $\mathbb{1}_{\{ (i',j') \in \mathcal{D} \}}$. Adopting the proposition again leads to:

$$\mathcal{L}(\theta) = -\sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{\sigma \in \Omega} E_{d \in \mathcal{D}} \log p(R_{\sigma, \theta}, o)$$

$$\mathcal{L}(\theta) = -\sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{\sigma \in \Omega} E_{d \in \mathcal{D}} \log p(R_{\sigma, \theta}, o)$$

where we omit the log-probability term and the indicator term. Moreover, the log-probability term depends on only $\sigma_i$ in $\sigma_{i,j}$ and $\pi_j$ in $\pi_{i,j}$; the above equation can be rewritten as:

$$\mathcal{L}(\theta) = -\sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{\sigma \in \Omega} E_{d \in \mathcal{D}} \log p(R_{\sigma, \theta}, o)$$

where $S_{\sigma \in \Omega}$ denotes the set of the $i$-th to $(i-1)$-th dimensions of $\sigma$ and $S_{\pi \in \Omega}$ denotes the set of the $j$-th to $(j-1)$-th dimensions of $\pi$. Finally, the expectation over $\sigma_i$ and $\pi_j$ can be calculated by averaging all possible value:

$$E_{d \in \mathcal{D}} \log p(R_{i',d}, \theta, o)$$

By sampling $i, j$, $S_{\sigma \in \Omega}$ and $S_{\pi \in \Omega}$, we can calculate $E_{d \in \mathcal{D}} \log p(R_{i',d}, \theta, o)$.

The gradient $\nabla_{\theta} \tilde{\mathcal{L}}(\theta)$ can be then combined with SGD algorithms. Note that there are two free parameters $i$ and $j$ for which the gradient is non-trivial.
Algorithm 1 CF-ULcA

1: repeat
2: Sample \( i \sim [N] \) uniformly
3: Sample \( j \sim [M] \) uniformly
4: Select \( i \leftarrow \min (i + B_U, N) \)
5: Select \( j \leftarrow \min (j + B_I, M) \)
6: Sample \( S_{i,j}^u \subset [N] \)
7: Sample \( S_{i,j}^v \subset [M] \)
8: for each \( (i, \sigma, \pi) \in S_{i,j}^u \times S_{i,j}^v \) do
9: \( \text{if } (\sigma, \pi) \in \mathcal{D} \) then
10: Sample \( S_{i,j}^u \subset [N] \setminus S_{i,j}^u \)
11: Sample \( S_{i,j}^v \subset [M] \setminus S_{i,j}^v \)
12: Evaluate \( \nabla_\theta \log p(R_{\sigma, \pi}) \)
13: \text{Gradient descent with the mean of the gradients}
14: until Converged

\( j \). After \( i \) and \( j \) are sampled, by setting \( i - i = B_U \) and \( j - j = B_I \) we can control the size of \( S_{i,j}^u \) and \( S_{i,j}^v \). Note that since \( i \) or \( j \) may be sampled very close to \( N \) or \( M \), we can not always found such \( i \) or \( j \). Thus, \( B_U \) and \( B_I \) can then be viewed as the maximum minibatch size of users and items, respectively. The final algorithm is described in Algorithm 1.

3.4 Dealing with Large Data

The model described above has one disadvantage that the number of model parameters is linear w.r.t. the number of users and items. For real-life recommendation systems, the number of users is typically of millions or larger, which leads to a too large number of parameters. A common observation of recommendation systems is the redundancy in both users and items that they can usually be divisible into groups with similar preference profiles [7].

Based on the redundancy, we propose to address this problem by clustering the users into groups, with the inside-group users sharing parameters. Specifically, suppose \( z: [N] \rightarrow [N'] \) maps user \( i \in [N] \) to its cluster \( z(i) \in [N'] \), where \( N' \) is the number of clusters. We make the constraint that

\[
W_{i,z(i),k}^U = W_{z(i),i,k}^U \quad V_{i,z(i),k}^U = V_{z(i),i,k}^U
\]

\[
e_i^U = e_{z(i)}^U \quad b_i^U = b_{z(i),k}^U.
\]

The free dimensions of \( W^U \) and \( V^U \) are then reduced to \( H_U \times N' \times K \), where we can adjust \( N' \) as a trade-off between the conciseness and the capacity of the model.

4. EXPERIMENTS

In this section, we present a series of experimental results of the proposed CF-ULcA on two representative recommendation systems datasets: MovieLens 1M [12] and Netflix [3]. MovieLens 1M consist of 1,000,299 ratings of 3,952 movies (items) rated by 6,040 users. Netflix consist of 100,480,507 ratings of 17,770 movies rated by 480,189 users. The ratings in both datasets are 1-5 stars scale, i.e., \( K = 5 \). Following LLORMA [23], AutoRec [31] and CF-NADE [39], we randomly select 90% of the ratings in each of the datasets as the training set, leaving the remaining 10% of the ratings as the test set. Among the ratings in the training set, 5% are hold out for validation. We compare the predictive performance with state-of-the-art methods in terms of Root Mean Squared Error (RMSE):

\[
RMSE = \sqrt{\frac{\sum_{(i,j) \in \mathcal{D}_{\text{test}}} (\hat{R}_{i,j} - R_{i,j})^2}{|\mathcal{D}_{\text{test}}|}},
\]

where \( R_{i,j} \) is the true rating and \( \hat{R}_{i,j} \) is the rating predicted with \( \theta \). \( D_{\text{test}} \) is the test set of \( D \) unknown ratings.

In Sec. 4.1 we describe the experimental settings. In Sec. 4.2 and Sec. 4.3 we compare the RMSE results with state-of-the-art methods on MovieLens 1M and Netflix. We also analyze the sensitivity to key hyperparameters of CF-ULcA and visualize the learned model. Finally, the time and memory complexity are analyzed in Sec. 4.4.

4.1 Experimental Settings

In our implementation, we train the model with the difference parameters \( \theta' = \{ W_{A,i,y}^b, V_{A,i,y}^b, c_{A,i,y}^b \}_A=U,I \) instead of \( \theta \), where \( W_{A,i,y}^b, V_{A,i,y}^b, c_{A,i,y}^b = \sum_{y'=1}^K W_{A,i,y'}^b, V_{A,i,y'}^b, c_{A,i,y'}^b \). Note that training the model with \( \theta' \) and with \( \theta' \) is equivalent theoretically. This is first proposed in [39] and is explained as a regularization. We follow [39] to train our model with difference parameters and observe it works better than training with the origin parameters \( \theta \) for our proposed CF-ULcA. We train our models with \( \theta' \) throughout our experiments.

We also adopt the ordinal cost proposed by [39], which suggests computing the conditional probability \( p(R_{\sigma, \pi} = k | R_{o \leq k}) \) as:

\[
p(R_{\sigma, \pi} = k | R_{o \leq k}) = \prod_{y=1}^k \exp(s_{\sigma,i,y}^U + s_{\sigma,i,y}^V) \prod_{y'=1}^K \frac{\exp(s_{\sigma,i,y'}^U + s_{\sigma,i,y'}^V)}{\sum_{y'=1}^K \exp(s_{\sigma,i,y'}^U + s_{\sigma,i,y'}^V)},
\]

instead of (7), where \( s_{\sigma,i,y}^U \) is a shorthand for \( s_{\sigma,i,y}^U(R_{o \leq k} | j = \sigma) \) and \( s_{\sigma,i,y}^V \) is a shorthand for \( s_{\sigma,i,y}^V(R_{o \leq k} | i = \sigma) \). [39] has shown computing the conditional with (23) performs better than (7) for CF-NADE in [23]. We can capture the ordinal nature of user’s preference [34]. In our experiments, we observe similar improvement as in [39]. Thus, we compute the conditionals using (23) instead of (7) throughout our experiments.

We use Adam [16] to optimize the objective. The learning rate is set among \( (0.001, 0.0005, 0.0002) \), from which we report the experiment with best performance. Other parameters of Adam is fixed with \( b_1 = 0.1, b_2 = 0.001, \epsilon = 10^{-4} \). We use weight decay on weight matrices to prevent the model from overfitting. The weight decay term, accompany with the hidden dimensions \( H', H \) and the minibatch sizes \( B_U, B_I, B_V \), will be explained specifically for each experiments Later.

4.2 Experiments on MovieLens 1M

In this section we provide experiments on MovieLens 1M. The minibatch sizes of both users and items are set to 1,000 and we fix the weight decay to 0.0001 throughout the experiments of MovieLens 1M.

4.2.1 Predictive Performance

Since our proposed CF-ULcA has a strong connection with CF-NADE [39] as mentioned in Sec. 2 and Sec. 4.1, we first present a comparison between CF-ULcA and CF-NADE in Fig. 4. CF-NADE models each user with a latent representation, similar with our hidden representation of UUCs or
IICs. For fairness, we compare the two methods with the same number of hidden units, where in our CF-UIcA the number of hidden units is $H^I + H^U$. Note that in CF-UIcA $H^U$ is not necessarily equal to $H^I$, we choose $H^I = H^U$ for simplicity. We report the item-based CF-NADE results under best setting as described in [39].

From Fig. 4 we observe that for small number of hidden units, e.g. 250, our method gives a worse result than CF-NADE. This is attributed to the hidden dimensions allocated to the hidden representation of UUCs and IICs are too small ($H^U = H^I = 125$) to capture the underlying information. As the number of hidden units increases, we observe CF-UIcA outperforms CF-NADE since CF-UIcA can capture both UUCs and IICs while the item-based CF-NADE can only capture UUCs. One thing worth mentioning is that the total number of parameters in CF-UIcA is only around 83% of the number of parameters in CF-NADE for MovieLens 1M, when the number of hidden units are same, which implies CF-UIcA can capture more information than CF-NADE while using fewer parameters.

Table 1 compares the performance of CF-UIcA with state-of-the-art methods on MovieLens 1M. The hidden dimensions are $H^U = H^I = 500$. Our method achieves an RMSE of 0.823, which outperforms the existing strong baselines.

<table>
<thead>
<tr>
<th>Method</th>
<th>Test RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMF</td>
<td>0.883</td>
</tr>
<tr>
<td>U-RBM</td>
<td>0.881</td>
</tr>
<tr>
<td>I-AutoRec</td>
<td>0.874</td>
</tr>
<tr>
<td>LLORMA-Local</td>
<td>0.865</td>
</tr>
<tr>
<td>I-RBM</td>
<td>0.854</td>
</tr>
<tr>
<td>BiasMF</td>
<td>0.845</td>
</tr>
<tr>
<td>U-CF-NADE-S (2 layers)</td>
<td>0.845</td>
</tr>
<tr>
<td>NMF</td>
<td>0.843</td>
</tr>
<tr>
<td>LLORMA-Local</td>
<td>0.833</td>
</tr>
<tr>
<td>I-AutoRec</td>
<td>0.831</td>
</tr>
<tr>
<td>I-CF-NADE-S (2 layers)</td>
<td>0.829</td>
</tr>
<tr>
<td>CF-UIcA ($H^U = H^I = 500$)</td>
<td>0.823</td>
</tr>
</tbody>
</table>

4.2.2 Visualization

The MovieLens 1M dataset comes with side informations. Specifically, each of the 3,952 movies are marked with one or more genres. There are totally 18 different genres includes Action, Children’s, Drama and etc.. We show our learned model by visualizing the learned weight matrices $V^j$. Specifically, once the model is learned, $V^j_{i,j}$ can be viewed as $H^I \times K$ dimensional vectors associated with item $j$. We apply t-SNE [21] to embed these vectors into a 2-dimensional plane. Since most movies are labeled with multiple genres which results the genres are not exclusive, we show the t-SNE embedding of two most exclusive genres: Children’s and Documentary. Fig. 5 shows the result of embedding. We can observe the learned vectors are distributed semantically in the gross.

4.3 Experiments on Netflix

In this section we provide experiments on Netflix. The Netflix dataset is much bigger than MovieLens 1M, especially the number of users. We opt to use the method described in Sec. 4.2. We cluster all the 480,189 users into 10K, 15K and 20K groups, respectively. To cluster the users, we first run matrix factorization [14] with rank 100 on the training set. (Predicting the test set with the learned vectors by MF gives an RMSE of 0.865.) Then the clustering process is simply done by running a K-means clustering algorithm on the learned latent vectors of all users by MF. For CF-UIcA, the weight decay is set to $5 \times 10^{-6}$ as the dataset is so big that a strong weight decay is not needed. The minibatch size of users and items are set to $B_U = 4,000$ and $B_I = 1,000$. The hidden dimension are $H^U = H^I = 500$.

Fig. 6 shows the performance of CF-UIcA with different number of clusters. We observe that the performance improves as the number of clusters of users increases, which can be attributed to using more clusters increases the ability of capturing the variety among users. Another observation is that the performance can be potentially improved by further increasing the number of clusters.

Table 2 summarizes our best results and other state-of-the-art results. Our method with 20,000 clusters of users achieves an RMSE of 0.799, which improves the result of CF-NADE by 0.004.

4.4 Running Time and Memory

We analyze the running time and memory of the proposed method. All the experiments are conducted on a single Nvidia TITAN X gpu with Theano [2] codes. As explained
in Sec. 3.3, the minibatch sizes of users and items are not deterministic during training. Thus there is no standard way to train CF-UIcA epoch by epoch. We thus only report the average running time of one minibatch by CF-UIcA on the two datasets.

The running memory cost by CF-UIcA is mainly for saving the 3-dimensional weight matrices. Specifically, the memory complexity of CF-UIcA is $O((NH^U + MH^I)K)$. In our experiments we always let $H^U = H^I = H$, resulting the memory cost is proportional to $(N + M)HK$. When dealing with large scale data, users and items can be clustered into $N'$, $M'$ groups, respectively. In this case, the memory cost is proportional to $(N' + M')HK$.

5. DISCUSSIONS AND CONCLUSIONS

In this paper, we propose CF-UIcA, which is a neural co-autoregressive model for collaborative filtering tasks. The model is co-autoregressive in the sense that it is autoregressive in the domains of both users and items, making it be able to capture both correlations between users and items explicitly and simultaneously. Under natural assumptions, we develop a stochastic learning algorithm to speed-up the training. A simple and effective method of “sharing parameters in groups of users” is proposed to deal with large scale data. Experiments show that our method achieves state-of-the-art results, and is able to learn semantic information by visualization.

As analyzed above, the number of parameters of CF-UIcA is proportional to the sum of the number of users and the number of items. The proposed method of clustering users and items into groups can alleviate this problem to a certain extent. However, it breaks the end-to-end property of the overall method—The objective of the clustering procedure is different from the objective of CF-UIcA, which may lead to sub-optimal performance. For future work we like to investigate a more elegant way to deal with large scale data. Also, combining CF-UIcA with side information of users and items is another interesting challenge.

6. REFERENCES
