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Abstract

While effort averse agents provide only minimum effort if not mon-
itored, other agents may be committed to the organizational goal. Our
study allows for a continuum of types, representing different degrees
of intrinsic work motivation. This results in two different organiza-
tional forms, “volunteer organizations” and “companies,” which may
also attract less committed employees who require output-dependent
incentive contracts to elicit effort. Generally, only organizations with
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1 Introduction

Why do organizations exist that rely entirely on volunteers where some mem-

bers of the organization supply not only (typically unmonitored) effort, but

also make other contributions (like membership fees) to the organization?

How do organizations like these compare to traditional “firms,” where em-

ployees have their behavior monitored and often receive wages tied to output

for incentive purposes? Examples of such organizations are pervasive and inl-

cude political parties, churches, environmental pressure groups, some sports

clubs, and a wide array of charitable organizations.

We try to address these questions in a uniform framework. We analyze

a principal-agent setting where the agent’s work motivation (or “type”) is

his private information. While some agents pursue an agenda different from

the organization and provide only minimum effort if not monitored, other

agents are committed to the organizational goal and supply the highest level

of effort without compensation or monetary incentives. The principal can

employ contracts contingent on output as a screening device. To employ such

contracts the principal must pay an additional monitoring cost for observing

output, otherwise she can only pay a fixed wage. In our model the managerial

task rests with the principal. We have in mind an asymetric form of labor

division, both in volunteer organizations and in firms. One type of actors

(principals) is assumed to take the initiative whereas the other is invited to

join.

We find that even though we assume the existence of a continuum of

agent-types that differ with respect to their motivation, which we interpret

as congruence with the organizational goal, two distinct organizational forms

emerge:
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• “Volunteer organizations” like parties and charities rely entirely on the

commitment of the people who work for them. They do not provide

monetary rewards. People have various degrees of commitment to their

organization, measured by their work motivation. The principal ac-

cepts the fact that only a limited number of volunteers are available.

However, the volunteers who get hired provide the maximum level of

effort. The principal even expects a certain amount of commitment and

may turn down volunteers who are not willing to pay a minimum fee.

In this organizational form, wages are low and incentive contracts are

never employed. The probability of not producing any output because

no volunteers are available may be high.

• “Companies,” where people join mainly in order to earn a living, and

only if offered a monetary compensation in return. The principal offers

a wage and balances wage costs against the probability of hiring more

often. Some people who are hired would join for a lower compensation

but the wage is set by the marginal agent who is indifferent between

accepting and declining the contract offer. Also, some people enjoy

their work and provide the maximum amount of effort, whereas others

provide only the minimum. Here we see incentive payments and some

agents supplying effort only because they are rewarded. The probability

of not producing because no agent was hired is small.

As a rule, organizations producing a high level of output prefer to orga-

nize themselves as companies, whereas those with less productive technolo-

gies prefer to be organized as volunteer organizations. Interestingly, a small

change in productivity may lead to a switch from an organization without

incentive payments and low wages to a firm with incentive payments and

distinctly higher wages, even if monitoring is costless.

While our approach to analyzing volunteer organizations is to the best

of our knowledge new, there are a number of related strands of literature.
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Volunteer organizations can result from private initiatives by individuals or

groups with entrepreneurial skills or by social movements and are mainly

studied in sociology (see Opp, 1984, 1986, 1988 and 1989). We cannot dis-

cuss in detail sociological aspects although our rational choice-approach is

nowadays also popular in sociology like in the other social sciences.

A crucial assumption of our study is the possibility of intrinsic work

motivation, here in the specific sense that the principal and agent are driven

by the same motives. Intrinsic motivation seems to be initially discussed

in (social) psychology, mainly when arguing that extrinsic incentives like

the incentive contracts in principal-agent theory may crowd out intrinsic

motivation. The debate has been imported into economics (see Frey, 1997)

by specifically challenging that incentive contracts should be recommended

(Frey and Osterloh, 1997 and Sadowski, Pull and Schneider, 1998). Note,

however, that the problem is here more whether and when intrinsic and

extrinsic motives can coexist whereas we are interested in the institutional

arrangements implied by one type of motivation versus the other.

The debate has inspired a lot of empirical research both, in firm orga-

nization theory and in labor economics. It has been established by several

experimental studies of principal-agent situations that trust of principals (in

the form of decent salaries) and reciprocity (in the sense of full effort in case

of no incentives but decent salary) of agents can be as efficient as incentive

schemes.1 A large literature has explored how the pay of CEOs is related to

firm performance (see Murphy, 1998, for a survey). This literature has always

taken the incongruence between the motives of managers and shareholders

(as principals) for granted.

Section 2 introduces the model. The analysis proceeds in two steps: Sec-

tion 3 first treats the case without monitoring and incentive contracts. Sec-

tion 4 allows for incentive contracts by paying a monitoring cost for observing

output. Finally, in Section 5 we ask under what circumstances the principal

would choose a contract with costly monitoring. Section 6 concludes. All

proofs are collected in an Appendix.
1On the first point see Gächter and Fehr, 2001, and Güth, Willinger and Ziegelmeyer,

2002, for surveys. See also Akerlof, 1982, and Akerlof and Yellen, 1990.
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2 The Model

The firm is owned by the principal P who can hire a single agent, denoted by

A.2 Agent A may or may not enjoy his work intrinsically. This is captured

formally by his cost of effort ce2/2, which can be both positive (c > 0) or

negative (c < 0). The parameter c ∈ [−1, 1] is agent A’s private information.

P ’s expectations concerning c are expressed by the density ψ (·) with

ψ (c) =

{
> 0 if c ∈ [−1, 1]
= 0 otherwise,

, (1)

respectively, by its cumulative distribution function

Ψ(c) =

c∫
−1

ψ (x) dx , (2)

with Ψ′ (c) = ψ (c) for all c ∈ (−1, 1). In the tradition of Harsanyi (1967/68)

we assume that P ’s expectations are common knowledge. Thus, by ficti-

tiously assuming that c is randomly chosen according to ψ (·) we have trans-

formed the situation with incomplete information into a stochastic game

whith commonly known rules.

Whereas in usual principal-agent models the principal cannot infer effort

by observing output (hidden action), we assume output to be a deterministic

linear function of effort,

π (e) = α+ βe ; α ≥ 0, β > 0, (3)

where e ∈ [e, e] and e > e > 0. Thus, if the principal can observe output levels

she can also infer the effort level. However, observing or monitoring output

is not free of charge. The costs of monitoring are denoted by K > 0. Let

2Whether P will actually employ this single agent can be more or less likely. An
alternative interpretation would assume that this hiring probability measures the size of
the work force which the principal employs (similar to interpreting a demand function as
a belief function, compare, for instance Güth and Ritzberger, 1998, with Güth, Kröger
and Normann, 2002).
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δ ∈ {0, 1} be a dummy variable for monitoring (δ = 1) and not monitoring

(δ = 0). P can offer only contracts C = (W,s, δ) where W ∈ R is a fixed

wage, s ∈ [0, 1] is A′s share of the surplus and δ is the decision to monitor.

Whenever P does not monitor (δ = 0) she does not observe output so that

s = 0. Note that we deliberately refer to the principal’s “payoff” and to

“surplus” and do not use the term “profits” here, which would be to narrow

for our concept of a “firm.” Also, our modeling strategy does not depend

on the benefits from production to be shared in this game to be pecuniary

only. Finally, the participation threshold of agent A is assumed to be type-

independent and normalized to 0.3 The decision process is as follows:

1. Chance selects c ∈ [−1,+1] randomly according to ψ (·). The result c

is revealed to A but not to P .

2. P makes a contract offer C = (W, s, δ) to A. Whenever δ = 0 then also

s = 0.

3. A either accepts the contract offer C or not. If A does not accept C,

then the game is over with payoff level 0 for P and 0 for A. If A accepts

C the game continues.

4. A chooses his effort level e ∈ {e, e} with e > e > 0 and output π (e) =

α+ βe is realized and observed by P (only if δ = 1).

Let u denote agent A’s payoff and v the payoff of P . Since u depends on

agent A’s type c ∈ [−1,+1], the payoff uc is the payoff for the type c of agent

A. Payoffs are

• uc = 0 for all c and v = 0 if C is rejected,

• uc = W + δsπ (e)− c
2
e2 and v = (1− δs) π (e)−W − δK otherwise.

This completes the description of the model.

3Our interpretation of this participation threshold is that of a benchmark wage.
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3 Analysis

We first explore the case where P does not monitor (δ = 0) before analyzing

the more complex case with monitoring (δ = 1) where incentive contracts

are feasible in the next section.

3.1 The case without monitoring

If the principal does not monitor we have δ = s = 0 and the contract consists

just of a fixed wage W . Then agent A chooses his effort level e∗ as:

e∗ = e∗ (c) =
{
e if c ≤ 0
e if c > 0

(4)

if he has accepted the contract. Whether a certain agent type c ∈ [c, c]

accepts the contract depends, of course, on the wage offered. If W ≤ 0, then

only c types with

− c
2
e2 +W ≥ 0 or c ≤ 2W

e2
(5)

accept. For W ≥ 0 the corresponding condition is

− c
2
e2 +W ≥ 0 or

2W

e2
≥ c. (6)

Due to e > e > 0 the critical level

ĉ (W ) =

{
2W
e2

for W ≤ 0
2W
e2

for W > 0

=
2W

(e∗)2
(7)

is a continuous and increasing function of W .4 The second line uses (4).

When anticipating the consequences of C = (W, 0, 0) the principal’s payoff

depends on W as follows:

Ev (W ) =

{
Ψ(ĉ (W )) (α+ βe−W ) for ce2/2 ≤W ≤ 0
Ψ (0)β (e− e) + Ψ (ĉ (W )) (α+ βe−W ) for W ≥ ce2/2 > 0 .

(8)

4It is also diffentiable except for W = 0.
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where expectations have been taken with respect to the probability density

function ψ (c) and ĉ marks the cut-off point so that all agents with types

c ≤ ĉ accept the contract, where ĉ is given from (7).

The principal choosesW so as to maximize (8) with respect toW . Solving

the first order conditions gives:

W ∗ +
Ψ(ĉ (W ∗))
ψ (ĉ (W ∗))

(e∗)2

2
= π (e∗) if W ∗ > 0 or W ∗ < 0 . (9)

Ev (W ) is differentiable except at W = 0. If W ∗ = 0, then ∂Ev(W )
∂W

> 0

for all W < 0 and ∂Ev(W )
∂W

< 0 for all W > 0. In order to characterize the

solution further we need to put restrictions on Ψ.

Lemma 1 Ψ(c) is log-concave in c, if and only if Ψ(c) /ψ (c) is monotoni-

cally increasing in c.

The log-concavity requirement is equivalent to imposing a monotone haz-

ard rate condition found in many applications in mechanism design and infor-

mation economics. This condition is satisfied by a large number of common

distribution functions, including the normal and the uniform distribution.5

The left hand side of (9) generally does not admit a closed form solution.

However, we can use Lemma 1 to characterize the solution as follows:

Proposition 2 (Uniqueness): Assume that Ψ(c) is log-concave. There

are at most three candidate solutions W ∗ of the first order necessary condi-

tions: (i) Condition (9) is satisfied for e = e and ĉ (W ∗) < 0,W ∗ < 0; (ii)

Condition (9) is satisfied for e = e and ĉ (W ∗) > 0,W ∗ > 0; (iii) ∂Ev(W )
∂W

> 0

for allW < 0 and ∂Ev(W )
∂W

< 0 for allW > 0. ThenW ∗ = ĉ = 0. Generically,

the solution is unique.

5See Fudenberg and Tirole (1992), p. 267 for a discussion of log-concavity and monotone
hazard rates. They also provide additional references.
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Based on Proposition 2 we can legitimately perform comparative static

analysis. We can also see that we should generally assumeW ∗ to be piecewise

continuous since discontinuities arise only in two cases: Either we have a

solution at the point where ĉ and Ev (W ) are not differentiable (W = 0),

or, the objective Ev (W ) happens to have the same value for positive and

negative solutions of (9). Abstracting from these two cases W ∗ is increasing

in both, α and β, if Ψ is log-concave, other things being equal. The reason

is that the principal has to be indifferent at the margin between increasing

W so that more agent types accept and reducing W to reduce the expected

wage bill. The higher the potential output π (e) (the right hand side of (9)),

the higher are the cost of agents not accepting the contract. Hence, higher

potential output levels imply higher opportunity costs from declined offers

and therefore higher wage offers to the agent. Note that there is no difference

here between higher output levels because of higher fixed output levels α, or

because of a higher responsiveness to the agent’s effort as measured by β.

We will now consider a special case of our model in order to be able to

derive stronger results. Assume ψ (·) is the uniform density with support

[−1,+1], i.e.

ψ (c) =

{
1/2 if c ∈ [−1,+1]
0 otherwise,

, (10)

Ψ(c) =
c+ 1

2
for all c ∈ [−1, 1] .

After substituting ĉ from (7) we can rewrite (9) for the special case of the

uniform distribution as

W ∗ =
π (e∗)
2

− (e
∗)2

4
, (11)

where e∗ is again given from (4). Please note also that (11) applies only where

W ∗ ≤ 1
2
e2. At W ∗ = 1

2
e2 even agents with type c = 1 (the upper bound of

the support) accept the contract and the principal would not benefit from

increasing the wage any further.
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Finally, we need to evaluate the total surplus of P at the optimal solution

W ∗. Hence, substitute W ∗ from (11) back into (8) to obtain:

Ev (W ∗) =


(
π(e)+e2/2

2e

)2
if W ∗ ≤ 0

β
2
(e− e) +

(
π(e)+e2/2

2e

)2
if W ∗ > 0

. (12)

For every pair of values e, e the function Ev (W ∗) in (12) defines a pair of

hyperplanes in α, β−space. In order to characterize the solution we need to

know whether the principal should choose W ∗ > 0 or W ∗ ≤ 0 and if the

solution is feasible, i.e. if W ∗ ≤ 0 corresponds to c ≤ 0 and vice versa for

W ∗ > 0. We define

β =
e

2
− α

e
, (13)

β =
e

2
− α

e
. (14)

Note that β − β > 0.

Proposition 3 (Solution): For every parameterization of the model with

uniform distribution (10) we can separate the parameter space into three re-

gions: (i) if β < β, then the only candidate solution has W ∗ ≤ 0, only

agents without effort aversion (c ≤ 0) are hired, and all agents that are hired

provide maximum effort; (ii) if β > β, then the only candidate solution has

W ∗ > 0 and the principal sometimes hires agents with effort aversion who

provide only the minimum level of effort. (iii) If β ≤ β ≤ β, then both

solutions are feasible and the principal chooses the solution with the highest

payoff Ev (W ∗).

Hence, candidate solutions can be characterized as follows. Whenever

the agent’s effort has very little impact on output (unproductive technology),

then the principal is better off to relying on “volunteers”only, i.e. agents who

are willing to supply maximum effort without a pecuniary reward. Whenever

the technology is highly productive, the principal optimally offers a higher
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Figure 1: Candidate solutions for e = 2, e = 1. Areas I and II are separated
by β, Areas II and III by β̂ and areas III and IV by β.

wage where some agents provide maximum effort and others provide only

minimum effort. There is an intermediate region where both are potentially

optimal. In this case we have to evaluate the objective Ev (W ∗) for both

candidate solutions.

Proposition 4 For every parameterization of the model with uniform dis-

tributions where e > e > 0 and α ≥ 0 there exists a critical cutoff point β̂

such that the optimal solution has W ∗ > 0 if and only if β ≥ β̂.

In order to obtain explicit algebraic expressions we use e = 2 and e =

1. Then we have β = 1 − α
2
, β = 1

2
− α, and β̂ = 3

4
− 3

4
α. Figure 1

demonstrates the result graphically. We can distinguish four different regions

from Proposition 3. If β < β, then only W ≤ 0 is feasible (case (i), area

I). Similarly, if β > β, then only W > 0 is feasible (case (ii), area IV). In

the last case (iii) of Proposition 3, where β ≤ β ≤ β̄, we need to distinguish

further between β ≤ β̂ (area II) and β > β̂ (area III) from Proposition 4.

For this example the wage function becomes:

W ∗ =
{

α
2
+ β − 1 if β < 3

4
− 3

4
α

Min
{
1
2
; α+β

2
− 1

4

}
otherwise

. (15)
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Note that the optimal wage can never exceed W ∗ = 1
2
. At this point even the

type with the highest effort aversion accepts the contract, so the probability

of the agent accepting is 1. Also, W ∗ increases monotonically and continu-

ously except at the point where β = β̂ = 3
4
(1− α). At this point W ∗ jumps

discontinuously from a strictly negative wage W ∗ < −1
4
(1 + α) to a strictly

positive wage W ∗ > 1
8
(1 + α). However, Ev (W ∗) does not jump discontin-

uously at β = β̂. Whenever the β = β̂−condition that separates region II

(only high-effort agents are hired) and region III (some low-effort agents are

hired as well) is satisfied, the principal has two options that generate exactly

the same net surplus:

1. Pay a positive wage W ∗
+ = 1

4
(α+ 1) and hire all types with effort

aversion c ≤ −1
8
(α+ 1); This contract is accepted by the agent with

probability 2α+10
16

.

2. Pay a negative wage W ∗
− = −1

8
(α+ 1) and hire all types with effort

aversion c ≤ 1
4
(α+ 1); This contract is accepted by the agent with

probability 7−α
16

.6

While both wages generate the same net surplus, they involve very differ-

ent strategies, either paying a high wage and generating output with a higher

probability, or paying a low (effectively, negative) wage and generating out-

put with a lower probability. At β = β̂, the principal is indifferent between

both, hence the net surplus-function is smooth.7

The best way to understand these results is to conceive of this model as

characterizing two different types of organization. “Volunteer organizations,”

6These are not mixed strategies. The probabilities arise because the principal does not
know the type of the agent.

7This is a “value-matching”-condition. Recall that W ∗ is piecewise continuous and Ev
is continuous in W . Hence, if there were a discontinuity in W , then there would be an
infinitesimal change of W ∗ that could increase the objective, contradicting the result that
W ∗ is optimal.
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where the principal relies entirely on self-motivated agents who contribute

effort and additional resources to the organization, and “companies” with

agents who only work for a wage. Those activities that generate only limited

surplus (α, β small) are best performed by volunteer organizations. These

organizations rely on highly committed volunteers who provide maximum

effort and other inputs that are characterized here by a negative wage. How-

ever, these organizations are fragile in that there are only few committed

volunteers. On the other hand, if the benefit the organization can create

is large, then it is better that the organization stays productive and is not

disrupted if it cannot attract volunteers. Then employees who work for a

wage are recruited. The organization is more robust, but it does not always

perform at its full (e = e) potential since it has to rely on the involvement of

employees whose agenda differs from that of the organization.

4 Monitoring

4.1 Feasible Contracts

In this section we analyze our model for the case where monitoring is feasible

(δ = 1), so

uc = W + s (α+ βe)− c

2
e2 . (16)

Define

c̄ =
2sβ

e+ e
. (17)

Then the optimal strategy of the agent is:

e∗ =
{
e if c ≤ c̄
e otherwise

. (18)

We define the ĉ−function for the monitoring case analogously to (7) as:

ĉM (e
∗) = 2

W + s (α+ βe∗)

(e∗)2
, e∗ ∈ {e, e} . (19)
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The interpretation is the same as before. An agent who would optimally

supply effort e = e after being hired would accept the contract if and only if

c ≤ ĉM (e), and similarly for e =e. We define

Ŵ = −s
(
α+ β

ee

e+e

)
. (20)

We need this threshold level to describe acceptable contracts C = (W, s, 1):

Proposition 5 (Acceptable Contracts): Any contract C = (W,s, 1) will

be accepted by the agent if and only if W ≥ Ŵ . All agents with c ≤ c̄ will

accept the contract and choose e∗ = e. All agents with c ∈ [c̄, ĉM (e)] will
accept the contract and choose e∗ =e, where c̄ < ĉM (e) if and only ifW > Ŵ .

All agents with c > ĉM (e) will reject the contract.

Proposition 5 is intuitive. Low-cost agents accept the contract and supply

the high level of effort, high-cost agents find the wage offered unacceptable,

and an intermediate range of agents will accept the contract and only supply

the minimum level of effort. There exists a lower bound Ŵ such that all

types will reject contracts with a wage lower than this threshold.

4.2 Optimal Contracts

In this subsection we will solve the optimal contracting problem of the princi-

pal contingent on monitoring. We will analyze the two regimes of the previous

section (Ŵ = 0 and Ŵ > 0) separately. In this section we work only with

the uniform distribution (10).

Consider first the case where W = Ŵ and all agents who are hired supply

the maximum level of effort (see Proposition 5). Then the agent with the

highest cost of effort who is hired has c = c̄ and the wage is equal to W = Ŵ

from (20) by assumption. Hence, the principal’s expected payoff can now be

written as:

EvM (C) = Ψ (ĉM (e))
(
(α+ βe) (1− s)− Ŵ −K

)
(21)
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where the subscriptM indicates the monitoring case. Note that the objective

(21) is independent of W , hence the principal will maximize it only with

respect to the share s. The agent’s participation constraint (c ≤ ĉM (e)) has

already been substituted in (21).

Lemma 6 If the principal offers a contract where W = Ŵ , then the agent

chooses the high effort level e = e after accepting the contract. The optimal

share s is then: (
α+ βē−K − ē2

2

)
(e+ e)

2β ē2
, (22)

and the maximized objective equals

1

4

(
α−K
ē

+ β +
ē

2

)2
. (23)

The situation is a little different if the principal chooses W > Ŵ so

that some agents who are hired supply only the minimum level of effort (see

Proposition 5). Then the objective becomes:

EvM (C) = Ψ (c̄) (α+ βe) (1− s)
+ (Ψ (ĉM (e))−Ψ(c̄)) (α+ βe) (1− s) . (24)

−Ψ(ĉM (e)) (W +K)

The first line in (24) represents the principal’s surplus share from agents who

supply the high level of effort, where some agents may have c > 0 and supply

a higher level of effort only because they receive output-dependent payments.

The second line represents the likelihood of hiring agents who supply only the

minimum level of effort, multiplied by the net surplus obtained from hiring

such agents. The last line represents the expected costs from paying a fixed

wage and monitoring. We can now characterize the optimal contract of the

monitoring firm for the case where the constraint W ≥ Ŵ is not binding:
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Lemma 7 If the principal chooses a contract where W > Ŵ , then

s∗+ =
1

2
− e+ e

4β
, (25)

W ∗
+ =

1

4

(
α

β
(e+ e)− 2K + ee

)
. (26)

Note how the agent’s pay package is broken up in the monitoring firm.

Specifically, s∗+ is increasing in β, the responsiveness of output to higher levels

of effort, but independent of α: higher levels of output have no impact on

performance related pay unless they are connected to the agent’s effort choice.

This is an intuitive result. Also, the fixed component of pay is increasing in

the fixed level of output α, but decreasing in the effort-response β. This

is also intuitive: the principal’s surplus increases in α, and the principal is

more keen to actually hire an agent if production generates a higher surplus.

An increase in monitoring costs has the reverse impact: higher monitoring

costs K reduce the potential surplus of the principal, who is accordingly

more willing to risk losing this surplus altogether by not hiring an agent, so

she offers a lower fixed wage. Hence, we have two robust conclusions for the

monitoring firm, other things being equal:

• A higher net surplus (higher α, lower K) leads to higher fixed wages

as the principal tries to secure the gains from production.

• A higher responsiveness of output to the agent’s effort leads to more

performance-related pay and a lower fixed wage.

Note also that nothing in Lemma 7 and our assumptions on parameters

rules out the possibility of negative incentive payments s∗+ < 0 (see equation

(25)). The possibility of incentive contracts that are decreasing in output, at

least over some ranges, has always puzzled contract theorists. In fact, a num-

ber of additional assumptions is necessary in order to obtain monotonically
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increasing incentive contracts in standard principal agent models.8 Since our

model has two states, contracts are always monotonic, but they can be in-

creasing or decreasing. The principal would use a contract with a negative

slope if the response of output to effort, measured by β, is low (β < e+e
2

).

Negative slopes arise since the principal prefers to discourage high effort be-

cause it is not sufficiently productive. Rather, she has more agents accepting

the contract and supplying little effort: the principal benefits more from

having more low-effort agents accepting (high fixed wage) than from having

fewer agents exerting maximum effort. The negative incentive payment is

therefore a screening device.

We obtain from Lemmas 7 and 6 a description of the contract that de-

pends on the constraint W ≥ Ŵ . We therefore need to determine under

which conditions this constraint is binding.

Lemma 8 The constraint W ≥ Ŵ is not binding if W ∗
+ > Ŵ . This condi-

tion is satisfied whenever

K < α+ β
ee

e+ e
. (27)

Lemma 8 shows that the constraint W ∗ ≥ Ŵ is always binding if moni-

toring costs are high. We can now characterize the solution to the optimal

contracting problem, assuming the principal monitors. We do this by looking

at the probability of the agent accepting the contract offer C.

Proposition 9 (Contracting Equilibrium): For the optimal contract with

monitoring we have

ĉM (e
∗) =

π (e∗)−K − (e∗)2 /2
(e∗)2

. (28)

The agent accepts the contract with probability

Ψ(ĉM (e
∗)) =

π (e∗)−K + (e∗)2 /2

2 (e∗)2
. (29)

8See e. g. Grossman/Hart (1983).
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The numerator of (28) is the joint surplus produced if the principal hires

the agent with the highest costs (c = +1), the numerator of (29) is the joint

surplus if the principal hires the agent with the lowest costs (c = −1). An

intuitive approach to understanding these general conditions is to look at the

special case where the agent accepts the contract with probability 1. This

requires that Ψ(ĉM (e∗)) = 1, which is equivalent to:

π (e∗)−K − (e
∗)2

2
≥ (e∗)2 . (30)

The left hand side of condition (30) is the net surplus generated from hiring

the worst agent (c = +1). Condition (30) indicates a dead weight loss.

Even if the surplus is sufficient to cover monitoring costs K plus the costs

of effort provision for the worst agent, the contract is rejected with positive

probability. To see that this is a general property, denote by T the type

of the marginal agent who would be hired with a first-best contract. This

contract should ensure that

π (e∗)−K = T
(e∗)2

2
, (31)

hence, the agent of type T generates sufficient surplus π (e∗) − K to the

principal such that it just offsets the costs of her effort.

Proposition 10 (Inefficiency): Consider the contracting game where the

marginal agent who could supply productive effort is the type with costs T ∈
[−1, 1] characterized by condition (31). The likelihood of hiring this agent

in equilibrium is T+1
4

, whereas the first-best outcome implies hiring this agent

with probability T+1
2

.

Hence, whenever a productive relationship is possible and T > −1, there

is a deadweight loss because the principal exercises monopsony power over

the agent.
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5 The Decision to Monitor

Next,we investigate how the optimal contract depends on the exogenous pa-

rameters of the problem. Specifically, when is it better to choose a monitoring

contract (δ = 1, s �= 0) instead of a contract without monitoring (δ = s = 0).

Since the resulting expressions are not very transparent, we restrict this dis-

cussion to the case where e = 2 and e = 1.

Lemma 11 (Advantage of Monitoring): Assume e = 2 and e = 1.

Then, whenever (27) holds, the advantage of monitoring over not monitoring

is equal to

1

12

(
β2 − 6Kβ + 3K2 − 3β − 6Kα− 3K +

9

8

)
. (32)

If (27) is violated, the advantage of monitoring over not monitoring is equal

to

− 1
16

(
3α2 −K2 + 2αK + 4K − 3 + 4β (K + 1 + α)

)
. (33)

These expressions are equal for K = α+ 2
3
β where (27) holds as an equality.

We use Lemma 11 to characterize the optimal monitoring policy.

Proposition 12 (Monitoring Policy): The advantage of monitoring is

strictly decreasing in K for all K where the net benefits from contracting are

non-negative. There exists a unique K̂ such that monitoring is advantageous

if and only if K ≤ K̂.

Proposition 12 simply states that the advantage of monitoring is directly

related to the costs of monitoring. It is more informative to ask what deter-

mines the critical cut-off value K̂.

Proposition 13 (Comparative Statics I): (i) Assume (27) holds. Then

the advantage of monitoring is increasing in β if and only if β ≥ 3
2
+ 3K.

There exists an interval [βL, βH ] such that monitoring is beneficial if and only

if β lies outside this interval. (ii) If (27) does not hold, then the advantage

of monitoring always increases in β.
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The first part of this result seems somewhat puzzling. We would ex-

pect that monitoring becomes more beneficial whenever the potential output

from exerting effort is higher. Why should the prospect of a higher potential

output make the principal less inclined to monitor the agent, relying on a

fixed-wage contract instead? To see this, reconsider our discussion of down-

ward sloping wage contracts. (See the discussion of Lemma 7 above.) We

discovered there that contracts may be downward sloping because the princi-

pal wishes to discourage agents from exerting costly effort. If the productivity

of effort is low, it is better to hire the agent with a higher likelihood, so that

the marginal agent who is hired has high costs of exerting effort. Hence, in

this case the benefits from monitoring arise from the low productivity of the

agent and the wish to discourage agents from exerting effort. This benefit

is diminished if productivity increases. At the point where productivity is

sufficiently high so that the principal offers a positive performance fee s > 0,

the benefits from monitoring increase in β, as expected. The costs of moni-

toring are justified only if the slope of the contract is sufficient. If β is either

too high or too low, then s is also close to zero from (22). If the optimal

output-contingent contract is low-powered, then the benefits do not justify

the costs of monitoring, so it is optimal to pay a fixed wage.

Proposition 14 (Comparative Statics II): The benefits from monitoring

over not monitoring are strictly decreasing in the fixed component of output

α for all K > 0 and the benefit of monitoring is reduced more strongly if

monitoring costs K are higher.

Interestingly, whenever the fixed component of output α is higher, moni-

toring is less beneficial. To see this, consider the basic trade-off of the princi-

pal: either pay a higher fixed wage to make employment more attractive and

to make acceptance by the agent more likely, or hire an agent who contribute

more effort, but with a lower probability. If fixed output α increases, then the
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principal puts a stronger emphasis on making employment more attractive in

order to ensure that the agent is hired and output α+ βe is produced. Then

the principal offers a higher fixed wage in order to increase the probability

of acceptance. The principal incurs the monitoring costs more frequently,

so monitoring output becomes more costly. Holding β constant, this implies

that monitoring becomes less attractive. The last observation implies that

not monitoring and paying a fixed wage can be attractive, even if monitoring

is possible and even if a contract that ensures more productivity through

performance-related pay can be written.

For our last result, we define as a charity an organization that is character-

ized by the following two features. Firstly, there is no monitoring by the prin-

cipal (δ = K = 0). Secondly, agents do not receive a positive wage (W ≤ 0).
In fact, they may be required to make monetary contributions in addition to

the labour they supply to the organization. Recall that β̂ = 3
4
(1− α).

Proposition 15 (Charities): For those parameterizations where βL ≤
β ≤ β̂, the optimal organizational form is a charity. Whenever the agent

is hired by a charity, she supplies maximum effort (e∗ = e).

Different allocations are displayed in Figure 2. The downward sloping

line βL separates those parameter combinations where monitoring is optimal

(β ≤ βL, area I) from those where monitoring is not optimal. Note that in

area I the agent receives a negative performance fee s < 0. The horizontal

line indicates the value β̂ = 3
4
(1− α) (the figure assumes α = 0.1), so all

values below β̂ and above βL (area II) indicate charities where monitoring is

absent and the agent works for a non-positive wage. All parameter combina-

tions above βL and β (area III) refer to organizations where the agent works

for a positive fixed wage (no monitoring). In area IV (β ≥ βH) all solu-

tions have monitoring and a positive performance fee, so this area represents

conventional companies.
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Figure 2: Contracting solutions for α = 0.1. The functions βL and βH
represent the smaller and larger root, respectively, from (54). β̂ = 3

4
(1− α).

6 Conclusion

In this paper we have analyzed a simple principal-agent model where the

agent’s intrinsic work motivation can be positive or negative and is unob-

served by the principal. Although parameters vary continuously, two distinct

types of organizations emerge:

• “Charities” or volunteer organizations whose members all supply maxi-

mum effort, are not monitored, and are required to make a contribution

to the organization in addition to their effort.

• Conventional “companies” where all employees are hired for a positive

wage, may be monitored, receive incentive payments, and may still not

supply the highest level of effort.

Our setup is simple and a number of other issues that are relevant to this

subject have been excluded. Clearly, some organizations employ volunteers

and paid employees at the same time. In our model, the probability can

be interpreted as measuring the size of the labor force which the principal
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employs. However, we have abstracted from multiple agents. Also, organi-

zations differ in more respects than the classification here that was mainly

predicated on productivity and the output-elasticity of effort. For example,

organizations may differ with respect to the complementarity between agents.

Most likely, organizations where members or employees are close substitutes

and total output is less contingent on participation, will find it worthwhile to

rely on many employees (who may supply only a small amount of time, e.g.

in the form of part-time employment). On the other hand, firms with highly

complementary assets need to secure their productivity and may prefer to

reward them with output-contingent pay.

Compared to the usual principal-model we have allowed for hidden ac-

tion and incentive contracts but ruled out stochastic aspects (except for type

incertainty capturing incomplete information) and commonly known discrep-

ancies in risk attitudes of principal and agent.9 Regarding the first aspect

one could generalize our model by assuming that high effort increases the

probability of higher output levels but that for all effort levels all output lev-

els are possible. If only output can be monitored, this would therefore just

allow to update the principal’s beliefs concerning the agent’s effort rather

than revealing it. If effort can be monitored directly, nothing much should

change.

9Concerning the latter aspect we are sceptical whether discrepancies in risk attitudes
will ever be commonly known. Experimentally one would have, for instance, to induce
this by employing the binary lottery-technique (see Roth and Malouf, 1979) so that the
(by the participants) imported own risk attitudes would be avoided what one may try to
make commonly known.
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7 Appendix: Proofs

Proof of Lemma 1:

Log-concavitiy means that lnΨ (c) is concave. Then

∂2 lnΨ (c)

∂c2
=
ψ′ (c)Ψ (c)− ψ (c)2

Ψ(c)2
< 0 (34)

However, we also have that Ψ(c) /ψ (c) is monotonically increasing if

∂

∂c

(
Ψ(c)

ψ (c)

)
=
ψ (c)2 − ψ′ (c)Ψ (c)

ψ (c)2
> 0 (35)

Clearly, the conditions for (34) and for (35) are both that ψ′/ψ < ψ/Ψ.

Proof of Proposition 2:

Optimality at any point other than the discontinuity at W = 0 requires

that the first order condition (9) holds as an equality. Optimality at W = 0

requires that the objective is increasing to the left of W and decreasing to

the right of W . Generically, only one of the candidate solutions maximizes

Ev (W ).

Proof of Proposition 3:

First, we need to separate the candidate solutions according to the sign

of W ∗. We obtain:

W ∗ ≤ 0⇐⇒ β ≤ e

2
− α

e
= β , (36)

W ∗ > 0⇐⇒ β >
e

2
− α

e
= β . (37)

Then β < β whenever e > e > 0 and α ≥ 0. The remaining statements

follow immediately.

Proof of Proposition 4:

We need to show that the difference between Ev (W ∗)|W ∗≤0 and Ev (W ∗)|W ∗>0

as given in (12) are monotonic in β. Hence, we obtain:

∂

∂β

(
Ev (W ∗)|W ∗>0 − Ev (W ∗)|W∗≤0

)
=

e

4
− α

2e
+

(
2α− e2
4e

)
. (38)
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Evaluate this expression at α = 0, then we obtain

∂

∂β

(
Ev (W ∗)|W ∗>0 − Ev (W ∗)|W∗≤0

)∣∣∣∣
α=0

=
e− e
4

> 0 .

We also obtain:

∂2

∂α∂β

(
Ev (W ∗)|W∗>0 − Ev (W ∗)|W ∗≤0

)∣∣∣∣ = e− e
2ee

> 0 .

Hence, ∂
∂β

(
Ev (W ∗)|W∗>0 − Ev (W ∗)|W ∗≤0

)
is positive for all α ≥ 0. There-

fore, Ev (W ∗)|W∗>0 − Ev (W ∗)|W∗≤0 can change signs only once. Clearly,

Ev (W ∗)|W ∗>0 > Ev (W ∗)|W ∗≤0 for β sufficiently large. If Ev (W ∗)|W∗>0 >

Ev (W ∗)|W ∗≤0 for β = 0, then β̂ = 0, otherwise β̂ > 0.

Proof of Proposition 5:

We use the definition of Ŵ from (20) to verify that:

c̄ < ĉM (e)⇐⇒W > Ŵ , (39)

c̄ < ĉM (e)⇐⇒W > Ŵ . (40)

All agents with c ≤ ĉM (e
∗) accept the contract and choose e = e∗. Then

W ≥ Ŵ is a necessary and sufficient condition to accept the contract. We

can easily verify that:

ĉM (e) > ĉM (e)⇐⇒W > Ŵ . (41)

Hence, for all acceptable contracts we have ĉM (e) ≥ ĉM (e), where the equal-

ity holds only if the constraint W ≥ Ŵ is binding. Hence, we have that

c̄ < ĉM (e) < ĉM (e) (42)

if W > Ŵ , and

c̄ = ĉM (e) = ĉM (e) (43)

if W = Ŵ .
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Case 1: W > Ŵ . Then all types c ≤ c̄ have uc (e∗) ≥ 0. They will

accept the contract and choose e = e. All types c̄ < c ≤ ĉM (e) will accept

the contract and choose e = e. All types c > ĉM (e) will reject the contract.

Case 2: W = Ŵ . Then all types c ≤ c̄ = ĉM (e) will accept the contract

and choose e = e. All types c > c̄ = ĉM (e) will reject the contract.

Cases 1 and 2 together demonstrate the result.

Proof of Lemma 6:

We simply substitute for ĉM (e) from (19) and (10) and for c̄ from (17)

to obtain, after simplification:

EvM (C) =

(
sβ

e+ e
+
1

2

)(
α+ βe (1− s) + βs ee

e+ e
−K

)
(44)

and solve for the first order conditions for s to obtain (22). Substituting the

solution for s back into the objective gives (23).

Proof of Lemma 7:

We rewrite the objective withΨ(c̄) = sβ
e+e
+ 1
2

andΨ(ĉM (e)) =
W+sπ(e)

e2
+ 1
2

and evaluate the first order conditions to obtain (25) and (26) upon solving.

Proof of Lemma 8:

The constraint W ∗
+ > W is satisfied (from (20) and (26)) whenever (27)

is satisfied from direct computation.

Proof of Proposition 9:

Equation (28) follows from (19) by direct substitution for s and W , using

the results of Lemmas 7 and 6. Substituting (28) into (10) gives (29).

Proof of Proposition 10:

The first best prescribes that all agents c ≤ T are hired in equilibrium.

With distribution (10), the probability of acceptance of the first-best optimal

contract is therefore T+1
2

. However, from (31) and (29) we obtain

Ψ(ĉM (e
∗)) =

π (e∗)−K + (e∗)2 /2

2 (e∗)2
=
T + 1

4
(45)
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by direct computation.

Proof of Lemma 11:

The proof proceeds in three steps.

Step 1: If the principal monitors and e = 2 and e = 1, then the maxi-

mized objective is:

β2

3
+ β

(
α−K + 1

2

)
+
K2

4
−K

(
α

2
+
1

4

)
+
α2 + α+ 1

4
. (46)

Similarly, without monitoring, we obtain:(
α+ β

2
+
1

4

)2
+
β

2
(47)

from (12).10 Then (32) is the difference between (46) and (47) by direct

computation.

Step 2: From (23), the maximized objective for K > α+ 2
3
β is

1

4

(
α−K
2

+ β + 1

)2
, (48)

which gives (33) as the difference between (48) and (47) by direct computa-

tion.

Step 3: Finally, for K = α + 2
3
β, both expressions, (32) and (33) are

equal to

− 1
12

(
5

3
β2 + 5β + 6αβ + 3α2 + 3α− 9

8

)
. (49)

This completes the proof.

Proof of Proposition 12:

Differentiating (32) with respect to K gives:

−α+ β −K
2

− 1
4
, (50)

which is negative for K sufficiently small. Specifically, for K = α + 2
3
β we

obtain

−β
6
− 1
4
, (51)

10We neglect the case where W ∗ < 0 would be optimal in (12).
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which demonstrates the result for those values of K where (27) holds. Also,

differentiating (33) with respect to K gives

−1
8
(α+ 2β + 2−K) , (52)

which is negative for all K < α+2β+2. For all K ≥ α+2β+2 the surplus

from production is strictly negative. This shows that the claim is true if (27)

does not hold.

Proof of Proposition 13:

(i) Assume (27) holds. Differentiating (32) with respect to β gives

1

6
β − 1

4
− 1
2
, (53)

which is positive if and only if β ≥ 3
2
+ 3K. Also, (32) equals zero for

β =
3

2
+ 3K ±

√
12K + 6K2 + 6Kα . (54)

These roots define the interval [βL, βH ]. Clearly, (32) is negative for all and

only those values of β within this interval.

(ii) If (27) is violated, we need to differentiate (33) with respect to β to

obtain

−α+ 1 +K
4

, (55)

which demonstrates the result.

Proof of Proposition 14:

We need to distinguish the cases where (27) holds and where it does not

hold. In the former case, differentiating (32) with respect to α, we obtain

−1
2
K . (56)

Otherwise, if (27) does not hold, we differentiate (33) with respect to α to

obtain

−3
8
α− 1

8
β − 1

8
K , (57)
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which demonstrates the result.

Proof of Proposition 15:

>From Proposition 13 and the definition of β in (54), any β ∈ [βL, βH ]
implies an optimal contract without monitoring. Moreover, from Proposition

(3), for any β ≤ 3
4
(1− α) such a contract has a non-positive wage. From

(54), the interval βL ≤ β ≤ β̂ is non-empty for K sufficiently large and α

sufficiently small.
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