Abstract—This paper deals with a mathematical problem about the effect of camera rotation on the description of optical flow generated by a planar surface in motion. The transformation law of the parameters is explicitly given by analyzing infinitesimal generators and irreducibly reducing the induced representation of the 3-D rotation group SO(3). The parameter space is decomposed into invariant subspaces, and the optical flow resulting from planar surface motion is accordingly decomposed into two parts, from which an invariant basis is deduced. A procedure is presented to test the equivalence of two optical flows and to reconstruct the camera rotation. The relationship with the analytical expressions for 3-D recovery is also discussed.
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I. INTRODUCTION

This paper deals with a mathematical problem extracted from a topic of computer vision. Although the result of our analysis is in itself very interesting and has some direct applications in computer vision problems, the mathematical techniques introduced here and their implications have large potential usefulness in a wide range of problems. We will introduce results from abstract mathematics such as theories of Lie group, Lie algebra, group representation, and invariance, and show how such abstract concepts can be used in actual computational problems of computer vision.

Traditionally, results of abstract mathematics such as Lie group theory often have been confined in books on mathematics and physics and read almost exclusively by mathematicians and physicists; they are seldom read by a wide spectrum of researchers in computer science. One reason is that materials in these books are not arranged in a way accessible to researchers in engineering science. This paper is intended to bridge such a gap and bring useful mathematical knowledge and computational techniques into researches of computer vision and related studies.

Specifically, the problem we consider in this paper is as follows. Suppose the camera is rotated by a certain angle around the center of the lens relative to a stationary scene (Fig. 1). As a result, a different image is seen on the image plane. However, a point on the image plane corresponds to a "ray" of light coming from the scene, and the rays coming from a particular object are identical no matter how the camera is rotated. Hence, the "information content" of the image is not affected, and the original image can be recovered if the angle of camera rotation is known. Occlusion, for instance, is not affected by camera rotation.

Suppose the image we observe can be characterized by a finite number of parameters. This happens when the object we are viewing has a well defined shape and are specified by a finite number of parameters, which is often the case in computer vision applications. If the camera is rotated, the image changes so that these parameters also change their values. However, as implied by the above considerations, the new values must be completely determined by the original values and the amount of camera rotation. Hence, a rule of parameter transformation associated with the camera rotation should be obtained. Using this transformation rule of finite number of parameters, we can predict what the image would look like if the camera were to be rotated; we need neither actually rotate the camera nor generate a new image by computation. This technique plays an important role in many real problems as well as in theoretical purposes.

Since the parameters undergo a transformation rule associated with the camera rotation, there may exist invariants, i.e., expressions in the parameters which do not change their values. If so, we can test for the equivalence of two images; we can check whether or not two given images represent one and the same object viewed from different camera angles. This is done by measuring the invariants; if they take on different values, these two images cannot be equivalent. We may choose a complete set of invariance, or invariance basis, in such a way that two images are necessarily equivalent if they take on the same values.

The above consideration applies not only to stationary scenes but to moving objects as well. In this paper, we consider optical flows resulting from a planar surface in 3-D motion. First, we derive the transformation law which predicts what optical flow would be obtained if the camera had a different orientation. We will show, by using the theory of Lie group and Lie algebra, that we can derive

1In the following, we ignore the image boundary, assuming that the image plane is sufficiently large and that the object we are interested in is always included in the field of view.
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such transformation rules for finite rotations simply by studying infinitesimal transformations.

One of the consequences of our analysis is that the optical flow is decomposed into two parts, each of which has an "invariant" meaning in the sense that each part is transformed independently of the other; one part is characterized by a vector and the other by a tensor. An invariant basis is obtained by constructing invariants from this vector and tensor. These invariants can be used to test for equivalence when two optical flows are given. Furthermore, if the two optical flows are shown to be equivalent, representing one and the same moving surface viewed differently, we can compute the relative orientation of the two cameras. We will also give a brief discussion on the relationship between our analysis and the analytical 3-D recovery problem.

II. CAMERA ROTATION TRANSFORMATION

The camera imaging geometry can be modeled as perspective projection. Take an XYZ-coordinate system, and let the origin O be the center of projection and Z = f be the image plane. A point P in the scene is projected onto the intersection of the image plane with the "ray" connecting the point P and the origin O (Fig. 2). The constant f is determined by the camera: it corresponds to the distance between the center of the lens and the surface of the film. If we choose an xy-coordinate system on the image plane in such a way that the x- and y-axes are parallel to the X- and Y-axes with origin (0, 0, f), a point (X, Y, Z) in the scene is projected onto (x, y) on the image plane, where

\[
x = fX/Z, \quad y = fY/Z.
\]  

(2.1)

Suppose the camera is rotated around the center of the lens by an orthogonal matrix R. Then, the point (x, y) moves to another point \((x', y')\) as follows:2

\[
\delta x = -f\Omega_2 + \Omega_3 y + \frac{1}{f} (\Omega_2 x + \Omega_1 y) x + O(\Omega^2),
\]

\[
\delta y = f\Omega_1 - \Omega_3 x + \frac{1}{f} (\Omega_2 x + \Omega_1 y) y + O(\Omega^2),
\]

(2.4)

In this paper, we regard the image plane as a continuous field over which continuous values are defined. Namely, we ignore the sampling of images into discrete pixels, or quantization of gray levels.

\[
\text{Proposition 1: The image transformation induced by camera rotation } R = \begin{pmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{pmatrix} \text{ is given by}
\]

\[
x' = f r_{13} x + r_{21} y + r_{33} f \quad y' = f r_{12} x + r_{22} y + r_{33} f,
\]

(2.2)

\[
\begin{bmatrix} X' \\ Y' \\ Z' \end{bmatrix} = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{bmatrix} \begin{bmatrix} X \\ Y \\ Z \end{bmatrix}.
\]

(2.3)

(See Fig. 3.) This point is projected onto \((x', y')\) on the image plane by \(x' = fX'/Z', \ y' = fY'/Z'\). Combination of this with (2.1) results in (2.2).

We call the transformation (2.2) the camera rotation transformation.3 It should be emphasized that this image transformation does not require any "knowledge" about the scene. This transformation has its inverse, which is obtained by interchanging R and \(R^T\). This means that the "information content" is not altered, since we can freely move between two images by computation.

If the camera rotation is infinitesimal, the camera rotation transformation becomes \(x' = x + \delta x, \ y' = y + \delta y\), where

\[
\delta x = -f\Omega_2 + \Omega_3 y + \frac{1}{f} (\Omega_2 x + \Omega_1 y) x + O(\Omega^2),
\]

\[
\delta y = f\Omega_1 - \Omega_3 x + \frac{1}{f} (\Omega_2 x + \Omega_1 y) y + O(\Omega^2),
\]

3The same transformation is mentioned as the "gaze transformation" or "perspectivity" in [19], [22]. The transformations of the form of (2.2) form a subgroup of the 2-D projective transformation group.
where $\Omega_1, \Omega_2, \Omega_3$ are, respectively, the rotation angles of the XYZ-coordinate system (i.e., the camera) around the $X$, $Y$, and $Z$-axes screw-wise. The last terms on the right-hand sides designate terms of orders equal to or higher than 2 in $\Omega_1, \Omega_2, \Omega_3$. Equations (2.4) are obtained by substituting $r_1 = r_{22} = r_{33} = 1 + O(\Omega^2), r_{21} = -r_{32} = \Omega_1 + O(\Omega^2), r_{31} = -r_{13} = \Omega_2 + O(\Omega^2), r_{21} = -r_{12} = \Omega_3 + O(\Omega^2)$ into (2.2).

### III. Optical Flow of a Moving Planar Surface

Suppose a planar surface whose equation is $Z = pX + qY + r$ is moving rigidly in the scene. The instantaneous rigid motion is specified by the velocity $(a, b, c)$ at a reference point—which is called the translation velocity—and the rotation velocity $(\omega_1, \omega_2, \omega_3)$ screw-wise around that reference point. We take the reference point to be $(0, 0, 0)$, the intersection of the surface with the $Z$-axis.4 (Fig.

4) Then, the optical flow induced on the image plane is given as follows.5

**Proposition 2:** The optical flow resulting from a moving planar surface is given by

$$u(x, y) = u_0 + Ax + By + (Ex + Fy)x,$$
$$v(x, y) = v_0 + Cx + Dy + (Ex + Fy)y,$$

where

$$u_0 = \frac{fa}{r}, \quad v_0 = \frac{fb}{r},$$

$$A = p\omega_2 - \frac{pa + c}{r}, \quad B = qa_2 - \omega_3 - \frac{qa}{r},$$

$$C = -p\omega_1 + \omega_3 - \frac{pb + c}{r}, \quad D = -q\omega_2 - \frac{qb + c}{r},$$

$$E = \frac{1}{f}\left(\omega_1 + \frac{pc}{r}\right), \quad F = \frac{1}{f}\left(-\omega_1 + \frac{qc}{r}\right).$$

The proof is given in Appendix A. (See also [4], [7], [12], [15], [19]-[23].)

Thus, we are viewing a very restricted form of image motion specified by eight parameters $u_0, v_0, A, B, C, D, E, F$; if these parameters are the same, the motion seems identical to the viewer. (This fact has already been pointed out by many researchers, e.g., Longuet-Higgins [12], Waxman and Ullman [23].) These parameters may be computed from a given optical flow by fitting the form of (3.1) by the least square method. If the optical flow itself is not available, we can also compute them from the time changes of some global characteristics such as the surface boundary contour [9], [21], [22]. Let us call these parameters flow parameters.

Now, what flow would we observe if the camera were oriented differently? One thing is certain: we would still observe the motion of a planar surface and hence observe an optical flow which has the form

$$u' = u_0 + A'x' + B'y' + (E'x' + F'y')x',$$
$$v' = v_0 + C'x' + D'y' + (E'x' + F'y')y'.$$

This is because a planar surface is always a planar surface no matter where it is viewed from. Hence, the "form" of the optical flow is always the same. Suppose the new camera orientation is given by rotating the camera by $R$ from the original orientation around the viewpoint. The following questions naturally arise.

1) How are the new flow parameters $u'_0, v'_0, A', B', C'$?

The term "optical flow" is used with many different meanings depending on the situation. Image processing techniques to detect "optical flow" are supposed to detect small (but finite) displacements of "corresponding points" between two image frames. However, the correspondence is often established between "points of the same light intensity" which do not necessarily correspond to the same point of the object. Here, we use this term to mean the instantaneous velocity field produced on the image plane. In [15], [19]-[23], the term "image flow" is used with the same meaning.
$D'$, $E'$, $F'$ expressed in terms of the original flow parameters $u_0, v_0, A, B, C, D, E, F$ and the camera rotation $R$?

2) What expressions of the flow parameters are invariant with respect to the camera rotation?

3) Given two optical flows resulting from planar motion, how can we test their equivalence?

4) If equivalence is confirmed, how can we find a rotation $R$ which would transform one camera orientation into the other?

We can answer these questions simply by analyzing infinitesimal transformations. In other words, consideration of "infinitesimal" camera rotation automatically leads to transformation laws for "finite" rotations. To show this is one of the main purposes of this paper.

IV. TRANSFORMATION OF FLOW PARAMETERS

If the camera rotation is infinitesimal, the image is also altered infinitesimally according to (2.4). The transformation of the flow parameters is also infinitesimal and given as follows.

**Lemma 1:** The infinitesimal transformations $u'_0 = u_0 + \delta u_0, \ldots, F' = F + \delta F$ of the flow parameters $u_0, v_0, A, B, C, D, E, F$ are given by

$$
\begin{bmatrix}
\delta u_0 \\
\delta v_0 \\
\delta A \\
\delta B \\
\delta C \\
\delta D \\
\delta E \\
\delta F
\end{bmatrix} =
\begin{bmatrix}
\Omega_3 & f\Omega_2 & -f\Omega_1 \\
-\Omega_3 & f\Omega_2 & -f\Omega_1 \\
-2\Omega_2/f & \Omega_1/f & \Omega_3 \\
0 & -\Omega_2/f & -\Omega_3 \\
-\Omega_2/f & 2\Omega_1/f & -\Omega_3 \\
-\Omega_2/f & -\Omega_3/f & \Omega_1/f \\
-\Omega_2/f & -\Omega_3/f & \Omega_1/f
\end{bmatrix}
\begin{bmatrix}
u_0 \\
v_0 \\
A \\
B \\
C \\
D \\
E \\
F
\end{bmatrix} + O(\Omega^2).
$$

The proof is given in Appendix B.

**Lemma 2:** The flow parameters $u_0, v_0, A, B, C, D, E, F$ are transformed linearly by the (finite) camera rotation transformation, namely

$$
\begin{bmatrix}
u_0' \\
v_0' \\
A' \\
B' \\
C' \\
D' \\
E' \\
F'
\end{bmatrix} = T(R)
\begin{bmatrix}
u_0 \\
v_0 \\
A \\
B \\
C \\
D \\
E \\
F
\end{bmatrix},
$$

and hence define a representation of $SO(3)$. In other words, if $R_1, R_2$ are two 3-D rotations, then we have a homomorphism from $SO(3)$ into the group of eight-dimensional matrices under matrix multiplication:

$$
T(R_1)T(R_2) = T(R_2R_1).
$$

The proof is given in Appendix C.

**Lemma 3:** The representation $T(R)$ is equivalent to the direct sum of the irreducible representations $\Xi_1$ and $\Xi_2$ of weights 1 and 2, respectively:

$$
T(R) \cong \Xi_1 \oplus \Xi_2.
$$

The proof is given in Appendix D.

**Lemma 4:** If we define $a_1, a_2, a_3$ by

$$
a_1 = -\frac{1}{2}(v_0/f + fF),
$$

$$
a_2 = \frac{1}{2}(u_0/f + fE),
$$

$$
a_3 = \frac{1}{2}(C - B),
$$

they are transformed as a vector, and if we define

$$
\begin{bmatrix}
a'_1 \\
a'_2 \\
a'_3
\end{bmatrix} = R^T
\begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix},
$$

they are transformed as a deviator tensor. Namely,

$$
\begin{bmatrix}
u'_0 \\
v'_0 \\
A' \\
B' \\
C' \\
D' \\
E' \\
F'
\end{bmatrix} =
\begin{bmatrix}
u_0 \\
v_0 \\
A \\
B \\
C \\
D \\
E \\
F
\end{bmatrix} + O(\Omega^2) + O(\Omega^4).
$$

The proof is given in Appendix E.

**Proposition 3:** Given the flow parameters $u_0, v_0, A, B, C, D, E, F$, define the $3 \times 3$ matrix $C = (c_{ij})$ by

$$
\begin{bmatrix}
b'_{11} & b'_{12} & b'_{13} \\
b'_{11} & b'_{12} & b'_{13} \\
b'_{11} & b'_{12} & b'_{13}
\end{bmatrix} = R^T
\begin{bmatrix}
b_{11} & b_{12} & b_{13} \\
b_{11} & b_{12} & b_{13} \\
b_{11} & b_{12} & b_{13}
\end{bmatrix}.
$$

The proof is given in Appendix E.
\[ c_{11} = \frac{1}{2}(2A - D), \quad c_{12} = B, \quad c_{13} = \frac{1}{f} u_0, \]
\[ c_{21} = C, \quad c_{22} = \frac{1}{2}(2D - A), \quad c_{23} = -fF, \]
\[ c_{31} = -fE, \quad c_{32} = \frac{1}{f} v_0, \quad c_{33} = -\frac{1}{2}(A + D), \]

Transform this matrix as a tensor:
\[
\begin{bmatrix}
  c_{11} & c_{12} & c_{13} \\
  c_{21} & c_{22} & c_{23} \\
  c_{31} & c_{32} & c_{33}
\end{bmatrix}
= R^T \begin{bmatrix}
  c_{11} & c_{12} & c_{13} \\
  c_{21} & c_{22} & c_{23} \\
  c_{31} & c_{32} & c_{33}
\end{bmatrix} R. \quad (4.10)
\]

Then, the transformed flow parameters are given as follows:
\[ u_0' = f c_{11}', \quad v_0' = f c_{12}', \quad A' = c_{11}' - c_{33}', \quad B' = c_{12}', \]
\[ C' = c_{21}, \quad D' = c_{22} - c_{33}, \quad E' = -\frac{1}{f} c_{31}', \quad F' = -\frac{1}{f} c_{32}'. \quad (4.11)\]

The proof is given in Appendix F.

V. INVARIANT BASIS OF PLANAR OPTICAL FLOW

From Lemma 4, we see that an optical flow resulting from planar motion is characterized by a (real) vector \( a = (a_i) \), and a tensor \( B = (b_{ij}) \) which is a (real) traceless symmetric matrix. The vector \( a \) has only one invariant, namely its "length" \( \|a\| \), or equivalently
\[ a^T a. \quad (5.1)\]

while the real symmetric tensor \( B \) has three invariants, namely its three real principal values \( a_1, a_2, a_3 \), or equivalently any three independent algebraic expressions formed from these such as the "fundamental symmetric polynomials":
\[ a_1 + a_2 + a_3, \quad a_1 a_2 + a_2 a_3 + a_3 a_2, \quad a_1 a_2 a_3. \quad (5.2)\]

(cf. [13], [14], [16]–[18], [24]). Alternatively, we can use the following sums of powers:
\[ a_1 + a_2 + a_3, \quad a_1^2 + a_2^2 + a_3^2, \quad a_1^3 + a_2^3 + a_3^3. \quad (5.3)\]

This set is computationally convenient, since they are expressed in terms of the components of matrix \( B \) as
\[ \text{Tr} \ B = 0, \quad \text{Tr} \ B^2, \quad \text{Tr} \ B^3. \quad (5.4)\]

where \( \text{Tr} \) denotes the trace of a matrix. If the tensor is symmetric and traceless, there remain only two invariants, since the first invariant (trace) vanishes.

Thus, the vector \( a \) has one invariant, and the symmetric tensor \( B \) has three invariants. However, if we consider a set of the vector \( a \) and the tensor \( B \), we must have, in addition to the invariants of each of them, invariants describing the relative relationship between the vector \( a \) and the tensor \( B \).

Geometrically speaking, a vector is thought of as a directed axis to which its "magnitude" (i.e., the length) is attached, while a symmetric tensor is thought of as three mutually perpendicular undirected axes (i.e., the principal axes) to which their respective "magnitudes" (i.e., the principal values) are attached. It is intuitively clear that for a vector its length is the only invariant, since the orientation of its axis can be changed arbitrarily by a 3-D rotation. It is also clear that for a symmetric tensor the three principal values are the only invariants, since the orientations of its principal axes as a whole are changed by a 3-D rotation.

However, if we have a vector and a tensor, there appears another invariant aspect which is not changed by a 3-D rotation of both of them at the same time: namely, the orientation of the vector relative to the principal axes of the tensor. Since orientation can be specified by two parameters (say, the longitude and latitude on a unit sphere), we have two additional invariants. The choice is not unique, but a computationally convenient one is given by the following two (cf. [13], [14], [16]–[18]).
\[ a^T B a, \quad a^T B^t a. \quad (5.5)\]

Now, let us consider the equivalence of two images; we say that two images are equivalent if they are obtained by projection of the same object for different camera orientations. Since we have already obtained an invariant basis, we can conclude as follows.

Proposition 4: Two optical flows resulting from planar motion are equivalent if and only if invariants
\[ a^T B a, \quad a^T B^t a. \quad (5.6)\]
take the same values, where \( a = (a_i) \) and \( B = (b_{ij}) \) are given by (4.5) and (4.6).

VI. RECONSTRUCTION OF CAMERA ROTATION

If two optical flows are equivalent, we can find a rotation matrix \( R \) which takes one camera orientation into the other. This is done as follows.

Suppose we observe vector \( a \) and tensor \( B \) from one flow, and similarly \( a' \) and \( B' \) from the other. For simplicity, we assume that none of them is zero.

\( ^6 \)Of course, in real situations, we must take noise and error into consideration, and allow a certain tolerance for testing the equivalence by the values of the invariants.
First, assume that \( B \) (hence \( B' \) as well) has three distinct principal values \( \sigma_1, \sigma_2, \sigma_3 \). Let \( e_1, e_2, e_3 \) be the mutually orthogonal unit vectors indicating the corresponding principal axes of \( B \). Since they are determined except for sign, fix one set such that \( e_1, e_2, e_3 \) form a right-hand system in that order. Construct a matrix \( R_1 \) having \( e_1, e_2, e_3 \) as its three columns in this order.

Similarly, let \( e'_1, e'_2, e'_3 \) be the mutually orthogonal unit vectors indicating the corresponding principal axes of \( B' \) such that they form a right-hand system in this order. Since the signs are arbitrary, there exist four possibilities. (The remaining four are left-hand systems.) For each case, construct the corresponding matrix \( R^{(i)} \), \( i = 1, 2, 3, 4 \).

Then, the camera rotation which transforms \( B' \) to \( B \) is given by

\[
R^{(i)} = R_2^{(i)} R_1^T, \quad i = 1, 2, 3, 4. \tag{6.1}
\]

(The proof is given in Appendix G.) Finally, choose among these four, the one which transforms \( a' \) to \( a \).

If \( B \) (hence \( B' \) as well) has only two distinct eigenvalues, (i.e., a single root and a pair of multiple roots), let \( e_1 \) be the unit eigenvector associated with the single root. Suppose \( a \) is neither parallel nor perpendicular to \( e_1 \). Since the sign of \( e_1 \) is arbitrary, choose it so that \( a \) and \( e_1 \) make an acute angle. Then, we can obtain three mutually orthogonal vectors forming a right-hand system by constructing

\[
e_1, \quad e_2 = \frac{e_1 \times a}{\|e_1 \times a\|}, \quad e_3 = e_1 \times e_2. \tag{6.2}
\]

We can construct matrices \( R_1, R_2 \) as described above, and the camera rotation is given by \( R = R_2 R_1^T \).

The remaining cases yield multiple solutions. If \( a \) is perpendicular to \( e_1 \), there exist two solutions. If \( a \) is parallel to \( e_1 \), or if \( B \) (hence \( B' \) as well) has one eigenvalue, i.e., \( B = B' \) is a multiple of the unit matrix \( I \), the solution for \( R \) is any rotation that maps \( a' \) to \( a \), and we can add any rotation around \( a \).

#### VII. Invariant Decomposition of Optical Flow

According to Proposition 3, if we define \( c_{ij}, i, j = 1, 2, 3, \) by (4.9), the optical flow equations (3.1) are written as

\[
u = f c_{13} + (c_{11} - c_{33})x + c_{12}y - \frac{1}{f} (c_{31}x + c_{32}y),
\]

\[
u = f c_{23} + c_{21}x + (c_{22} - c_{33})y - \frac{1}{f} (c_{31}x + c_{32}y),
\]

and \( c_{ij}, i, j = 1, 2, 3, \) are transformed as a tensor [i.e., by (4.10)] by the camera rotation transformation.

On the other hand, Lemma 4 asserts that if we define \( a_i, i = 1, 2, 3, \) by (4.5) and \( b_{ij}, i, j = 1, 2, 3, \) by (4.6), the optical flow equations (3.1) are decomposed into two parts

\[
u = u_a + u_b, \quad v = v_a + v_b, \quad \text{where}
\]

\[
u = f a_2 - a_3 y + \frac{1}{f} (a_2 x - a_1 y),
\]

\[
u = -f a_1 + a_3 y + \frac{1}{f} (a_2 x - a_1 y), \tag{7.2}
\]

\[
u = f b_{31} + (b_{11} - b_{33})x + b_{12} y + \frac{1}{f} (-b_1 x - b_2 y),
\]

\[
u = f b_{31} + (b_{11} - b_{33})x + b_{12} y + \frac{1}{f} (-b_1 x - b_2 y). \tag{7.3}
\]

This decomposition is unique because \( a_i, i = 1, 2, 3, \) and \( b_{ij}, i, j = 1, 2, 3, \) are computed from the original flow parameters \( u_0, v_0, A, B, C, D, E, F \) by (4.5) and (4.6). Moreover, this decomposition is invariant in the sense that each flow is transformed by the camera rotation transformation independently of the other (4.7), (4.8). At the same time, this decomposition is irreducible in the sense that no further decomposition is possible. Hence, they should have separate geometrical meanings independent of the other, cf. [8]. Let us call the flow \((u_a, v_a)\) the vector part and the flow \((u_b, v_b)\) the tensor part of the original optical flow.

Suppose the entire scene, including all the objects in it, is stationary, and the camera is rotating around the center of the lens with rotation velocity \((\omega_1, \omega_2, \omega_3)\). Consider what "optical flow" we should observe on the image plane. Since the rotation velocity components \(\omega_1, \omega_2, \omega_3\) are obtained by dividing infinitesimal camera rotation angles \(\Omega_1, \Omega_2, \Omega_3\) by the time \(\delta t\) it took, we divide both sides of the infinitesimal camera rotation transformation (2.4) by \(\delta t\), take the limit of \(\delta t \rightarrow 0\), and obtain

\[
u = -f \omega_2 + \omega_3 y + \frac{1}{f} (-\omega_2 x + \omega_1 y),
\]

\[
u = f \omega_2 - \omega_3 y + \frac{1}{f} (-\omega_2 x + \omega_1 y). \tag{7.4}
\]

Comparing these equations to (7.2), we see that the vector part \((u_a, v_a)\) is the flow we will observe if the camera is rotated with rotation velocity \((-\omega_1, -\omega_2, -\omega_3)\) relative to the stationary scene, or equivalently if the planar surface (or any other object or scene) is orbiting around the origin (i.e., the center of the lens), the configuration relative to the camera kept fixed, with rotation velocity \((a_1, a_2, a_3)\).

This means that this vector part essentially does not contain any information about the 3-D structure and motion of the object. We may alternatively call this flow the "uninformative part." The information about the 3-D structure and motion is contained in the tensor part \((u_b, v_b)\).
The decomposition of the flow into two parts as (7.2) and (7.3) is simply the separation of the flow component due to the "orbiting" motion from the remaining flow components. This observation implies that 3-D recovery from optical flow can be performed from the tensor part alone.

The recovery of 3-D shape and motion from optical flow has been studied by many researchers. If the object is a planar surface, the solution is obtained in an analytically closed form [6], [7], [12], [15], [20]. If the result is rewritten in terms of our $a_i, i = 1, 2, 3$, and $b_{ij}, i, j = 1, 2, 3$, it can be shown that the surface gradient components $p, q$ are completely determined by tensor $(b_{ij})$ alone. In other words, suppose we determine the translation velocity components (scaled by the depth) $a/r, b/r, c/r$ (the solution is unique) and the rotation velocity components $\omega_1, \omega_2, \omega_1$ (two sets of solution exist), assuming that the vector part is zero: $a_i = 0, i = 1, 2, 3$. It can be proved that the addition of a nonzero vector part only modifies the solution in the form

$$a/r \to a/r + a_2, \quad b/r \to b/r - a_1, \quad (7.5)$$

$$\omega_1 \to \omega_1 + \omega_2, \quad \omega_2 \to \omega_2 - a_2, \quad \omega_3 \to \omega_3 + a_3, \quad (7.6)$$

Namely, the vector part simply adds the effect of the "orbiting" of the surface around the center of the lens. (The proof is given in Appendix H.)

Finally, note that if the camera is instantaneously rotating with some angular velocity, the flow (7.4) is superimposed onto the original optical flow. However, if we decompose the flow into its vector and tensor parts, the tensor part is not altered at all, since the superimposition only adds to the vector part.

VIII. CONCLUDING REMARKS

In this paper, we analyzed the optical flow resulting from planar motion, and derived the parameter transformation rule when the camera is rotated by a finite amount. However, invoking the Lie group theory, we can deduce finite transformation properties solely from analysis of infinitesimal transformations.

Our results are interesting in its own right from a theoretical point of view. More importantly, however, the mathematical tools developed here will provide a powerful means of analysis in a wide range of problems in computer vision. For example, the same technique can be applied to static scenes, characterizing object images in terms of "invariant features," i.e., quantities invariant to camera rotation. This is done in [9].

Another example is the 3-D recovery problem. Since perspective distortion of image increases as we go away from the image origin, it is convenient first to move the image into the center of the image by the camera rotation transformation. Then, we analyze the 3-D shape, position, motion, etc. there, and transform the obtained 3-D interpretation back into the original configuration. This technique is used for the shape-from-texture problem [11] and for the interpretation of length and angle projected onto the image plane [10]. A similar approach is suggested for the 3-D recovery of curved surfaces from optical flow [19], [22].

In this paper, we did not discuss the 3-D recovery from optical flow—its significance and analytical techniques. There exist many papers on this issue. A general philosophy is given by [19], [22], for example. Closed form analytical solution is given for planar surface motion [6], [7], [12], [15]. The general case of curved surfaces is also analyzed, and closed form solution is given [20]–[23]. However, accurate detection of optical flow from a sequence of real images is in general a very difficult problem. Although many techniques have been proposed and tested, we do not refer to them, since the technical issue is not the scope of this paper and many papers are currently being reported one after another. Analytical techniques for detecting optical flow or the object motion directly from global characteristics, such as the object contour, without first detecting the point-to-point correspondence, have also been proposed and tested [1], [4], [5], [21], [22].

APPENDIX A
PROOF OF PROPOSITION 2

If we combine the perspective projection relationship (2.1) with the equation $Z = pX + qY + r$ of the planar surface, we obtain the following one-to-one correspondence between the surface and the image plane:

$$X = \frac{rx}{f - px - qy}, \quad Y = \frac{ry}{f - px - qy},$$

$$Z = \frac{rf}{f - px - qy}. \quad (A.1)$$

According to the definition of the translation and rotation velocities, the velocity of point $(X, Y, Z)$ in the scene is given by

$$\begin{bmatrix} \dot{X} \\ \dot{Y} \\ \dot{Z} \end{bmatrix} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} \omega_1 \\ \omega_2 \\ \omega_3 \end{bmatrix} \times \begin{bmatrix} X \\ Y \\ Z - r \end{bmatrix}. \quad (A.2)$$

Substituting $Z = pX + qY + r$ into this, we obtain

$$\dot{X} = a + p\omega_2 X + (q\omega_2 - \omega_3) Y,$$

$$\dot{Y} = b + (\omega_3 - p\omega_1) X - q\omega_1 Y,$$

$$\dot{Z} = c - \omega_1 X + \omega_2 Y. \quad (A.3)$$

Differentiating both sides of (2.1), we obtain the velocity
of the image point as follows:
\[
\begin{align*}
\dot{x} &= \frac{fX}{Z} \frac{fXZ}{Z^2} = \frac{fX}{Z} \frac{x^2}{Z}, \\
\dot{y} &= \frac{fY}{Z} \frac{fYZ}{Z^2} = \frac{fY}{Z} \frac{x^2}{Z},
\end{align*}
\]  
(A.4)

From (2.1) and (A.3), we obtain
\[
\begin{align*}
\frac{fX}{Z} &= \frac{fa}{Z} + p\omega_2 x + (q\omega_2 - \omega_3) y, \\
\frac{fY}{Z} &= \frac{fB}{Z} + (\omega_3 - p\omega_1)x - q\omega_1 y, \\
\frac{fZ}{Z} &= \frac{fc}{Z} - \omega_3 x + \omega_1 y.
\end{align*}
\]  
(A.5)

Substituting these into (A.4), and eliminating Z by using the last equation of (A.1), we obtain the optical flow in the form of (3.1) and (3.2).

**APPENDIX B**

**Proof of Lemma 1**

Velocity components \( u, v \) are transformed under transformation \( x \rightarrow x', y \rightarrow y' \) by
\[
\begin{bmatrix}
  u' \\
  v'
\end{bmatrix} = \begin{bmatrix}
  \partial x'/\partial x & \partial x'/\partial y \\
  \partial y'/\partial x & \partial y'/\partial y
\end{bmatrix} \begin{bmatrix}
  u \\
  v
\end{bmatrix}.
\]  
(B.1)

In other words, the velocity vector is multiplied by the "Jacobian matrix." If we substitute the infinitesimal camera rotation transformation \( x' = x + \delta x, y' = y + \delta y \) given by (2.4), and apply the optical flow equations (3.1), we obtain \( u' = u + \delta u, v' = v + \delta v \), where
\[
\begin{align*}
\delta u &= \Omega_3 v_0 + \left( -\frac{1}{f} (2\Omega_2 u_0 - \Omega_1 v_0) + \Omega_3 C \right) x \\
&\quad + \left( \frac{1}{f} \Omega_1 v_0 + \frac{1}{f} \Omega_1 D \right) y - \frac{1}{f} (2\Omega_2 A - \Omega_1 C) x^2 \\
&\quad - \left( \frac{1}{f} (\Omega_1 A - 2\Omega_2 B + \Omega_1 D) + \Omega_1 E \right) xy \\
&\quad + \left( \frac{1}{f} \Omega_1 B - \Omega_1 F \right) y^2 - \frac{2}{f} \Omega_1 E x^3 \\
&\quad + \frac{2}{f} (\Omega_1 E - \Omega_1 F) y^2 + \frac{2}{f} \Omega_1 E x y^2 + O(\Omega^2), \\
\delta v &= -\Omega_3 u_0 - \left( \frac{1}{f} \Omega_2 v_0 + \Omega_3 A \right) x \\
&\quad + \left( \frac{1}{f} (\Omega_2 u_0 - 2\Omega_1 v_0) - \Omega_3 B \right) y \\
&\quad - \left( \frac{1}{f} \Omega_2 C + \Omega_3 E \right) x^2 \\
&\quad + \left( \frac{1}{f} (\Omega_2 A - 2\Omega_1 C + \Omega_2 D) - \Omega_3 E \right) xy \\
&\quad - \left( \frac{1}{f} (\Omega_2 B - 2\Omega_1 D) y^2 - \frac{2}{f} \Omega_2 E x^3 y \\
&\quad + \frac{2}{f} (\Omega_1 E - \Omega_1 F) x y^2 + \frac{2}{f} \Omega_1 E x y^3 + O(\Omega^2). \\
\end{align*}
\]  
(B.2)

Now, we know that the optical flow equations must have the form of (3.3) after the infinitesimal camera rotation transformation. If we substitute \( u' = u + \delta u, v' = v + \delta v \) in the left-hand sides of (3.3), and \( x' = x + \delta x, y' = y + \delta y, u_0 = u_0 + \delta u_0, \cdots, F' = F + \delta F \) into the right-hand sides, we obtain
\[
\begin{align*}
\delta u &= \delta u_0 + \delta A x + A \delta x + \delta B y + B \delta y + \delta E x^2 + 2E x \delta x \\
&\quad + \delta F x + F \delta x + F \delta y + O(\Omega^2), \\
\delta v &= \delta v_0 + \delta C x + C \delta x + \delta D y + D \delta y + \delta E y + E \delta x \\
&\quad + E \delta y + \delta F y^2 + 2F \delta y + O(\Omega^2). \\
\end{align*}
\]  
(B.3)

Substituting the infinitesimal camera rotation transformation (2.4), we obtain
\[
\begin{align*}
\delta u &= \delta u_0 - f(\Omega_2 A - \Omega_1 B) \\
&\quad + \left( \delta A - \Omega_1 B - f(2\Omega_2 E - \Omega_1 F) \right) x \\
&\quad + \left( \delta B + \Omega_1 A - f(2\Omega_2 E - \Omega_1 F) \right) y \\
&\quad + \left( \delta E - \frac{1}{f} (\Omega_1 A - \Omega_2 F) \right) x^2 \\
&\quad + \left( \delta F + \frac{1}{f} (\Omega_1 A - \Omega_2 B) + 2\Omega_1 E \right) x y \\
&\quad + \left( \frac{1}{f} \Omega_1 B + \Omega_1 F \right) y^2 - \frac{2}{f} \Omega_2 E x^3 \\
&\quad + \frac{2}{f} (\Omega_1 E - \Omega_2 F) x^3 y + \frac{2}{f} \Omega_1 E x y^2 + O(\Omega^2), \\
\delta v &= \delta v_0 - f(\Omega_2 C - \Omega_1 D) + (\delta C - \Omega_1 D + \Omega_1 E) x \\
&\quad + \left( \delta D + \Omega_1 C - f(\Omega_2 E - 2\Omega_1 F) \right) y \\
&\quad - \left( \frac{1}{f} \Omega_2 C + \Omega_3 E \right) x^2 \\
&\quad - \left( \delta E + \frac{1}{f} (\Omega_1 C - \Omega_2 D) - 2\Omega_1 F \right) x y \\
&\quad + \left( \delta F + \frac{1}{f} \Omega_1 D + \Omega_3 E \right) y^2 \\
&\quad - \frac{2}{f} \Omega_2 E x^2 y + \frac{2}{f} (\Omega_1 E - \Omega_2 F) x y^2 \\
&\quad + \frac{2}{f} \Omega_1 E x y^3 + O(\Omega^2). \\
\end{align*}
\]  
(B.4)

Comparing (B.3) and (B.4), we obtain
\[
\begin{align*}
\delta u_0 &= \Omega_3 v_0 + f\Omega_2 A - f\Omega_1 B + O(\Omega^2), \\
\delta v_0 &= -\Omega_3 u_0 + f\Omega_2 C - f\Omega_1 D + O(\Omega^2), \\
\delta A &= -\frac{2}{f} \Omega_1 u_0 + \frac{1}{f} \Omega_1 v_0 + \Omega_1 B + \Omega_1 C \\
&\quad + 2\Omega_2 E - f\Omega_1 F + O(\Omega^2), \\
\delta B &= \frac{1}{f} \Omega_1 u_0 - \Omega_3 A + \Omega_3 D + f\Omega_2 F + O(\Omega^2), \\
\delta C &= -\frac{1}{f} \Omega_2 v_0 - \Omega_3 A - \Omega_1 D - f\Omega_1 E + O(\Omega^2),
\end{align*}
\]
\[ \delta D = -\frac{1}{f} \Omega_1 u_0 + \frac{2}{f} \Omega_1 v_0 - \Omega_3 B - \Omega_3 C \\
+ f \Omega_2 E - 2f \Omega_1 F + O(\Omega^2). \]
\[ \delta E = -\frac{1}{f} \Omega_1 A + \frac{1}{f} \Omega_1 C + \Omega_3 F + O(\Omega^2), \]
\[ \delta F = -\frac{1}{f} \Omega_3 B + \frac{1}{f} \Omega_3 D - \Omega_3 E + O(\Omega^2). \] (B.5)

**APPENDIX C**

**PROOF OF LEMMA 2**

Equation (4.1) is linear in the flow parameters. Hence, it defines a global linear transformation by "integration."

Equation (4.1) is rewritten as
\[ \delta \begin{bmatrix} u_0 \\ v_0 \end{bmatrix} = (\Omega_1 A_1 + \Omega_2 A_2 + \Omega_3 A_3) \begin{bmatrix} u_0 \\ v_0 \end{bmatrix} + O(\Omega^2), \] (C.1)
where the infinitesimal generators \( A_1, A_2, A_3 \) corresponding to infinitesimal rotations around the \( \hat{x}, \hat{y}, \) and \( \hat{z} \)-axes are given as follows:

\[
A_1 = \begin{bmatrix}
-1 & 0 & 0 \\
1/f & -f & 0 \\
0 & -1/f & 0
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
0 & 0 & -1 \\
0 & f & 0 \\
-f & 0 & 0
\end{bmatrix}
\]

\[
A_3 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix}
\] (C.3)

It is easy to see that they satisfy the following commutation relations:
\[
[A_1, A_2] = -A_3, \quad [A_2, A_3] = -A_1, \quad [A_3, A_1] = -A_2. \] (C.4)

Here, the commutator \([\cdot, \cdot]\) is defined by \([A, B] = AB - BA\).

**APPENDIX D**

**PROOF OF LEMMA 3**

If we compute the Casimir operator
\[
H = -(A_1^2 + A_2^2 + A_3^2), \] (D.1)
from the infinitesimal generators \( A_1, A_2, A_3 \) of (C.3), we obtain
\[
H = \begin{bmatrix}
4 & -2f^2 & 0 \\
0 & 6 & -2f^2 \\
0 & 0 & 4
\end{bmatrix}
\] (D.2)

The characteristic polynomial of matrix \( H \) is
\[
\det (\lambda I - H) = (\lambda - 2)^3(\lambda - 6)^5, \] (D.3)
where \( I \) is the unit matrix of dimension 8. Thus, the eigenvalues of matrix \( H \) are 2 with multiplicity 3, and 6 with multiplicity 5. This means that the eight-dimensional representation space over which the matrix \( H \) acts as a linear transformation is resolved into two eigenspaces of dimensions 3 and 5, in which the restriction of \( H \) acts as multiplication by 2 and 6, respectively. Since \( 1(1 + 1) = 2, 2 \times 1 + 1 = 3, \) and \( 2(2 + 1) = 6, 2 \times 2 + 1 = 5, \) the representation \( T(R) \) of (7.18) is equivalent to the direct sum \( D_1 \oplus D_2 \) of the irreducible representations \( D_1 \) of weight 1 and \( D_2 \) of weight 2.\(^{10}\)

\(^{9}\)It is known that the necessary and sufficient condition that infinitesimal transformations associated with infinitesimal rotations define global linear transformations, i.e., a representation of \( SO(3) \), is that the commutation relations (C.4) are satisfied (cf. [2], [3], [24]). They are the integrability conditions for the Lie algebra of infinitesimal transformations viewed as a vector field over the Lie group \( SO(3) \). However, in the literature, the minus signs on the right-hand sides of (C.4) do not appear. This is because we define \( R \) to be the rotation of the camera or the coordinate system, while in the literature \( R \) is used for the rotation of the object or scene relative to a fixed coordinate system.

\(^{10}\)It is known that a representation of \( SO(3) \) is irreducible, i.e., no further reduction to two or more separate representations is possible, if and only if the Casimir operator \( H \) of (D.1) is \((l + 1)^2\) times the \((2l + 1)\)-dimensional unit matrix: \( H = (l + 1)^2 I. \) Here, \( I \) is an integer or half-integer, and is called the weight of the resulting irreducible representation, which is denoted by \( 2l \) (cf. [2]).
APPENDIX E

PROOF OF LEMMA 4

A "vector" is a set of three components \( a_1, a_2, a_3 \), which are transformed by the camera rotation \( R \) as

\[
\begin{bmatrix}
    a_1' \\
    a_2' \\
    a_3'
\end{bmatrix} = R^T \begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix}.
\]

This is a linear mapping, and hence it defines a representation of \( SO(3) \), which is called the vector representation. If the camera rotation is infinitesimal, the values of \( a_1, a_2, a_3 \) are also changed infinitesimally into \( a_1 + \delta a_1, a_2 + \delta a_2, a_3 + \delta a_3 \), as follows:

\[
\delta \begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix} = \begin{bmatrix}
    0 & \Omega_3 & -\Omega_2 \\
    -\Omega_3 & 0 & \Omega_1 \\
    \Omega_2 & -\Omega_1 & 0
\end{bmatrix} \begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix} + O(\Omega^2)
\]

\[
= (\Omega_1 A_1 + \Omega_2 A_2 + \Omega_3 A_3) \begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix} + O(\Omega^2).
\]

(E.2)

The infinitesimal generators \( A_1, A_2, A_3 \) are given by

\[
A_1 = \begin{bmatrix}
    1 \\
    0 \\
    -1
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
    0 \\
    1 \\
    0
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix}.
\]

(E.3)

It can immediately be confirmed that they satisfy the commutation relations \([A_2, A_1] = -A_1, [A_1, A_2] = -A_2, [A_1, A_3] = -A_3\). The Casimir operator \( H = -(A_1^2 + A_2^2 + A_3^2) \) becomes

\[
H = \begin{bmatrix}
    2 & 2 \\
    2 & 2
\end{bmatrix}.
\]

(E.4)

Since this is \((1 + 1) \times (1 + 1)\) times the \((2 \times 1 + 1)\)-dimensional unit matrix, the vector representation is the irreducible representation \( \Omega_1 \) of weight 1 of \( SO(3) \).

Consider a traceless symmetric tensor \( B = (b_{ij}), i, j = 1, 2, 3 \). The components are transformed by the camera rotation \( R \) as

\[
\begin{bmatrix}
    b_{11}' \\
    b_{12}' \\
    b_{13}' \\
    b_{21}' \\
    b_{22}' \\
    b_{23}' \\
    b_{31}' \\
    b_{32}' \\
    b_{33}'
\end{bmatrix} = R^T \begin{bmatrix}
    b_{11} \\
    b_{12} \\
    b_{13} \\
    b_{21} \\
    b_{22} \\
    b_{23} \\
    b_{31} \\
    b_{32} \\
    b_{33}
\end{bmatrix} R.
\]

(E.5)

This is a linear mapping from \( b_{ij}, i, j = 1, 2, 3 \), onto \( b_{ij}' \), \( i, j = 1, 2, 3 \), and hence it defines a representation of \( SO(3) \). Since tensor \( B \) is traceless and symmetric, there are only five independent elements. Let us take \( b_{11}, b_{22}, b_{33}, b_{31}, b_{32} \). If the rotation is infinitesimal, we obtain

\[
\delta \begin{bmatrix}
    b_{11} \\
    b_{12} \\
    b_{13} \\
    b_{22} \\
    b_{23} \\
    b_{31} \\
    b_{32}
\end{bmatrix} = \begin{bmatrix}
    2\Omega_3 & -2\Omega_2 \\
    -\Omega_3 & 0 & \Omega_1 & -\Omega_2 \\
    2\Omega_2 & \Omega_2 & -\Omega_1 & \Omega_3 \\
    -\Omega_1 & -2\Omega_1 & \Omega_2 & -\Omega_3
\end{bmatrix} \begin{bmatrix}
    b_{11} \\
    b_{12} \\
    b_{13} \\
    b_{22} \\
    b_{23} \\
    b_{31} \\
    b_{32}
\end{bmatrix} + O(\Omega^2)
\]

(E.6)

The infinitesimal generators \( A_1, A_2, A_3 \) are given by

\[
A_1 = \begin{bmatrix}
    2 \\
    -2 \\
    0
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
    0 \\
    -2 \\
    0
\end{bmatrix}, \quad A_3 = \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix}.
\]

(E.7)
and it is easy to confirm that these infinitesimal generators satisfy the commutation relations \([A_2, A_3] = -A_1, [A_3, A_1] = -A_2, [A_1, A_2] = -A_3\). The Casimir operator \(H = -(A_1^2 + A_2^2 + A_3^2)\) becomes

\[
H = \begin{bmatrix}
6 & 0 & 0 \\
0 & 6 & 0 \\
0 & 0 & 6
\end{bmatrix}.
\] (E.8)

Since this is \(2(2 + 1)\) times the \((2 \times 2 + 1)\)-dimensional unit matrix, the representation defined by the traceless symmetric tensor is the irreducible representation \(D_2\) of weight 2 of \(SO(3)\).

Now, let us go back to (4.1). Take the following set of vectors as a basis of the eight-dimensional representation space:

With respect to this basis, the Casimir operator of (D.2) is diagonalized as follows:

\[
H' = \begin{bmatrix}
2 & 0 & 0 \\
0 & 6 & 0 \\
0 & 0 & 6
\end{bmatrix}.
\] (E.10)

The vector consisting of the flow parameters \(u_0, \cdots, F\) is expressed as the following linear combination of the new basis vectors:

\[
\begin{bmatrix}
\lambda_0 \\
\lambda_0 \\
\Delta \\
\Delta \\
\lambda_0 \\
\lambda_0 \\
\lambda_0 \\
\lambda_0
\end{bmatrix} = \frac{-v_0/f + fE}{2} + \frac{u_0/f + fE}{2} + \frac{C - B}{2} + \frac{2A - D}{3} + \frac{2D - A}{3} + B + C + \frac{u_0/f - fE}{2} + \frac{v_0/f - fE}{2} + \frac{-1}{f} + \frac{1/f}{2} + \frac{-1/f}{2} + \frac{-1/f}{2} + \frac{1/f}{2} + \frac{-1/f}{2} + \frac{-1/f}{2}.
\] (E.11)
Hence, the new components with respect to this new basis are given by $a_1, a_2, a_3$ of (4.5), and $b_{11}, b_{22}, b_{13}, b_{31}, b_{32}$ of (4.6). In terms of these new components, (4.1) is rewritten as

\[
\delta = \begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
b_{11} & b_{22} & b_{13} \\
b_{31} & b_{32}& \end{bmatrix} = \begin{bmatrix}
\Omega_3 & -\Omega_2 \\
-\Omega_3 & \Omega_1 \\
\Omega_2 & -\Omega_1 \\
\end{bmatrix}
\begin{bmatrix}
2\Omega_3 & -2\Omega_2 \\
-2\Omega_3 & 2\Omega_1 \\
-\Omega_3 & \Omega_1 \\
\Omega_2 & -\Omega_1 \\
\Omega_1 & -2\Omega_1 \\
\Omega_2 & \Omega_3 \\
\Omega_3 & \\
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
b_{11} \\
b_{22} \\
b_{13} \\
b_{31} \\
b_{32} \\
\end{bmatrix} + O(\Omega^2). \tag{E.12}
\]

The coefficient matrix is written as $\Omega_i A_i^1 + \Omega_i A_i^2 + \Omega_i A_i^3$, where the infinitesimal generators $A_i^1, A_i^2, A_i^3$ are given by

\[
A_i^1 = \begin{bmatrix}
1 & 1 & -1 \\
-1 & 1 & -2 \\
-1 & -2 & 1 \\
\end{bmatrix},
\]

\[
A_i^2 = \begin{bmatrix}
1 & -1 & 1 \\
1 & 2 & -1 \\
\end{bmatrix},
\]

\[
A_i^3 = \begin{bmatrix}
1 & -1 & 2 \\
1 & -2 & -2 \\
1 & 1 & 1 \\
\end{bmatrix}. \tag{E.13}
\]

Since these infinitesimal generators are the direct sums of those for a vector (E.3) and those for a tensor (E.7), $a_1, a_2, a_3$ are transformed as a vector and $b_{ij}, i, j = 1, 2, 3$, are transformed as a traceless symmetric tensor.

**APPENDIX F**

**PROOF OF PROPOSITION 3**

Equation (E.1) is also written as the following tensor transformation rule for an antisymmetric tensor.

\[
\begin{bmatrix}
0 & -a_3^2 & a_2^2 \\
-a_3 & 0 & -a_1 \\
-a_2 & a_1 & 0 \\
\end{bmatrix} = R^T \begin{bmatrix}
a_3 & 0 & -a_1 \\
-a_2 & a_1 & 0 \\
\end{bmatrix} = R. \tag{F.1}
\]

Hence, we can define a new tensor $C$ by

\[
\begin{bmatrix}
c_{11} & c_{12} & c_{13} \\
c_{21} & c_{22} & c_{23} \\
c_{31} & c_{32} & c_{33} \\
\end{bmatrix} = \begin{bmatrix}
0 & -a_3 & a_2 \\
a_3 & 0 & -a_1 \\
-a_2 & a_1 & 0 \\
\end{bmatrix} + \begin{bmatrix}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33} \\
\end{bmatrix}. \tag{F.2}
\]

Thus, we obtain (4.9)-(4.11).

**APPENDIX G**

**PROOF OF (6.1)**

Consider the mutually orthogonal unit vectors $i = (1, 0, 0)^T, j = (0, 1, 0)^T, k = (0, 0, 1)^T$ along the X-, Y-, and Z-axes. By the definition of $R_i$, if the scene is rotated by $R_i$, the vectors $i, j, k$ move onto vectors $e_1, e_2, e_3$. Similarly, if the scene is rotated by $R_i^T$, the vectors $i, j, k$ move onto vectors $e_1', e_2', e_3$. Hence, if the scene is rotated by $R_i^T R_i^T$, the vectors $e_1', e_2', e_3'$ move onto the vectors $e_1, e_2, e_3$. Conversely, if the camera is rotated by $R_i^T R_i^T$, the vectors $e_1', e_2', e_3'$ move onto the vectors $e_1, e_2, e_3$.

**APPENDIX H**

**PROOF OF (7.5) AND (7.6)**

We follow the formulation of Kanatani [7]. The 3-D recovery solution is given in terms of $a_i, i = 1, 2, 3,$ and
$b_{ij}, i, j = 1, 2, 3$ as follows. First, define $T, S, L$ by

$$T = b_{33}, \quad S = (b_{11} - b_{22}) + 2ib_{12}, \quad L = b_{31} + ib_{32},$$

(H.1)

where $i$ is the imaginary unit. Then, the translation velocity components scaled by the depth $r$ are given by

$$a/r = \text{Re} \left[ L \right] + a_1, \quad b/r = \text{Im} \left[ L \right] - a_1, \quad c/r = \alpha,$$

(H.2)

where $\alpha$ is the middle of the three real roots of the following cubic equation, and $\text{Re}$ and $\text{Im}$ denote the real and the imaginary parts.

$$X^3 - 3TX^2 + \frac{1}{2}(9T^2 - |S|^2 - 4|L|^2)X$$

$$+ \frac{1}{2}(\text{Re} [L^3] + 3T|L|^2) = 0.$$  

(H.3)

Here, $*$ and $| \cdot |$ denote the complex conjugate and the modulus of the complex number. Next, using the solution $\alpha$, compute the following two complex quantities.

$$P = \frac{1}{\alpha} (L + \sqrt{L^2 - \alpha S}), \quad W = i(L + \sqrt{L^2 - \alpha S}).$$

(H.4)

Then, the surface gradient components $p, q$ and the rotation velocity components $\omega_1, \omega_2, \omega_3$ are given as follows.

$$p = \text{Re} \left[ P \right], \quad q = \text{Im} \left[ P \right],$$

$$\omega_1 = \text{Re} \left[ W + iL \right] + a_1, \quad \omega_2 = \text{Im} \left[ W + iL \right] + a_2,$$

$$\omega_3 = \text{Re} \left[ PW^* \right] + a_3.$$  

(H.6)

From these results follows the observation in Section VII.
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