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Abstract—This paper introduces a new method to medical image segmentation using a reinforcement learning scheme. We use this novel idea as an effective way to optimally find the appropriate local thresholding and structuring element values and segment the prostate in ultrasound images. Reinforcement learning agent uses an ultrasound image and its manually segmented version and takes some actions (i.e., different thresholding and structuring element values) to change the environment (the quality of segmented image). The agent is provided with a scalar reinforcement signal determined objectively. The agent uses these objective reward/punishment to explore/exploit the solution space. The values obtained using this way can be used as valuable knowledge to fill a Q-matrix. The reinforcement learning agent can use this knowledge for similar ultrasound images as well. The results demonstrate high potential for applying reinforcement learning in the field of medical image segmentation.

I. INTRODUCTION

Many applications in medical imaging need to segment an object in the image [1]. Ultrasound imaging is an important image modality for clinical applications. The accurate detection of the prostate boundary in ultrasound images is crucial for diagnostic tasks [2]. However, in these images the contrast is usually low and the boundaries between the prostate and background are fuzzy. Also speckle and weak edges make the ultrasound images inherently difficult to segment. The prostate boundaries are generally extracted from transrectal ultrasound (TRUS) images [2]. Prostate segmentation methods generally have limitations when there are shadows with similar gray level and texture attached to the prostate, and/or missing boundary segments. In these cases the segmentation error may increase considerably. Another obstacle may be the lack of a sufficient number of training (gold) samples if a learning technique is employed and the samples are being prepared by an expert as done in the supervised methods. Algorithms based on active contours have been quite successfully implemented with the major drawback that they depend on user interaction to determine the initial snake. Therefore, a more universal approach should require a minimum level of user interaction and training data set.

Considering the above factors our new algorithm based on reinforcement learning (RL) is introduced to locally segment the prostate in ultrasound images. The most important concept of RL is learning by trial and error based on interaction with the environment [3], [4]. It makes the RL agent suitable for dynamic environments. Its goal is to find out an action policy that controls the behavior of the dynamic process, guided by signals (reinforcements) that indicate how well it has been performing the required task.

In the case of applying this method to medical image segmentation, the agent takes some actions (i.e., different values for thresholding and structuring element for a morphological operator) to change its environment (the quality of the segmented object). Also, states are defined based on the quality of this segmented object. First, the agent takes the image and applies some values. Then it receives an objective reward or punishment obtained based on comparison of its result with the goal image. The agent tries to learn which actions can gain the highest reward. After this stage, based on the accumulated rewards, the agent has appropriate knowledge for similar images as well.

In our algorithm we use this reinforced local parameter adjustment to segment the prostate. The proposed method will control the local threshold and the post-processing parameter by using a reinforcement learning agent. The main purpose of this work is to demonstrate this ability that as an intelligent technique, reinforcement learning can be trained using a very limited number of samples and also can gain extra knowledge during online training. This is a major advantage in contrast to other approaches (like supervised methods) which either need a large training set or significant amount of expert or a-priori knowledge.

This paper is organized as follows: Section II is a short introduction to reinforcement learning. Section III describes the proposed method. Section IV presents results and the last part, section V, concludes the work.

II. REINFORCEMENT LEARNING

Reinforcement learning (RL) is based on the idea that an artificial agent learns by interacting with its environment [3], [4]. It allows agents to automatically determine the ideal behavior within a specific context that maximizes performance with respect to predefined measures. Several components constitute the general idea behind reinforcement learning. The RL agent is the decision-maker of the process and attempts to take an action recognized by the environment. It receives a reward or punishment from its environment depending on the action taken. The RL agents discover which
actions bring more reward using exploration and exploitation. The agent also receives information concerning the state of the environment. At the beginning of the learning process the RL agent does not have any knowledge about how promising taking different actions are [3]. It takes the various actions, and observes the results. After a while, the agent has explored many actions which bring the highest reward and gradually begins to exploit them. In fact, the agent acquires knowledge of the actions and eventually learns to perform the actions that are the most rewarding. During this process it tries to meet a certain goal relating to the state of the environment. The reward and punishment could be defined objectively when they are defined using a function; or gained subjectively when they are given to the agent by an experienced operator.

Action policy $\pi$ is the strategy used by the agent to select an action to change the current state. The agent must make a trade-off between immediate and long-term return. It must explore unseen states as well as the states which maximize its return by choosing what it already knows. Therefore, there needs to be a balance between exploration of unseen states and exploitation of familiar (rewarding) states.

Reinforcement learning learns online, and can continuously learn and adapt while performing the required task. This behavior is useful for many cases like medical imaging where precise learning samples are difficult or impossible to obtain [3], [7].

The design of RL agents is based on the definition of the problem at hand. Figures 1(a) and 1(b) show the general components of reinforcement learning and the model used in our proposed approach, respectively. The agent, which is the decision maker of the process, observes the state of the environment. Then it takes an action based on the former experience associated with the current observation and accumulated reinforcement (reward/punishment). Finally, the agent receives a reward or punishment from its environment depending on the action taken.

Q-Learning, a popular technique proposed by Watkins in 1989, is an iterative method for action policy learning [5], [6]. This off-policy method is one of the most commonly used RL methods used in temporal difference learning [4].

Boltzman policy is frequently used to estimates the probability of taking each action $a$ given a state $s$. The probability used in this policy is calculated as follows [3]:

$$p(a) = \frac{e^{Q(s,a) / \theta}}{\sum_{a'} e^{Q(s,a') / \theta}}. \quad (1)$$

In this equation $\theta$ is the temperature. It is initialized with high value and decreases when the numbers of iterations increases. Also there are other policies for Q-Learning such as $\varepsilon$-greedy and greedy. The $\varepsilon$-greedy performs for some applications better than greedy because in the greedy policy all actions are not explored, while $\varepsilon$-greedy selects the action with the highest Q-value in a given state, with probability of $1 - \varepsilon$ and selects other ones with probability of $\varepsilon$. Considering action $a_t$ when visiting state $s_t$ and following an action policy such as Boltzman exploration, Q-learning algorithm can be defined as given in Table I.

### TABLE I
**Q-LEARNING ALGORITHM [3].**

<table>
<thead>
<tr>
<th>Action</th>
<th>Environment</th>
<th>Reinforcement</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent</td>
<td>Original Image</td>
<td>Reward/Punishment</td>
<td>Segmented Image</td>
</tr>
</tbody>
</table>

Fig. 1. (a) A general model for Reinforcement learning agent, (b) Model used in proposed approach.

#### III. PROPOSED APPROACH

Reinforcement learning has already been used for some other image processing applications [7], [8], [9], [10]. In this paper, we show that it enables us to implement the task of prostate segmentation in a new way.

In our proposed approach we divide the ultrasound image to several sub-images and use two main stages to locally segment the objects of interest. We first threshold the sub-images using local values. Due to some disturbing factors such as speckle and low contrast we usually have many artifacts after thresholding. Therefore, we use morphological opening in a second stage to locally post-process each thresholded sub-image. The reinforcement learning agent determines the local thresholding value and the size of structuring element for each individual sub-image.

To construct the RL agent, three components; states, actions and reward should be defined. The Q-matrix can be
constructed according to definition for states and actions. The RL agent starts its work using an ultrasound image and its manually segmented version. The agent works on each sub-image and using the gold standard (obtained from the manually segmented version) explores the solution space for that sub-image. During this time the RL agent changes the local thresholding values and the size of structuring element for each sub-image individually. By taking each action the agent receives corresponding reward/punishment for that state-action pair and updates the corresponding value in Q-matrix. After this process the agent has explored many actions and tries to exploit the most rewarding ones. This method is specifically useful for prostate ultrasound images where there are several images from a patient having inherently the same characteristics. In such a case, instead of parameter adjustment for each individual input image or using a large training data set to cover all possible cases, we can use some of them and acquire their knowledge to segment the other ones. It is also useful to gain extra knowledge during online training when the agent tries to segment new images.

Figure 2 (a) and (b) illustrate a prostate ultrasound image and its manually segmented version. They can be employed as a sample reference images to gain the knowledge for the RL agent.

A. Defining the States
To define the states, following features have been considered:

1) The location of the sub-images: To segment the image locally, we divide it into $M_S$ rows and $N_S$ columns (totally $M_S \times N_S$ sub-images) and the RL agent works on each of them separately. The location of each sub-image is used as a state parameter.

2) Existence of attached parts to the prostate and/or missing boundary segments: Generally, prostate segmentation methods have limitations when the image contains irrelevant parts with similar gray level (usually caused by shadow) attached to the prostate, and/or missing boundary segments. When we threshold the sub-images these attached and missing parts may be revealed as well. The presence and intensity of these parts on the prostate boundary can be evaluated as a state parameter.

In our proposed algorithm we use a method to represent how much these parts exist on the prostate. To recognize the irregularity in the boundary of the segmented object (in our case prostate) we use signature of a contour combined with an estimator based on Kalman filter [11], [12].

A signature is a functional representation of a contour, generated in various techniques [12], [13]. In our approach we use a signature based on the distance versus angle. In this method, we suppose that the geometric center of the prostate in original image is given by the user and the distance from the points on the boundary to the geometric center of the object, is represented as a $2\pi$ periodic function. Generally, in a signature one angle $\theta$ may have several distances $r$ and we may represent it as a 2D function $f(\theta, r)$ containing the values 0 and 1. But because we want to find the points where an irregularity is starting (due to the attached parts and missing boundary segments), for each angle we use the nearest corresponding contour point as measured data. Using this method the signature can always be described as a 1D function.

Because we use the geometric center of the object shape this representation is invariant to translation. Also we normalize $r$ to make this transformation scale invariant. Because we just need to detect abrupt changes in the signature path as irregular points, our method is not sensitive to orientation as well.

To find the points corresponding to irregular parts we can use an estimator based on Kalman filter [11]. We can use some properties of this filter to evaluate the data on the object signature and detect the existence of the attached and/or missing parts. To implement such a technique, we simulate the problem of signature tracing as a dynamic tracking system. In this system the data located on the signature of the segmented object are used as the input (measurement data) for the tracking filter. Using such an estimator the Kalman filter can track the trajectory of the signature for a whole period. Each data on the signature brings updated information for the current and future data. We simulate it as a 1D dynamic movement. For this movement we can consider
the position and velocity as the variables which describe the state of the system. Using this method we can estimate the position and eventually the abrupt changes on the border of the segmented object.

In our case, we have one variable for position and one for velocity. We represent the state variables based on the data located on a signature. Whenever we want to extract the state parameter we can use the geometric center \( O \) of the whole segmented area to define such state variables and consider the following state vector:

\[
x = \begin{bmatrix} r \\ \dot{r} \end{bmatrix},
\]

where \( r \) is the distance between the geometric center \( O(x_c, y_c) \) and pixels \((x_p, y_p)\) located on the border of the prostate (signature value). For each value of \( r \) there is a corresponding angel \( \theta \) between the vertical axis and \( r \). Hence, the following equations can be considered for \( r, \dot{r} \) and \( \theta \):

\[
\begin{align*}
\dot{r} &= \dot{y} \cos \theta + \dot{x} \sin \theta, \\
\dot{\theta} &= \tan^{-1}(y_p - y_c, x_p - x_c),
\end{align*}
\]

where \( \dot{r} \) is the radial velocity. Using the above state vector we represent the sequential data on the signature of the detected object in terms of \( \theta \). This estimator considers a discrete dynamic model contains state and measurement equations:

\[
x_k = A_{k-1}x_{k-1} + B_{k-1}W_{k-1},
\]

\[
Z_k = H_kx_k + V_k,
\]

where \( x \) is the state vector in equation 2. Other components are defined as follows:

\[
A_k = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix}, \\
B_k = \begin{bmatrix} T^2 \\ T \end{bmatrix}, \\
H_k = \begin{bmatrix} 1 & 0 \end{bmatrix},
\]

where \( W_k \sim N(0, Q_k) \) and \( V_k \sim N(0, R_k) \) are the process and measurement noise, respectively. \( T \) is the interval which represents the changes in the state and measurement equations. The value of \( T \) does not affect the final result and therefore we can choose it as \( T = 1 \) for simplicity. The values of \( R \) and \( Q \) are the square of measurement and process noise covariance, respectively. The accelerations in the radius is modelled as a zero-mean, white, Gaussian noise \( W \). Also the measurement data \( Z_k \) which is calculated based on the location of boundary pixels is assumed to be a noisy version of the actual position.

Kalman filter starts the estimation using the signature of the segmented object in the thresholded image. In each sequential iteration, the points on the signature (corresponding to the points along the prostate border) are used as measured data and the Kalman filter estimates the next \( r \). These predicted values determine a point as the next one on the signature. Also it predicts \( \dot{r} \) for the next iteration. When we go to the next iteration the new data on the signature is the new measured data for the filter. This data is compared to the predicted position from the previous iteration. If there is sufficient correlation between them the measured data is incorporated to update the filter state, otherwise based on the shape of prostate the prediction point is considered as measured data and filter starts the next iteration. To measure the correlation we implement an association process between the predicted and measured data. For this association process we use an interval \( \delta_r \), the so-called “association interval” around the predicted point. Only the data located on the signature and inside of this interval are considered as valid measurements for updating the filter. For good performance, the association interval must be adaptive. This means that its size must be varied. It can be changed based on the covariance of the Kalman filter so that it maximizes the presence of valid data and minimize invalid data. In one dimensional problems, it can be represented as the following form:

\[
\alpha \delta_r \leq L,
\]

The value of \( L \) is a constant and \( \alpha \) is the element of the Kalman filter covariance. In the case when there is no data inside the association interval we need to capture it. Therefore the value of \( L \) should be larger gradually. Figure 3 shows the \( r, \theta \) and association interval for a sample point on the prostate border.

![Prostate Border](image)

**Fig. 3.** \( r, \theta \) and association interval for a sample point on the prostate border

When the border reaches an attached shadow, or a missing boundary segment is encountered, then there is an abrupt change in the pixels’ path. These sharp changes are considered as new paths for tracking process. After a few iterations Kalman filter detects that such cases do not belong to the true path because the data do not correlate with the followed path. The association interval is made larger until it again captures the true data on the object signature which have enough correlation with the prediction point. Using
the association technique the data belonging to shadows and missing segments on the prostate border are detected.

In the area that border is changing smoothly the measurement data is placed inside the association interval and the value of measurement noise in matrix $R$ should be small. In the case when there is no data inside the association gate we cannot be sure about the validity of measurement data. Therefore, in these cases the value of measurement noise in $R$ should be large. Also the value of process noise in matrix $Q$ simulates the small variation around the estimated point.

Figure 4 (a) illustrates the irrelevant parts that may be revealed after thresholding. In this figure the parts AB,CD and GH are attached parts and EF is a missing boundary segment. Figure 4 (b) shows the points used to make the signature and consequently for the Kalman filter. Also 4 (c) shows the result of kalman filter on the signature of the segmented object in part AB. The estimation of filter for the border is marked with ‘×’ sign.

The above process needs to be applied on the whole segmented object. Therefore, to find the points corresponding to the attached and missing parts we look at the whole segmented image. When we detect the potential points we note that in which sub-image they are located and follow the local operations.

Using this method, if there exists an attached or missing part on the prostate border we can estimate its thickness as:

\[ \Delta_{\text{thickness}} = \text{Thickness of attached or missing parts} \]

The discretized value of this thickness is used as a parameter to define the state for the RL agent.

B. Defining the Actions

For each sub-image the agent must adjust the threshold value and the size of structuring element for morphological opening. This can be done by increasing and decreasing of the assigned local thresholding value for each sub-images. We can add/subtract a specific value $(\pm \Delta T_r)$ to increase/decrease the threshold ($T_r$). Also we can use a simpler way by taking some predefined values $(T_1, T_2, ..., T_n)$ between the maximum and minimum gray levels in each iteration. For morphological opening we increase/decrease the size of structuring element in a specific interval or choose among some predefined values $(s_1, s_2, ..., s_n)$.

C. Defining Reward/Punishment

In order to define an objective reward/punishment we need to have a criterion for how well the object has been segmented in each sub-image. We can use several criteria for this purpose. A straightforward method is to compare the results before and after action based on the quality of segmented objects. To measure this for each sub-image we note that how much the quality is changed after the action. For each sub-image, for high increase in the quality of segmented object the agent receives high rewards, for the medium increase it will receive less, and for the decreasing quality it will be punished:

\[
\text{reward} = \begin{cases} 
\epsilon_1 \cdot D_{\Delta} & D_{\Delta} \geq 0, \\
\epsilon_2 \cdot D_{\Delta} & D_{\Delta} \leq 0,
\end{cases}
\]

where $D_{\Delta}$ is the normalized difference between the quality measure before and after taking the action which is automatically determined based on increasing or decreasing of the attached or missing parts. In this equation $\epsilon_1$ and $\epsilon_2$ are the constant values.

D. Offline Procedure and Testing

Now the system is completely designed and can start using a reference image and its segmented version. The states and actions are based on what we designed in section III-A and III-B, respectively. The perfect output image is available using manually segmented version. For reward/punishment function, we use the same equation 12 but for the quality measure of each sub-image we calculate in how far the
similarity with the perfect output image is changed after the action was taken. To measure this similarity we can calculate the percentage of the pixels that are the same in the perfect output image and the image segmented by the RL agent.

During this procedure, the system must explore the parameter space. It can be achieved using the Boltzmann policy with a high temperature or $\varepsilon$-greedy policy. After a sufficiently large number of iterations, the Q-matrix is filled with appropriate values. It means that the agent can estimate the best action for each given state. Then we can use the system on new samples. The agent must find the appropriate thresholding and post-processing parameter (size of structuring element) for each sub-image such that the prostate can be correctly segmented. The system takes its action based on the knowledge it has gained already. After a limited number of iterations the system can recognize the optimal values and segment the prostate.

IV. RESULTS AND DISCUSSIONS

In this section we present and discuss the results of the proposed approach. The ultrasound and the manually segmented version illustrated in Figure 2(a) and (b) can be used as sample. We implemented an $\varepsilon$-greedy policy to explore/exploit the solution space. The ultrasound image was divided to $M_S = 3$ rows and $N_S = 4$ columns. The number of discrete levels for thickness (as over-segmentation and under-segmentation) was set to 9. Because we have 12 sub-images in our case, there are $9 \times 12 = 108$ states in total. The RL agent was trained using a total of 5000 iterations for all sub-images.

The threshold action is defined as increasing/decreasing of a specific value for the current local threshold. This value is equal to \( \frac{1}{10} \) of the difference between the maximum and minimum gray levels for each sub-image or 0 for no change. For the post-processing action (morphological opening operator) we chose the size of structuring element among values 0, 5, 10 or 20. For calculation of reward we choose $\varepsilon_1 = \varepsilon_2 = 10$ (see Eq. 12). After the performing of procedure the Q-matrix was filled with appropriate values. In fact, the agent gained enough knowledge to recognize the optimum values for each sub-image.

In the test stage we used 6 similar sample images from the same patient in order to verify the segmentation results. Figure 5 shows these test images (images I1-I6). In all cases, after a limited number of iterations (usually less than 20 for the conducted experiments) the agent could segment the prostate and terminate the process.

To quantitatively evaluate our results, we have used a similarity measure, $\eta$, based on the misclassification rate as a general criterion in image segmentation [14], [15]:

$$\eta = 100 \times \frac{|B_O \cap B_T| + |F_O \cap F_T|}{|B_O| + |F_O|},$$

(13)

where $B_O$ and $F_O$ denote the background and foreground of the perfect image (manually segmented), $B_T$ and $F_T$ denote the background and foreground area pixel in the result image, and $|.|$ is the cardinality of the set. Table II shows the summarized results for these images.

Table II shows that for simple cases the proposed approach has acceptable results to use as the input of a fine tune segmentation algorithm. For instance the result of proposed approach may be used as initial snake for the well-known method introduced in [16] or as a coarse estimation for the methods introduced by authors in [17]. Even in some parts that the original image has good quality, the results of proposed approach can be matched with final segmentation.

V. CONCLUSIONS

In this work, a reinforcement learning method as a novel idea for prostate segmentation was proposed and some results were illustrated. First, the image is divided to some sub-images. Then in an offline stage, the agent takes some actions (i.e. changing the thresholding value and the size of structuring element) to change its environment (the quality of the segmented parts) in each sub-image. After this stage, the agent takes actions with maximum reward for each possible state for each sub-image. It can choose the appropriate values for the input image with similar characteristics based on its accumulated knowledge. The proposed method can be trained for object segmentation in medical images to achieve an acceptable level of performance. The idea in this method has the potential to be used as the main segmentation approach, or as an interim stage to serve other segmentation methods. This method was applied to some similar test ultrasound images containing prostate. Based on a simple similarity measure, we showed the effectiveness of proposed approach. Our future work will concentrate on extension of the algorithm. Adaptive selection of number of sub-images, and integration of more and robust features will be investigated. Adding other operations like noise filtering to be controlled by the RL agent will be tested. Also, more appropriate quality measures (usually used in medical imaging) must be apply to evaluate the performance more accurately.
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Fig. 5. The original image and its result for test images I1-I6: (a) Image 1, (b) Image 2, (c) Image 3, (d) Image 4, (e) Image 5, (f) Image 6