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Abstract

The paper presents an innovative approach that integrates the arbitrage pricing theory (APT) and artificial neural networks (ANN) to support portfolio management. The integrated approach takes advantage of the synergy between APT and ANN in extracting risk factors, predicting the trend of individual risk factor, generating candidate portfolios, and choosing the optimal portfolio. It uses quadratic programming for identifying surrogate portfolios in APT and ANN to predict factor returns. Empirical results indicate that the integrated method beats the benchmark and outperforms the traditional method that uses the ARIMA model.
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1. Introduction

Portfolio management is a major issue in investment. Its goal is to choose a set of risk assets to form a portfolio that can maximize the return under a given risk or minimize the risk for obtaining a given return. Due to the complexity in portfolio management, institutional investors often need decision support systems (DSS) to facilitate their decision making. A critical factor for developing a successful DSS for portfolio management is its stock selection model.

A good model allows good stocks to be selected to reach a higher performance.

The most popular model in portfolio management in recent years is the arbitrage pricing theory (APT) developed by Stephen Ross in 1976 [28–31]. Theoretically, the APT model can price risk assets of a portfolio efficiently from a few risk factors. It identifies three to five risk factors [2,27] from a number of possible candidates, and then selects securities based on their relative risks and returns compared to the market. In practice, however, heuristics are usually required to overcome bottlenecks in determining a proper set of stocks when APT is used alone. For instance, in the Roll and Ross investment review process (as shown in Fig. 1) [28], investors have to know the probability of success in meeting the speci-
fied target before they set up the desired performance level relative to the benchmark (i.e., the market index that they want to "beat"). Furthermore, once the target level of performance is set, they need heuristics to determine the levels of risk exposure with each factor and the weight of each risk asset in the portfolio to reach the goal. In general, these heuristics are hard to acquire and are considered highly sensitive in most investment firms.

Recently, much research has focused on using artificial intelligence (AI) techniques to predict stock prices. One technique of particular interests is the artificial neural networks (ANN) [11,12,14,16,23,34,36,40,41]. Cybento has proven that if correct interconnection weights can be found, an ANN with a sufficient number of neurons in the hidden layer can be used to approximate any multidimensional function to any specified degree of accuracy [7]. However, practical limitations exist when we use the ANN alone to support portfolio management. A major one is that it requires heavy computational efforts because the number of securities to be analyzed is usually very large. For instance, if we want to formulate an ANN model to analyze 100 stocks with each having data for 100 periods, we may need 10,000 neurons at certain ANN layers, which is computationally prohibitive.

Given the facts that using ANN models alone to analyze portfolio performance would be too complicated and the APT model can reduce the number of the risk factors, it seems to be beneficial to integrate these two approaches. The solution of the integrated

Fig. 1. The Roll and Ross investment review process.
approach requires to adopt both artificial intelligent
and optimization paradigms in a unified manner [18].
Toward this end, this paper studies two issues: (1)
how ANN can be integrated with APT to support
portfolio analysis, and (2) how well the integrated
method performs.

In this research, a novel approach for integrating
APT and ANN is developed. The approach suggests
using quadratic programming to obtain the maxi-
mum explained variance of risk factors to risk assets
returns for asset pricing in APT. Once risk assets
have been priced, ANN can be applied to predict the
effects of risk factors on assets prices. Investment
alternatives can then be generated, and the optimal
(most efficient) investment portfolio can be deter-
mined based on the prediction and the investor's
preference. Through the unification of AI and opti-
mization methods, the complex portfolio manage-
ment can be solved.

To evaluate the integrated approach, empirical
studies are conducted. We examine the number of
risk factors determining assets pricing in the Taiwan
stock market, and compare with the benchmark the
performances of (1) integrating APT with the ANN
model (IANN model) and (2) integrating APT with
the ARIMA model (IARIMA model). The Taiwan
Stock Exchange Weighted Price Index (TSEWPI)
of the Taiwan stock market was chosen as the bench-
mark.

This research is an application and implementa-
tion of unifying mathematical programming and AI
techniques. Its contribution is threefold. First, the
integration of APT and ANN successfully eliminates
the limitations of using APT or ANN models alone
in portfolio management. Second, the integrated ap-
proach shows capabilities to effectively automate the
portfolio management process. Finally, our findings
also show a successful integration of optimization
and AI techniques. This can provide insights into
further integration of mathematical optimization
models and AI techniques.

The remainder of the paper is organized as fol-
lows. First, the concepts of APT and ANN are
discussed. This is followed by a description of our
integrated approach that combines APT with the
ANN model. Finally, empirical studies evaluating
the performance of the integrated method and their
findings are discussed.

2. Research background

2.1. Arbitrage pricing theory

It is a common believe that if you want to obtain
a higher return in the financial market, you must bear
higher risks. This simple concept raises at least two
questions: (1) what do we mean by “risk”, and (2)
how can it be measured? The capital asset pricing
model (CAPM) [33] was an early approach to in-
clude risks in portfolio analysis. According to CAPM,
the risks of a security are measured by its beta
coefficient. The beta coefficient of a security is
defined as the sensitivity of the security’s return
compared to the return of the “market”. In theory,
the market is the portfolio composed of all securities
and assets available for investment. For example,
when a security whose return variation is larger than
that of the market, then its beta is greater than one.
Its beta would be less than one, otherwise.

Since the CAPM uses a single factor to capture
security risks, it is considered inadequate in many
situations. To offset this problem, the APT model
that refines CAPM to include multiple risk factors
was developed later. The major assumption of the
APT model is that the investment risks can be
broken down into systematic and idiosyncratic risks
[28]. Systematic risks are market-oriented and perva-
sively influence virtually all security prices (e.g.,
interest rates or the business cycle). They are intro-
duced by the limited number of risk factors we
consider for constructing the portfolio. Idiosyncratic
risks involve unexpected events peculiar to a single
security or a limited number of securities (e.g., the
loss of a key contract or a change in government
policy toward a specific industry). They can be
eliminated in large well diversified portfolios.

Basically, APT is a multiple-index model that
uses a few influential risk (common) factors to deter-
mine asset prices. Ross was the first to show that a
multiple index model would always lead to a unique
relative pricing model [31]. The return calculation
equation for each security is shown in Eq. (1). In
equilibrium conditions, the relative price of each
security can be described by the Eq. (2) [10].

\[
R_i = \alpha_i + \sum_{L=1}^{k} \beta_{il} R_L + e_i.
\]  

(1)
where:

\[ R_i = \text{the return on risk asset } i; \]
\[ \alpha_i = \text{the unique expected return associated} \]
\[ \text{with risk asset } i; \]
\[ \beta_{iL} = \text{the sensitivity of risk asset } i \text{ to index} \]
\[ L, \text{ for } L = 1 \ldots k; \]
\[ R_L = \text{the return on index } L; \]
\[ e_i = \text{a random variable with a mean of zero} \]
\[ \text{and a variance of } \sigma_{e_i}^2. \]

\[ \bar{R}_i = R_F + \sum_{L=1}^{k} b_{iL} \lambda_L, \]

where:

\[ \bar{R}_i = \text{the average return on risk asset } i; \]
\[ R_F = \text{the risk-free return;} \]
\[ b_{iL} = \text{the estimated sensitivity of risk asset } i \]
\[ \text{to index } L; \]
\[ \lambda_L = \text{the price of risk } L. \]

A number of empirical studies have examined the validity of the APT model [2–6, 8, 9, 20, 24, 27, 39]. For instance, Roll and Ross [27] gathered the daily returns on 1,260 stocks listed on the New York and American Stock Exchanges between July 3, 1962 and December 31, 1972 (a total of 2,619 trading days). These data were then grouped into 42 groups, with each having 30 stocks. They used these data to evaluate APT and concluded that there were three to five risk factors that determined asset pricing. In Taiwan, Wu and Lin [39] studied the explanation power of asset pricing models using the trading data at the Taiwan Stock Exchange. The results indicated that APT was indeed more powerful than the traditional CAPM model.

### 2.2. Applying APT to support portfolio management

Besides empirical studies verifying the validity of asset pricing models, there are studies that focus on the application of these models to portfolio management in practice [28, 22]. For example, Roll and Ross [28] proposed an approach to use APT in investment decisions. As shown in Fig. 1, this approach includes six major steps. First, the historical data base of individual securities in various markets is updated using proprietary computer programs. Second, mastering portfolios that surrogates the underlying macro-economic risk factors are created. Third, the risk of each stock on a certain factor is measured using regression analysis. Fourth, the expected return or risk premium for each of the master portfolios is determined. The result can be used to construct portfolios. Fifth, the target exposures that tailor the client's portfolio based on the client's target performance are calculated. Finally, individual securities are selected to have low volatility and high return. The above six steps are repeated monthly to maintain a portfolio that tracks the movement of the benchmark with consistently higher additional incremental returns.

Empirical results [28] indicated that the return of the portfolio generated using APT exceeded the S&P 500 benchmark by an average of over 200 basis points per annum for the U.S.A. stocks, exceeded the performance of the Tokyo Stock Exchange Price Index by an average of 400 basis points per annum for the Japanese securities, and exceeded the EAFE by an average of over 500 basis points per annum for non-U.S.A. international stocks.

Lin et al. [22] also presented a method that tended to construct a portfolio whose performance is better than that of the industry indices by using the return generating process of the APT. The empirical results indicated that the portfolio constructed by the method outperformed the industry indices. Overall, most previous research provides strong evidence to support the usefulness of the APT model in portfolio construction.

### 2.3. Artificial neural networks

Artificial neural networks (ANN) are a special kind of modeling technique evolved from biological sciences. The basic component of an ANN model is artificial neurons. Each neuron is composed of inputs, processes, and outputs. A neural network is a connection of artificial neurons to simulate a biological neural network. Neurons can be connected and perform in many different ways. Rumelhart [32] specified eight major aspects to differentiate the structure and operation of the ANN: (1) set of processing units, (2) state of activation, (3) output function for each unit, (4) pattern of connectivity, (5) propagation rule for passing patterns of activities, (6)
activation rule for combining inputs affecting a unit with its present state to produce an output, (7) learning rule whereby interconnections can be modified on the basis of experience, and (8) environment within which the learning system must operate.

Since neurons can be connected differently, there are many types of ANN models (called “paradigms”). In general, we categorize these models according to their learning behavior. For example, we may categorize them into supervised or unsupervised learning based on the availability of the outcome class. Supervised learning learns from input data whose classes are known, whereas unsupervised learning groups data without known classes into clusters based on their similarity. In ANN, Perceptron and back-propagation network (BPN) are supervised learning models, whereas adaptive resonance theory (ART) and bi-directional associative memory (BAM) are unsupervised learning models. Among different models, BPN is the most popular and has the highest success rate.

A BPN model is composed of several layers (generally, more than two layers) of neurons. Each layer contains a predetermined number of neurons. Every neuron in a layer connects to all neurons in the adjacent layers. For example, a 4–5–4 BPN contains four neurons in the input layer, five neurons in the hidden layer, and four neurons in the output layer. Its architecture is shown in Fig. 2. The neurons at the input layer receive messages from the external environment, and those at the output layer send messages to the environment. One or more hidden layers are set between the input and output layers. The existence of the hidden layer enables the ANN to model complex causal structures through interactions among the neurons.

A major step in building ANN models is to learn the connection weights through training. The process of training a BPN includes the following steps: (1) set the connection weights of a BPN model randomly, (2) select a training case from the training set and send its input vector to the input layer of the BPN, (3) calculate the output of the BPN, (4) calculate the error between the output of the model and the actual value, (5) adjust the connection weights based on the learning rule to remove the error, (6) repeat steps 2 to 6 until the sum of errors is below the specified tolerance level. A detailed description of the BPN algorithm can be found in [15].

ANN have advantages over traditional classification methods such as discriminant analysis. For instance, ANN can provide a proper solution for complex classification or prediction problems by the internal associative and adaptive abilities of the network. Moreover, ANN is fault-tolerant. ANN have disadvantages too. First, its learning process is very time-consuming. It could easily take hours of computation on a computer before a stable model can be built. Second, it is hard to explain how it solves the problem. The causal relationships are hidden in the network connections. Finally, the determination of an optimum network structure has remained as an art that must rely on trial and error. This adds more uncertainty into the model building process. Overall, it is a useful technique worth serious studies.

2.4. Applying ANN to support investment decisions

ANN has been used widely in financial analysis [25,26,35] and investment prediction [11,12,14,16,23,34,36,40,41]. For example, Tanigawa and Kamijo [36] proposed a stock price pattern matching system using a Dynamic Programming...
Neural Network (DNN). DNN is based on the integration of the neural network and Dynamic Programming matching method (DP-matching). The stock price patterns classified by DNN were evaluated by three chartists (human experts). It became clear that high correlation was found between the classification by DNN and the evaluation by chartists. The proposed DNN system was able to match patterns judged by the chartists as similar.

Kimoto et al. [16] proposed an ANN to determine the timing to buy or sell the TOPIX index. They trained and tested the ANN using the weekly data from January 1987 to September 1989. The result indicated that the ANN model performed better than the benchmark. If we set the TOPIX index of January 1987 as 1.00, the straight-forward buy-and-hold strategy would result in a performance of 1.67 by September 1989, whereas the performance of the ANN model would be 1.98.

Jang et al. [12] proposed a structure-level adaptive back-propagation learning algorithm that could automatically synthesize the structure of a neural network to fit the desired problem. The results indicated that, for the testing period between 1990 and 1991, the annual rates of return from trading decisions suggested by the proposed system were higher than those of the buy-and-hold strategy.

Although ANN have been used to predict stock prices, limitations exist when they are used for portfolio analysis. The major one is that the complexity of the network model increases dramatically as the number of stocks to be analyzed increases. This may make the model building extremely expensive and sometimes impossible.

3. Integrating arbitrage pricing theory with artificial neural networks

Given that both APT and ANN have their strengths and weaknesses, it is natural to seek an integration. Integration of mathematical optimization and artificial intelligence methods has been applied in several occasions [17-19,21]. For example, Liang et al. [21] developed an approach that integrates semi-Markov decision models and ANN for production scheduling. Empirical evidence indicated that the integrated method outperformed the individual method.

Lee and Song [17] proposed a method that integrates linear programming (LP) models and rule-based systems for the crude oil purchase scheduling. The LP model covers the monthly crude oil purchase plan, while the rule-based system covers the daily crude oil delivery schedule. The Post-Model Analysis (PMA) approach is necessary because the monthly optimal purchase plan must be adjusted during implementation to accommodate the dynamic situation of suppliers and tankers.

Lee et al. [19] proposed a K-FOLIO system, which integrates the Markowitz risk-return optimization model with the expert knowledge of specialists and managers, to support investment management. Empirical results indicated that the cumulated K-FOLIO returns from January to December 1987 were greater than the average market yield and the returns of the unenhanced Markowitz model in Korean Stock Exchange.

An integration of APT and ANN has certain advantages. The APT method has strong theoretical background but needs heuristics in practical applications. The ANN method is capable of providing reliable heuristic models when prediction of certain factors is necessary in constructing portfolios.

The integrated approach in our research includes three major components: APT, ANN, and a portfolio constructor. We need to use the APT model to price the risk assets available for building a portfolio. Once the prices are determined, we need to use the ANN model to predict the trend of each risk factor in the future. Finally, we use the portfolio constructor to generate investment alternatives and select the optimal (most efficient) portfolio from the candidates based on the investor's preference. Fig. 3 shows the process of the integrated approach. Individual modules are described in detail in the following.

3.1. Using APT to price risk assets

The first module of the integrated approach is to determine the prices of risk assets. Its primary purpose is to determine the factors having effects on the fluctuation of security returns and their effects on the return of individual securities. Using APT could identify these factors and price all the risk assets available for building a portfolio. It includes four major steps (Steps 1 to 4 in Fig. 3).
Step 1. Factor analysis.

The first step is to decide what kinds of risk assets are available for consideration in building a portfolio and what will be the benchmark. After the selection is done, factor analysis is used to determine factors effecting the fluctuation of security returns. The factor analysis includes two sub-steps: (1) The principle factor analysis is applied to determine the proper number of risk factors having effects on the fluctuation of security returns. A factor is selected if its eigenvalue is greater than one [13]. (2) After the number of risk factors is determined, the maximum-likelihood factor analysis is applied to extract the factor structures (including the factor loading matrices and a residual matrix). Statistical packages such as: SAS, SPSS, etc. are useful in this step.

Step 2. Surrogate portfolios of risk factors.

After the factor analysis, we use the result to define the basis portfolios (also known as "master portfolios") and the orthogonal portfolio. A basis portfolio is a collection of securities that can be used as a surrogate measure of a risk factor. An orthogonal portfolio is created to measure the risk-free return. In order to minimize the effect of idiosyncratic risk and maximize the effect of systematic risk, we adopt the minimum idiosyncratic risk procedure invented by Lehman and Modest [20]. Quadratic programming is used to determine the weights of each basis portfolio and the orthogonal portfolio from the factor structures. The weights determined by quadratic programming maximize the explained variance of risk factors to risk assets returns. Tools such as: GINO and LINDO are used at this step. The result of this step often extracts three to five basis portfolios from numerous securities. In our research, three basis portfolios in the former nine periods and four basis portfolios in the latter three periods are identified from 51 stocks.

Step 3. Calculation of risk premiums.

In this step, we calculate all the extra returns (also known as "the risk premiums") of various factors. After the orthogonal portfolio and the basis portfolios have been created, the extra return of each basis portfolio ($\lambda_\ell$ in Eq. (2)) can be calculated. Similarly,
the extra returns of the specified benchmark and each of the risk assets (\( \bar{R}_i - R_F \) in Eq. (2)) can be calculated.

**Step 4. Asset pricing.**
Finally, we need to determine the sensitivity of individual asset's risk premium to the changes in certain risk factors. Since there are multiple risk factors surrogated by basis portfolios, each asset has an array of beta coefficients. The process of finding the beta coefficients of an asset is called asset pricing, which can be done by using multiple regression analysis. For the specified benchmark and each risk asset, the beta coefficients are determined from the regression against the risk premiums of each risk factors.

### 3.2. Using ANN to predict the future trend of each risk factor

Once all risk assets available for portfolio construction have been priced, we use ANN to predict the future trend of each risk factor for building the portfolio. This module includes three major steps (Steps 5, 6, and 7 in Fig. 3).

**Step 5. ANN model definition.**
In order to use ANN to predict the future trend of a risk factor (basis portfolio) or the risk-free return (orthogonal portfolio), we have to define proper model structures. If four risk factors are identified for those stocks, then we need to define five ANN models, one for each risk factors and one for the risk-free return. For each model, an analysis period is an input node and a predictive period is an output node. The hidden nodes are determined by heuristics. For example, if we use four weekly returns to predict the following four weekly returns, then the ANN model will have four input and output nodes, respectively. The number of output nodes is determined by the number of predicted weekly risk premiums for the risk factor we need. The optimal numbers of input and hidden nodes are obtained by trial-and-error.

**Step 6. Learning.**
After the structure of the BPNs has been determined and data are available, we begin to train the neural networks. First, the training data sets are used to train the BPNs. This step is very time-consuming. Then, the resulting models are evaluated using the testing data sets. If the test results are not good enough, they have to be retrained. NeuroShell [38] was the software we used in this research.

**Step 7. Return prediction.**
After all the ANN models have been trained, we use the predictive data sets to forecast the risk-free return and the returns of each risk factor in the succeeding weeks. For each risk asset and the benchmark, its beta coefficients (obtained in Step 4), the predicted risk-free return and the predicted returns of each risk factor are then combined to calculate the predictive returns of the asset. For example, a risk asset has been found to be effected by three risk factors, and its beta coefficients to those factors are 0.1, 0.2, and 0.3 respectively. The predicted risk-free return (for the first week) is 0.5. The predictive returns of each risk factor (for the first week) are 0.6, 0.7, and 0.8, respectively. Given these, the predicted return of the risk asset (for the first week) can be calculated as 

\[
0.5 + 0.1 \times (0.6 - 0.5) + 0.2 \times (0.7 - 0.5) + 0.3 \times (0.8 - 0.5) = 0.64.
\]

### 3.3. Using portfolio constructor and selection mechanism to generate the suggested portfolio

Once the model for predicting future returns of the risk assets has been constructed, we can build portfolios based on the predicted returns and risks of the risk assets. In our research, we use a simulation-based approach that first generates a number of candidate portfolios and then chooses the optimal among the candidates. It includes three major steps (Steps 8, 9, and 10 in Fig. 3).

**Step 8. Generation of candidate portfolios.**
Given the predictive return and risk of each risk asset, we can construct portfolios by combining different assets. In this step, we use simulation to generate a number of candidate portfolios and calculate their returns and risks. The process of generating a candidate portfolio includes two sub-steps: (1) a set of asset weights \((w_{11}, w_{12}, \ldots, w_{1n})\) are generated randomly to simulate a possible portfolio. An asset weight is the proportion of the risk asset in a portfo-
lio. The sum of the asset weights must be equal to one; (2) the predictive return and risk of the portfolio \((\overline{R}_t, \sigma_t)\) are estimated using the predicted return of the risk assets. Each portfolio generated in this step is a candidate \((w_{i1}, w_{i2}, \ldots, w_{in}; \overline{R}_t, \sigma_t)\) for selection later.

**Step 9. Setting goals.**

Once enough candidate portfolios are generated, we can choose the optimal among them to meet our investment goals. In general, our investment goals include predetermined return and risk levels that are considered satisfactory. Although the goals may be set up arbitrarily, a better way is to use the expected performance of the benchmark.

In this step, we first estimate the future return and risk (variance) of the benchmark. Then, the investor uses the estimated performance of the benchmark to determine the proper levels of return and risk. For example, a user may set up goals such as a return being 0.2 above the benchmark return and the volatility being 0.2 less than the standard deviation of the weekly return.

**Step 10. Portfolio selection.**

In the last step, the optimal portfolio is chosen among the candidates based on the investor’s goals. The selection mechanism uses the return and risk of a candidate portfolio to compute its performance score. The formula for calculating the scores for candidates is listed in Appendix A. The optimal portfolio is chosen according to the performance score of the candidate portfolio.

### 4. Empirical evaluation

Although the integrated method seems to be promising, empirical studies are necessary to evaluate its value. In this section, we present the empirical findings from applying the integrated method to the stocks traded in the Taiwan Stock Exchange. Two major issues were examined in the study. First, whether the portfolios constructed by the integrated method perform better than the benchmark. The benchmark chosen was the TSEWPI, the weighted stock price index published by the Taiwan Stock Exchange. The integrated method must beat the benchmark to be useful.

The second issue studied was whether the ANN module plays a major role in the integrated method. We chose another method that integrates the traditional ARIMA model [1,37] for time series analysis with APT as a basis for comparison. In other words, the ANN model in Step 6 of the integrated method presented in the previous section was replaced by the ARIMA model. The rest procedures were the same. The original method that integrates APT and ANN is called the IANN approach, whereas the one that integrates APT and ARIMA is called the IARIMA approach. If ANN plays a significant role, we would expect that the former performs better than the latter.

The performance of a portfolio is often measured by its average return and the variance of its return. Most investors desire a higher average return and lower variance. In the study, we chose three key performance indices: weekly return, monthly return, and the standard deviation of the weekly return. Nine null hypotheses for testing, as listed in Table 1, are formed. In the Table, \(R_p\) stands for the weekly return of a portfolio, \(\overline{R}(R_p)\) stands for the average of the weekly return by four weeks of a portfolio. \(SD(R_p)\) stands for the standard deviation of the weekly return in a month. The italic subscripts stand for the portfolio construction method. Therefore, \(R_{p,ANN}\) stands for the weekly return of the portfolio constructed by the IANN method.

<table>
<thead>
<tr>
<th>Hypotheses for the empirical study</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_0^1: \mu(R_{p,ANN} - R_{p,SEWPI}) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^2: \mu(R_{p,ARIMA} - R_{p,SEWPI}) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^3: \mu(R_{p,ANN} - R_{p,ARIMA}) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^4: \mu(\overline{E}(R_{p,ANN}) - \overline{E}(R_{p,SEWPI})) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^5: \mu(\overline{E}(R_{p,ARIMA}) - \overline{E}(R_{p,SEWPI})) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^6: \mu(\overline{SD}(R_{p,ANN}) - \overline{SD}(R_{p,SEWPI})) = 0)</td>
<td></td>
</tr>
<tr>
<td>(H_0^7: \mu(\overline{SD}(R_{p,ARIMA}) - \overline{SD}(R_{p,SEWPI})) = 0)</td>
<td></td>
</tr>
</tbody>
</table>

Notations: \(R_p\) means the return of the portfolio; \(\overline{E}(R_p)\) means the expected value of \(R_p\); \(SD(R_p)\) means the standard deviation of \(R_p\).
Table 2
The training and evaluation periods

<table>
<thead>
<tr>
<th>Window</th>
<th>Training period</th>
<th>Evaluation period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11/25/90–11/21/92</td>
<td>11/28/92–12/19/92</td>
</tr>
<tr>
<td>2</td>
<td>12/23/90–12/19/92</td>
<td>12/26/92–01/16/93</td>
</tr>
<tr>
<td>3</td>
<td>01/20/91–01/16/93</td>
<td>01/23/93–02/13/93</td>
</tr>
<tr>
<td>4</td>
<td>02/17/91–02/13/93</td>
<td>02/20/93–03/13/93</td>
</tr>
<tr>
<td>5</td>
<td>03/17/91–03/13/93</td>
<td>03/20/93–04/10/93</td>
</tr>
<tr>
<td>6</td>
<td>04/14/91–04/10/93</td>
<td>04/17/93–05/08/93</td>
</tr>
<tr>
<td>7</td>
<td>05/12/91–05/08/93</td>
<td>05/15/93–06/05/93</td>
</tr>
<tr>
<td>8</td>
<td>06/09/91–06/05/93</td>
<td>06/12/93–07/03/93</td>
</tr>
<tr>
<td>9</td>
<td>07/07/91–07/03/93</td>
<td>07/10/93–07/31/93</td>
</tr>
<tr>
<td>10</td>
<td>08/04/91–07/31/93</td>
<td>08/07/93–08/28/93</td>
</tr>
<tr>
<td>11</td>
<td>09/01/91–08/28/93</td>
<td>09/04/93–09/25/93</td>
</tr>
<tr>
<td>12</td>
<td>09/29/91–09/25/93</td>
<td>10/02/93–10/23/93</td>
</tr>
</tbody>
</table>

4.1. Data selection

The data used for the empirical study were the return of the stocks listed on the Taiwanese Stock Exchange. Fifty-one stocks were selected among the more than 300 traded stocks. The name of the companies are listed in Appendix B. The criteria for selection include the following:
1. The stock must be actively traded.
2. The company had never had any major business crisis.
3. The stock must have been traded for more than three years by the beginning of the sample period.
4. The sample must cover every industry listed on the exchange.

The time period chosen for research was from November 25, 1990 to October 23, 1993. The daily return of each stock during the period was obtained from the econometrics programming system (EPS) database maintained by the Ministry of Education.

Table 3
The results of the factor analysis

<table>
<thead>
<tr>
<th>Window</th>
<th>Identified number of factors</th>
<th>% of explained variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>73.94%</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>72.95%</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>71.32%</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>70.95%</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>69.62%</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>69.05%</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>69.35%</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>69.27%</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>69.17%</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>70.50%</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>68.65%</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>68.57%</td>
</tr>
</tbody>
</table>

Note: A factor was selected if its eigenvalue was greater than one.

4.2. Portfolio construction and evaluation

After data selection, the whole time period was divided into 12 sets of training and evaluation periods, as shown in Table 2. Each set was an experimental window that included 103 weeks of data for training and four weeks of data for evaluation. Portfolios were constructed using the training data. Their performance were then evaluated using the evaluation data in the following four weeks. In other words, the investment strategy was to use two years' data to build a portfolio and hold the portfolio for the following four weeks before making changes. The

![Fig. 4. The process of the empirical study.](image-url)
Table 4
Performances of IANN, IARIMA, and TSEWPI

<table>
<thead>
<tr>
<th>Window</th>
<th>Rp</th>
<th>Rp</th>
<th>Rp</th>
<th>E(Rp)</th>
<th>E(Rp)</th>
<th>E(Rp)</th>
<th>SD(Rp)</th>
<th>SD(Rp)</th>
<th>SD(Rp)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IANN</td>
<td>IANN</td>
<td>IANN</td>
<td>IANN</td>
<td>IANN</td>
<td>IANN</td>
<td>IANN</td>
<td>IARNMA</td>
<td>TSEWPI</td>
</tr>
<tr>
<td>1</td>
<td>1.14763</td>
<td>-2.53519</td>
<td>-0.69</td>
<td>0.02904</td>
<td>-0.12077</td>
<td>-0.3575</td>
<td>2.847399</td>
<td>2.109173</td>
<td>1.472127</td>
</tr>
<tr>
<td></td>
<td>2.83716</td>
<td>-0.00024</td>
<td>1.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.00083</td>
<td>2.58677</td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-3.8678</td>
<td>-0.53442</td>
<td>-2.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-3.14597</td>
<td>-4.44424</td>
<td>-5.52</td>
<td>-0.46953</td>
<td>-1.95593</td>
<td>-2.0275</td>
<td>3.14811</td>
<td>3.630031</td>
<td>3.810699</td>
</tr>
<tr>
<td></td>
<td>0.78375</td>
<td>-1.50322</td>
<td>-2.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-2.91904</td>
<td>-4.87912</td>
<td>-3.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.40315</td>
<td>3.00287</td>
<td>3.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.15706</td>
<td>2.3856</td>
<td>1.73</td>
<td>2.719778</td>
<td>3.024635</td>
<td>3.5975</td>
<td>3.241825</td>
<td>4.561217</td>
<td>4.214605</td>
</tr>
<tr>
<td></td>
<td>-0.85834</td>
<td>-0.5943</td>
<td>-1.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.00779</td>
<td>9.61702</td>
<td>8.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.5726</td>
<td>0.69022</td>
<td>5.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.41121</td>
<td>4.40336</td>
<td>8.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.09709</td>
<td>8.74272</td>
<td>7.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-4.83336</td>
<td>-3.633</td>
<td>-6.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7.39059</td>
<td>3.27437</td>
<td>3.62</td>
<td>3.07694</td>
<td>1.963683</td>
<td>1.7025</td>
<td>7.512785</td>
<td>6.48066</td>
<td>5.802025</td>
</tr>
<tr>
<td></td>
<td>4.57874</td>
<td>2.0493</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.27949</td>
<td>9.11718</td>
<td>8.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-7.94106</td>
<td>-6.58612</td>
<td>-5.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-7.83004</td>
<td>-4.94645</td>
<td>-4.42</td>
<td>0.55999</td>
<td>2.183615</td>
<td>-0.0575</td>
<td>5.882015</td>
<td>5.142435</td>
<td>3.622636</td>
</tr>
<tr>
<td></td>
<td>2.26519</td>
<td>4.55688</td>
<td>1.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.92113</td>
<td>2.15888</td>
<td>-1.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.88368</td>
<td>6.96515</td>
<td>3.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90926</td>
<td>4.1923</td>
<td>-2.41</td>
<td>0.789898</td>
<td>-0.35062</td>
<td>-1.6575</td>
<td>3.079681</td>
<td>4.217338</td>
<td>3.304304</td>
</tr>
<tr>
<td></td>
<td>-3.46007</td>
<td>-5.66295</td>
<td>-5.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.8945</td>
<td>1.48371</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.8159</td>
<td>-1.41555</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-2.14899</td>
<td>-2.63767</td>
<td>-2.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3598</td>
<td>-0.97246</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-3.80684</td>
<td>-4.2089</td>
<td>-5.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5.31882</td>
<td>6.67742</td>
<td>4.14</td>
<td>1.092418</td>
<td>0.988207</td>
<td>0.33</td>
<td>3.683057</td>
<td>5.899683</td>
<td>3.931878</td>
</tr>
<tr>
<td></td>
<td>-3.54375</td>
<td>-3.70537</td>
<td>-4.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.08921</td>
<td>5.46665</td>
<td>3.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50359</td>
<td>-4.48587</td>
<td>-1.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.88936</td>
<td>0.22467</td>
<td>1.67</td>
<td>0.755673</td>
<td>-0.37031</td>
<td>-0.1825</td>
<td>3.190654</td>
<td>3.582</td>
<td>2.553878</td>
</tr>
<tr>
<td></td>
<td>3.9722</td>
<td>4.38446</td>
<td>2.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-2.73483</td>
<td>-2.264</td>
<td>-2.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1.10404</td>
<td>-3.82636</td>
<td>-2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-7.73552</td>
<td>-6.08531</td>
<td>-1.82</td>
<td>0.264435</td>
<td>-1.18447</td>
<td>-0.3075</td>
<td>5.744527</td>
<td>4.437982</td>
<td>1.912405</td>
</tr>
<tr>
<td></td>
<td>1.14462</td>
<td>-1.32663</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.93113</td>
<td>4.67864</td>
<td>2.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.71761</td>
<td>-2.00457</td>
<td>-1.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.55258</td>
<td>-0.32221</td>
<td>-1.74</td>
<td>1.497963</td>
<td>2.166475</td>
<td>1.425</td>
<td>0.72593</td>
<td>1.662023</td>
<td>2.293244</td>
</tr>
<tr>
<td></td>
<td>2.24654</td>
<td>2.87147</td>
<td>1.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.82814</td>
<td>3.11129</td>
<td>3.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.36459</td>
<td>3.00535</td>
<td>1.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.02668</td>
<td>0.639029</td>
<td>0.280208</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notations: Rp: weekly return of the portfolio; E(Rp): the monthly average return of the portfolio; SD(Rp): the standard deviation of the weekly returns in a month of the portfolio.
return of the portfolio at each of the four evaluation weeks was calculated.

The portfolio construction process follows the procedures specified in Fig. 4. We first applied factor analysis to identify key risk factors. Daily return data were used in this step. The result indicated that three or four factors were identified in different data sets (as shown in Table 3). This is consistent with the findings by Roll and Ross [27], Brown and Weinstein [2], and Fogler [9].

Then, multiple regression analysis was used to price the assets. ANN and ARIMA methods were used to build risk models for return prediction. One hundred and three weekly return data were used at this step to shorten the model building time at a slight cost of precision. Two models (IANN and IARIMA each) were built. Through a trial-and-error process, we found that a 4-5-4 BPN was the most suitable for our data. The weekly return data were grouped into 96 training sets. Each set includes four weekly returns as the input and four weekly returns as the output. ANN models were built from the training data.

Finally, a set of candidate portfolios were built based on the predicted return and risk of each stock. The optimal was chosen among the candidates and its performances in the following four weeks were observed for evaluation. The performance of the TSEWPI was also calculated.

4.3. Results

Table 4 shows the results of the study. The left three columns show the weekly return of IANN, IARIMA, and TSEWPI (the benchmark). The middle three columns show the average monthly return of the portfolios constructed from the above three methods. The right three columns show the standard deviation of the returns. It is obvious that IANN portfolios produced the highest average monthly return among the three. The performance rank is IANN > IARIMA > TSEWPI.

The paired t-test was used to test the hypotheses in Table 2. The result is shown in Table 5. In the Table, only two relations are statistically significant. They are \([R_{PIANN} - R_{TSEWPI}] \) (\(p \leq 0.05\)) and \([E(R_{PIANN}) - E(R_{TSEWPI})]\) (\(p \leq 0.01\)). In other words, both the weekly return and monthly average return of the portfolios constructed by IANN are significantly higher than the benchmark. Since the standard deviations of the return between IANN and TSEWPI are not significantly different, we can conclude that IANN builds better portfolios.

Regarding the difference between IANN and IARIMA, the results in Tables 4 and 5 indicate that, though IANN performed better, their difference in performance is not significant. The performance of the IARIMA portfolios was not significantly better than the benchmark either.

Overall, the empirical study has shown that the IANN performs significantly better than the benchmark. A further comparison between IANN and IARIMA allows us to assume that both the ANN model and APT have contributions to the superior performance of IANN. Unfortunately, our data does not allow us to quantify the contribution of each element.

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(R_{PIANN} - R_{TSEWPI})</td>
<td>0.7464715</td>
<td>2.3250799</td>
<td>0.0310 (^a)</td>
</tr>
<tr>
<td>2</td>
<td>(R_{PIARIMA} - R_{TSEWPI})</td>
<td>0.3588208</td>
<td>2.1768369</td>
<td>0.2592</td>
</tr>
<tr>
<td>3</td>
<td>(R_{PIANN} - R_{PIARIMA})</td>
<td>0.3876506</td>
<td>2.4329529</td>
<td>0.2753</td>
</tr>
<tr>
<td>4</td>
<td>(E(R_{PIANN}) - E(R_{TSEWPI}))</td>
<td>0.7464715</td>
<td>0.8308131</td>
<td>0.0099 (^b)</td>
</tr>
<tr>
<td>5</td>
<td>(E(R_{PIARIMA}) - E(R_{TSEWPI}))</td>
<td>0.3588208</td>
<td>0.8313988</td>
<td>0.1630</td>
</tr>
<tr>
<td>6</td>
<td>(E(R_{PIANN}) - E(R_{PIARIMA}))</td>
<td>0.3876511</td>
<td>0.9722737</td>
<td>0.1946</td>
</tr>
<tr>
<td>7</td>
<td>(SD(R_{PIANN}) - SD(R_{TSEWPI}))</td>
<td>0.3953197</td>
<td>1.6037874</td>
<td>0.4114</td>
</tr>
<tr>
<td>8</td>
<td>(SD(R_{PIARIMA}) - SD(R_{TSEWPI}))</td>
<td>0.5048245</td>
<td>1.2293494</td>
<td>0.1826</td>
</tr>
<tr>
<td>9</td>
<td>(SD(R_{PIANN}) - SD(R_{PIARIMA}))</td>
<td>-0.1095048</td>
<td>1.1249790</td>
<td>0.7423</td>
</tr>
</tbody>
</table>

\(^a\) is significant at 0.05 level.

\(^b\) is significant at 0.01 level.
5. Conclusions

Portfolio analysis is a key area in investment. In this paper, we have presented an integrated approach that combines APT with ANN to provide a better support. The integrated approach can effectively alleviate the shortcomings of using APT or ANN alone. Empirical results indicate that this integrated approach beats the benchmark, and outperforms other integrated approaches such as integrating APT with ARIMA.

This study is one of the first to investigate the integration of portfolio management theories and ANN. The findings in this research are helpful to further research in the application and implementation of unified programming. Naturally, limitations exist when we generalize the results. Many interesting areas for further research can also be identified. First, the portfolio generated by the integrated approach may not always be the most efficient. At present, the method focused on generating a portfolio whose performance is better than the specified benchmark. Unless the alternative generator provides the selector with a set of portfolios on the efficient frontier, there is no guarantee that the suggested portfolio will be efficient. Therefore, an interesting research issue is how to modify the approach to ensure the generation of efficient portfolios. One possible approach is to use an optimization technique such as the quadratic programming method again to replace the simulation-based approach.

Second, the empirical study only evaluates the stock portfolio. To extend this research, we may include different types of risk assets, such as bonds, future contracts, and foreign stocks in our analysis. It would be interesting to see whether the integrated method can perform as well in handling different types of assets.

Third, the empirical research studied 12 periods. This may be short for a complete evaluation. Therefore, the empirical findings from our research may be representative of the short-term performance of the integrated approach. When longer time intervals are available in the future, we would like to examine its long-term performance and time dependencies.

Forth, the empirical data were collected from the Taiwan stock market in this research, we may further extend it to other markets such as the U.S.A., Japan, and Hongkong market in the future.

Finally, one drawback of ANN is that it is unable to provide good explanation of its decisions. Therefore, the integrated approach may be used to combine with the rule-based approach to build expert systems for portfolio management. This may allow the reasoning to be explained by the knowledge base. It is useful for giving investors more confidence in the suggestions from the system.

Appendix A

The formula for calculating the score of each candidate:
1. Use the extra return (ER) to be the Y-axis, and the risk (standard deviation, SD) to be the X-axis. The investor's preference (SD, ER) is the original point.
2. Divide all candidates into four quadrants using their predicted returns and risks. The predicted extra return of a candidate is the ERhat, and the predicted risk of a candidate is the SDhat. For each candidate: (1) if SDhat > SD and ERhat ≥ ER, then it belongs to the first quadrant (moderate quadrant); (2) if SDhat ≤ SD and ERhat ≥ ER, then it belongs to the second quadrant (excellent quadrant); (3) if SDhat ≤ SD and ERhat < ER, then it belongs to the third quadrant (moderate quadrant); (4) if SDhat > SD and ERhat < ER, then it belongs to the forth quadrant (bad quadrant).
3. Assign score to each candidate based on the following equation:
   candidates in the first quadrant:
   \[ \text{score} = -\text{distance}(SD - SDhat, ER - ERhat), \] (A.1)
   candidates in the second quadrant:
   \[ \text{score} = \text{distance}(SD - SDhat, ER - ERhat), \] (A.2)
   candidates in the third quadrant:
   \[ \text{score} = -\text{distance}(SD - SDhat, ER - ERhat), \] (A.3)
   candidates in the forth quadrant:
   \[ \text{score} = -\text{distance}(SD - SDhat, ER - ERhat) - 10, \] (A.4)
   where distance \((X,Y) = (X^2 + Y^2)^{1/2}\).
Appendix B

The 51 stocks selected are (listed by industry):

**CEMENT:**
Taiwan Cement  
Asia Cement  
China Rebar

**FOOD:**
Wei Chuan Food  
Great Wall Enterprise  
Charoen Pokthand Enterprise
President Enterprise

**PLASTICS:**
Formosa Plastic  
China General Plastics Corp.  
Asia Polymer
Taita Chemical

**TEXTILES:**
Far East Textile  
Hualon-Teijran  
Chung Shing Textile
Carnival Textile  
Pao Shiang Ind.  
Taroko Textile
Formosa Chemical & Fibre

**ELECTRICAL MACHINERY:**
Tatung  
Shihlin Elec. & Eng.

**ELECTRICAL APPLIANCES, WIRE AND CABLE:**
Taiwan Fluorescent  
Sampo  
Kolin

**CHEMICALS:**
China Chemical  
Namchow Chemical  
Lee Chang Yung Chemical Ind.
Formosan Union Chemical

**GLASS:**
Taiwan Glass

**PULP AND PAPER:**
Shihlin Paper  
Chung Hwa Pulp  
Ban Yu Paper
Long Chen Paper

**IRON AND STEEL:**
China Steel  
U-Lead Ind.

**RUBBER:**
Tay Feng Tire  
China Synthetic Rubber

**AUTOMOBILE:**
Yue Loong Motor
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