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ight" by an aircraft toits destination. Limiting the aircraft trajectories in this manner results in the additionof both planned and unplanned delays to air travel. We propose an architecture for anautomated ATMS with decentralized control, and with free 
ight in e�ect outside ofthe TRACON region.1 IntroductionFor decades, commercial air travel has played an indispensable role in our economy andsociety. The increasing demand for air travel has so far been met by building larger andmore modern airports. Little has been done however to improve the e�ciency of air tra�cmanagement. Most of the e�ort in this area has been centered on simplifying the job of theair tra�c controllers by providing them with advisory systems, better displays, etc. The useof automatic control has mostly been restricted to on-board autopilots with relatively smalldegrees of autonomy. The research presented here aims at improving air travel conditionsby introducing automation to air tra�c management.�Research supported in part by NASA under grant NAG 2-243.yAddress: MS 210-3, NASA Ames Research Center, Mo�ett Field CA 94035.1



The primary objective in our work is to improve the e�ciency of air travel. Many ofthe current air tra�c control (ATC) practices are dictated by the need to keep the task ofthe human controllers simple. For example, aircraft are currently routed along prespeci�edpaths to avoid having to deal with the complications of \free 
ight". In addition, because ofheavy workload, air tra�c controllers are primarily concerned with maintaining safe spacingbetween aircraft, ignoring considerations such as fuel consumption, travel times, etc. Webelieve that the introduction of automation can lead to great savings in terms of travel times,unplanned delays, and fuel consumption, and can possibly increase the number of aircrafthandled. An additional bene�t will be an increase in the safety of the 
ights (reducednumber of aborted landings, near collisions, etc.). The improvement is likely to be moredramatic in the case of degraded conditions of operation, such as aircraft malfunctions, ATCmalfunctions (e.g. power failure), shifting winds (that cause changes in approach patterns),bad weather, switching from manual to instrumented landings, etc. It should be noted thatconditions like these occur regularly in practice and can cause severe degradation in thesystem performance.

Figure 1: Current Airport Landing PatternsThe air tra�c management system (ATMS) we envision will be fully automated1. Theproposed new architecture for ATMS is inspired by our research on the control of hierarchical1Parts of our work can also be used to produce advisories for ATC and pilots in a semi-automated ATMS2



hybrid systems. Because air tra�c management requires coordination and control of a largenumber of semi-autonomous agents (aircraft), the number of control decisions that haveto be made and the complexity of the resulting decision process dictates a hierarchical,decentralized solution. Complexity management is achieved in a hierarchy by moving fromdetailed, decentralized models at the lower levels to abstract, centralized models in thehigher. In our architecture, the abstract higher levels will be modeled by discrete eventsystems and the lower levels by detailed continuous aircraft models and arithmetic controllaws. This marriage of discrete event and continuous dynamics results in an overall systemwhich is hybrid.The key to our approach is the use of inter-agent coordination to increase aircraft au-tonomy and consequently reduce the ATC workload. In order to motivate our work we �rstgive a brief overview of current ATC practice, in Section 2. In Section 3 we describe ourproposed air tra�c management system, including discussions about how interagent coordi-nation would work to resolve con
icts, and a comparison of a decentralized control schemefeaturing interagent coordination with a centralized scheme in which ATC is the centralcontroller. The similarities and di�erences between the proposed architecture and a similardesign in the context of automated Highway Systems are discussed in Section 4. Controlissues raised by the proposed design will be raised in Section 5. We conclude by listing theproblems that need to be addressed before our design can be implemented.2 Current ATC PracticeAir tra�c control (ATC) in the United States is currently organized by geographical region.The country is divided into 20 centers, each with its own ATC group. In addition, aroundeach large urban airport is a TRACON region with its corresponding ATC group. The maingoal of both the ATC in the centers and in the TRACONs is to maintain safe spacing betweenaircraft while guiding the aircraft to their destinations. Due to their heavy workloads,minimizing 
ight times and fuel spent are not prime considerations of controllers when theydetermine trajectories for the aircrafts to follow. As a result, the current ATC system isine�cient. These ine�ciencies cause unplanned delays in average 
ight times, and thusthe airline schedules are not accurate and the controllers are forced to manually scheduleand reschedule aircraft landings according to when the aircraft enters the TRACON region.In addition, there is minimal communication between the center ATC and the ATC of aTRACON inside this center, which makes forecasting delays almost impossible.Studies conducted by ATC researchers at NASA Ames have illustrated that, when pre-sented with tables of 
ight data (position, air velocity, ground velocity, wind speed, etc.) oftwo aircraft in the TRACON region, a human controller does not have the ability to quicklypredict the future motion of the two aircraft. Controllers therefore guide the aircraft alongwell-traveled \freeways" in the TRACON airspace: they force some aircraft to circle theairport while they concentrate on landing others.Figure 2 depicts the horizontal projection of a typical route inside the TRACON. Be-cause aircraft must land into the wind to maintain lift at low ground speed, the runwaycon�guration in large airports is such that, frequently, only one set of two parallel runwaysis used at any given time. The aircraft are sequenced manually as they enter the TRACON,3



RunwayFigure 2: Typical route pattern for arriving aircraftand they maintain this sequence along the illustrated route. Where the routes converge,ATC decides which aircraft is allowed to go �rst and what the ensuing sequence will be. Ifan aircraft enters the TRACON in an emergency state and must land as quickly as possible,ATC manually reroutes and reschedules the other TRACON aircraft so that priority can begiven to the troubled aircraft.In the regions outside airport TRACONs, the Center-ATC performs the routing andscheduling tasks for each aircraft. These tasks are considerably less intensive and the work-load is much lighter than for TRACON controllers. The Center-ATC also uses prede�nedair routes (
ight maps describing these routes are published each year) and one of theirmain tasks is to predict and avoid con
icts. If ATC predicts that the separation betweentwo aircraft will become less than the regulatory separation, it either slows down one of theaircraft or puts it into a delay loop. Other current ATC practices are listed below.� ATC uses only discrete levels of altitude when routing aircraft between TRACONs (forexample, westbound aircraft 
y at even thousand foot altitude while eastbound 
y atodd thousand feet);� Even if the optimal route of an aircraft takes it above an airport enroute to another,ATC directs the aircraft around the intermediate airport so that the TRACON-ATC'sworkload is not increased;� Shifting winds at airports cause havoc in scheduling, since the airport must be recon-�gured to use di�erent runways, and aircraft are delayed as a result;� Due to the �xed routes between TRACONs, delays at destination airports are com-municated back to origin airports, and aircraft at origins up to 4 hours away from thedestinations may be delayed.In order to improve the e�ciency of the current ATC system, NASA Ames is developinga system which automates some parts of ATC. The system is called the Center-TRACONAutomation System (CTAS), and is described in detail in [1], [2], and [3]. CTAS is a programwhich generates advisories, or suggested trajectories, runway assignments, landing sequences,and schedules, which the controller may use in managing air tra�c. Its key components are4



a dynamic planning algorithm and a trajectory synthesis algorithm, which use mathematicalmodels of the aircraft, representations of tra�c patterns and approach routes and models ofthe atmosphere to generate these advisories. CTAS also contains a graphical user interfaceto provide the controller with a graphical displays of estimated and scheduled times of arrivaland descent advisories, and a con
ict checking and resolution program. The functionalityof CTAS is purely advisory: the controller still communicates verbally to the pilot of eachaircraft, and may decide to use or ignore the information that CTAS provides. Field testsof CTAS are now underway at the Denver and Dallas/Fort Worth airports [4].3 Proposed Air Tra�c Management SystemWe propose a partially decentralized air tra�c management system which transfers some ofthe current air tra�c control functionality to the individual aircrafts. The proposed systemis expected to be more robust and reliable, reduce ATC workload, and be more suitable forfree 
ight. We discuss the advantages of such an architecture in the next section, and in thefollowing sections we describe the proposed architecture.3.1 A Decentralized Decision Making SystemWe believe that an air tra�c management system which distributes decision making abouttrajectory planning and con
ict resolution to the aircraft has clear advantages over today'ssystem, which is centrally controlled by ATC.� A distributed system is more fault tolerant. If a single aircraft's computer system fails,most of the ATMS system is still intact, and the aircraft may be guided by voice tothe nearest airport. If in a centralized system the central computer fails, the resultscould be catastrophic.� Congestion is increasing monthly in large urban airports. A distributed system is moresuited to handling increasing numbers of aircraft than is a centralized system, sincea new aircraft and its own computer system may be added easily to the system. Acentralized system would require upgrades to the ATC computer regularly.� Free 
ight, one of the features of a distributed control system, minimizes fuel consump-tion since each aircraft may optimally plan its own trajectory, which in turn results inreduced delays outside TRACONs. Free 
ight is also an advantage in avoiding turbu-lence, since the aircraft would not have to wait for clearance from ATC to avoid roughweather patches.� A distributed system reduces the ATC workload, allowing ATC to spend more time inresolving safety critical situations.� In a centralized system, because of the large number of aircraft it has to deal with, ATCcan only use a rough approximation of each aircraft's dynamics to calculate feasibletrajectories. In our ATMS model, each aircraft's autopilot contains a detailed model of5



its own dynamics, and thus the aircraft itself is well equipped to plan its own trajectoryin a con
ict resolution maneuver.3.2 Con
ict and CoordinationWith each aircraft free to plan and track its own trajectory, we need to examine the inter-aircraft con
ict and coordination.3.2.1 The origins of con
ictIn a multiagent setting there is always the possibility of con
ict between the objectivesof the agents. In the ATMS problem, the most dangerous of these is that of con
ictingtrajectories, a situation that is very likely, especially if one allows aircraft to independentlyplan and track their trajectories. An automated ATMS should be able to predict suchcon
icts well in advance and resolve them by altering the plans of one or more of the agents.Even though quantitatively all path con
icts are the same (two or more aircraft occupythe same space at the same time or, more precisely, get closer than a certain threshold toone another), we can distinguish certain qualitative scenarios. Here we introduce three suchexamples which we call Merge, Overtake and Collision2. The Merge con
ict is the situationdepicted in Figure 3. Aircraft 1 (solid line) and 2 (dashed line) are coming from di�erent
C

1

2 Figure 3: Merge con
ictdirections or altitudes (or both) but want to follow the same path from point C onwards.We will refer to point C as the con
ict point. In Overtake (Figure 4) the aircraft are alreadymoving along the same path, with 2 trailing 1 and moving faster. At the con
ict point, C, 2catches up with 1. Finally in the Collision con
ict (Figure 5) the aircraft trajectories crosstransversally or meet head on.Con
ict resolution for these examples can be carried out in a number of ways. For Merge,aircraft 1 can decelerate while aircraft 2 accelerates (or vice versa) to create acceptable timeseparation at the con
ict point C. Overtake can be resolved by a transient change in altitudeor/and direction of aircraft 2 (dashed line in Figure 4). Finally the Collision con
ict canbe resolved by any of the techniques used for Merge and Overtake. Which of the possible2The names re
ect similar situations encountered in highway tra�c6
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CFigure 4: Overtake con
ictactions is taken should be dictated by considering factors such as the passenger comfort, fuele�ciency, and resulting delay.3.2.2 Resolution by coordinationTraditionally, con
ict resolution has been carried out in a centralized manner by the ATC.Modern approaches to ATC make use of simple kinematic models to extrapolate aircraft tra-jectories and predict con
icts a short while into the future. The system is used to inform thehuman controllers of possible con
icts and provide suggestions for resolution. Only in casesof emergency (for example when the ATC is disabled by a power failure) is communicationbetween pilots used to resolve con
icts.We propose to distribute the responsibility of trajectory planning and con
ict resolutionto the individual agents. Distributed decision making, however, implies the need for inter-agent communication and coordination as the agents that were centrally controlled becomesemi-autonomous and are forced to cooperate to achieve a common goal.Why is coordination (as opposed to fully autonomous operation) necessary in an ATMSwhich features a distributed decision making process? The simple examples introduced inthe previous section indicate that one of the main reasons is safety. Coordination is needed toguarantee that the agents do not take contradictory actions. To resolve a head on Collision,for example, both aircraft may decide to lose altitude, resulting in a new con
ict. Similarlyfor the Merge con
ict both planes may decide to decelerate. Finally, for Overtake con
ict,coordination may be needed to guarantee that the overtaken plane does not accelerate whilethe maneuver is in progress and that it is not going slowly for a special reason (e.g. becauseit is involved in a Merge with a third aircraft). Coordination is also needed for e�ciencyand comfort. As discussed above, it may be possible to resolve a con
ict in a number ofdi�erent ways and considerations of comfort and e�ciency become important in choosingbetween them. For example it may be better for an aircraft that is banking to the right toturn right to resolve a collision con
ict, rather than turning left or losing altitude.In the cases discussed here the necessary coordination can be established by simple com-
1 2C
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CFigure 5: Collision con
ict7



munication protocols. More complicated protocols may be needed for other maneuvers (e.g.con
icts involving more than two aircraft). The protocols must be designed so that localcoordination between a few aircraft has minimal adverse e�ects on other aircraft in the sur-rounding region. Once protocols have been designed they need to be formalized and veri�ed.More importantly, the hybrid interaction between the protocols and the continuous dynamicshas to be investigated.3.3 Proposed Architecture for ATMSWe propose an architecture for a fully automated air tra�c management system. Thefunctionality of the architecture is slightly di�erent for the region inside the TRACON (takeo� and landing) than it is for the region outside the TRACON (en-route airspace). In theregion outside the TRACON, the density of aircraft is relatively small, and we propose thateach aircraft be allowed to completely plan its own trajectory (to be called the \free 
ight"region). In this region, con
icts will be resolved by coordination between aircraft, the role ofthe ground based Air Tra�c Control (ATC) will simply be to provide information about theroute, such as upcoming weather conditions. Inside the TRACON, the ATC will determinethe approach trajectory for each aircraft. These trajectories will depend on local weatherconditions and tra�c. A block diagram of our proposed architecture for ATMS inside theTRACON region is presented in Figure 6 and that for ATMS outside the TRACON ispresented in Figure 7. The levels of architecture below ATC reside on the individual aircraftand comprise what is known as the aircraft's Flight Vehicle Management System, or FVMS.The FVMS consists of four layers, the strategic, tactical, and trajectory planners, and theregulation layer. Each layer of this architecture is described in the following sections.3.3.1 Air Tra�c ControlThe functionality of ATC di�ers in the two architectures: ATC has more control over aircraftin the TRACON than over aircraft in the en-route airspace. When an aircraft enters theTRACON region of an airport, ATC passes a sequence of waypoints to the strategic planneron board the aircraft. These waypoints are a discretization of a kinematic trajectory, accessedfrom a database of stored kinematic trajectories, which have been calculated o�ine fordi�erent combinations of:� aircraft kinematics;� wind magnitude and direction;� runway con�gurations.These pre-computed trajectories have been optimized to provide a minimum-time path forthe given aircraft kinematics. The waypoints from ATC are time-stamped to provide asuggested schedule of landings, which is designed to meet the announced arrival times andre
ects con
ict resolution and compromises between airline schedules. Once ATC has cal-culated these waypoints and passed them to the strategic planner, all of the planning andcontrol tasks are taken over by the FVMS on board the individual aircraft. If the FVMS8



changes the waypoints for some reason (such as a safety critical situation), then the new setof waypoints is passed to ATC.Outside the TRACON region, free 
ight is under e�ect and the role of ATC is minimal.ATC passes only TRACON exit and entry information to the tactical planner of the aircraft,and then the tactical planner takes over the role of calculating an initial kinematic trajectoryfor the aircraft.3.3.2 Strategic PlannerThe main role of the strategic planner is to resolve con
icts between aircraft. Inside theTRACON, the strategic planner has the additional role of designing a coarse trajectory forthe aircraft in the form of a sequence of control points, ck, which interpolate the waypointsfrom ATC.If the tactical planner on board the aircraft predicts that a con
ict will occur betweenits aircraft and other aircraft, it noti�es the strategic planner. As discussed in Section 3.2,con
ict resolution is achieved by communication between aircraft at the strategic level. Thestrategic planners of all aircraft involved in the potential con
ict determine a sequence ofmaneuvers which will result in con
ict-free trajectories, and then each strategic plannercommands its own tactical planner to follow these maneuvers. These maneuvers and resultingcommands are accessed from a database of precomputed solutions to possible con
icts. Insidethe TRACON, the commands are passed down to the tactical planner in the form of amodi�ed sequence of control points. ATC is noti�ed if this modi�ed sequence deviatesfrom the original set of waypoints. Outside the TRACON, where the upper levels of theATMS architecture have looser control over trajectory planning, the commands themselvesare passed.3.3.3 Tactical PlannerInside the TRACON, the tactical planner re�nes the strategic plan by interpolating thecontrol points with a smooth output trajectory, denoted yd in Figures 6 and 7. Outsidethe TRACON, it calculates this trajectory from scratch, using only the initial and �nalconditions of free 
ight (the TRACON exit and entry information). In addition to theoutput trajectory, the tactical planner determines the sequence of 
ight modes necessary toexecute the kinematic plan. In both regions, the tactical planner is responsible for predictingcon
icts.The tactical planner uses a simple kinematic model of the aircraft for all trajectory cal-culation. For con
ict prediction, it uses information about the positions and velocities ofneighboring aircraft (available through radar) and kinematic models to predict their move-ment. If more information, such as neighboring aircraft type and capabilities, is availablethrough communication, the models can be re�ned. Simple models are used at this stagesince very detailed models may unnecessarily complicate the calculations, which are assumedto be approximate and have large safety margins.The assumptions made in extrapolating aircraft trajectories plays a crucial role in con
ictprediction. If we assume no a-priori knowledge of the other aircrafts' intentions we canassume that they will maintain the same velocity over the horizon of prediction. A more9



conservative approach is to assume that the other aircraft will do their worst to cause con
ict.Predicting the trajectories under this assumption involves solving an optimal control problemwhere the cost function is the spacing between the aircraft in question and its neighbors (thatthe neighbors seek to minimize). Clearly this approach will predict more con
icts than theconstant velocity extrapolation. If we assume that the aircraft in question is allowed to moveaway from its neighbors, con
ict prediction becomes a pursuit-evasion dynamical game ([5],[6]), with the neighbors pursuing (doing their best to cause con
ict) and our aircraft evading(doing its best to avoid it).When the tactical planner predicts that a con
ict will occur, it sends a discrete signal tothe strategic planner. After con
ict resolution, a new tactical plan needs to be establishedand new con
icts predicted. Veri�cation is needed to guarantee that this process eventuallyleads to an acceptable, con
ict free trajectory. Because of the relative simplicity of thekinematic models we hope to be able to carry out this veri�cation using �nite state andtimed automata techniques.The kinematic model and the planning techniques used by the tactical level can play acrucial role in the closed loop system performance as well as the veri�cation process. Oneapproach, investigated in [7], deals with the so-called \landing tower problem": given asequence of waypoints, specifying the position and orientation of the aircraft, and times ofarrival by the control tower, plan a trajectory which interpolates these points. This problemwas approached using a kinematic model for the motion of the aircraft. More speci�cally,let g 2 SE(3) model the position and orientation of the aircraft, the inputs u1; u2; u3 standfor the rates of rotation about the principal (body) axes of the aircraft and v the velocity ofthe (CTOL) aircraft. Then the kinematic equations of motion are given by:_g = g 26664 0 �u3 u2 vu3 0 �u1 0�u2 u1 0 00 0 0 0 37775 : (1)Here g is represented in homogeneous coordinates and the velocity v is normalized to 1,representing the fact that the velocity of the aircraft is roughly constant. We solve theproblem of steering the aircraft between the initial and �nal con�gurations, go and gf in\optimal fashion", that is we determine trajectories that minimize:Z T0 3Xi=1 u2i dt:This problem was solved in [7]. It was shown that the optimal inputs are elliptic functions(so-called Weierstrass P-functions). Computational procedures for steering the system havealso been devised. One very interesting aspect of solution is that it includes helices, circlesand straight line segments. This is especially pleasing, since such solutions are frequently usedby the current ATC. The above solution is currently being re�ned to reduce the use of theyawing input and to treat the velocity of the aircraft as an additional input. Computationalapproaches to the e�cient generation of trajectories are also being pursued.10



3.3.4 Trajectory PlannerThe trajectory planner uses a detailed dynamic model of the aircraft, sensory input whichmeasures the wind's magnitude and direction, and the tactical plan consisting of an outputtrajectory and sequence of modes, to design a full state and input trajectory for the aircraft.This trajectory, denoted yd, xd, and ud in Figures 6 and 7, is given to the regulation layerwhich directly controls the aircraft. The task of the trajectory planner is complicated by thepresence of non-minimum phase dynamics and actuator saturation.Non-Minimum Phase E�ectsTo illustrate the problems associated with non-minimum phase dynamics, consider a planar,dynamic CTOL model, which describes the longitudinal axis dynamics of the aircraft innormal aerodynamic 
ight [8]. The horizontal and vertical axes are respectively the x; z axesand � is the angle made by the aircraft axis with the x axis (pitch angle). There are twoinputs available to the system: the thrust along the aircraft axis, u1, and the pitch momentu2. The 
ight path angle, 
, is de�ned as:
 = tan�1( _z_x);and the angle of attack, �, is de�ned as:� = � � 
:The aerodynamic forces of lift (L) and drag (D) are given by:L = aL( _x2 + _z2)(1 + c�)D = aD( _x2 + _z2)(1 + b(1 + c�)2): (2)where aL; aD are the lift and drag coe�cients, and b and c are dimensionless positive con-stants. In this notation, the equations of motion are:" �x�z # = R(�) "RT (�) " �DL # + " u1��u2 ##+ " 0�1 # (3)�� = u2 (4)R(�); R(�) are rotation matrices of the form:R(�) = " cos(�) �sin(�)sin(�) cos(�) # : (5)In this model, all masses and moments of inertia have been normalized and the gravity hasbeen set to one unit.The non-minimum phase characteristic of this model is a result of the fact that theprocess of generating an upward pitch moment produces a small parasitic downward force.Input-output linearization allows the x and z position of the aircraft to be tracked exactly,11



but provides no way of regulating the dynamics of the pitch angle � (zero or inverse dynam-ics). These dynamics can become unstable, in view of the non-minimum phase nature of theplant. We are currently studying di�erent methods for both exact and approximate trackingof a given desired trajectory. In terms of exact tracking, we have applied the algorithmsproposed in [9], [10] and [11] to this model, and have made a comparison of the performanceof the outputs. All these methods need an \acausal" look-ahead for generating the controllaw and typically lead to large feed-forward inputs. This may be undesirable, in view ofthe subsequent discussion on actuator saturation. In contrast the approximate linearizationtechniques proposed in [12] and [13] do not require lookahead and result in reasonable track-ing inputs. We are currently investigating a method which will combine the ideas of [9] withthe approximate linearization routines in [12]. A detailed discussion of all these issues canbe found in [14].Actuator SaturationBecause of dynamic constraints it may turn out that the kinematic trajectory is infeasible.The reason may be that it requires inputs exceeding the actuator capabilities, or that itimplies unrealistic state values (e.g., angles of attack beyond stall). Even feasible kinematictrajectories may be undesirable if they violate limits on orientation and velocity dictated bypassenger comfort. In the case of unacceptable kinematic trajectories, the trajectory plannernoti�es the tactical planner to replan. A possible time reparameterization of the trajectoryis suggested though the signal s(t), such that yd(t) �! yd(s(t)). If, inside the TRACON,the tactical planner is unable to �nd an acceptable kinematic plan which interpolates theoriginal waypoints, the strategic planner is noti�ed to renegotiate waypoints with the ATCand neighboring aircraft.To motivate the problem of actuator saturation consider a single input, single output,a�ne nonlinear system: _x = f(x) + g(x)uy = h(x) (6)with state x 2 <n, input u 2 <, output y 2 <, vector �elds f; g on <n and output function h.Assuming that system (6) has well de�ned relative degree 
, standard feedback linearizationtechniques lead to the following control law:u = 1LgL
�1f h(x)(�L
fh(x) + y
r (t)� cTe) (7)In the absence of input saturation this law results in asymptotic output tracking of a desiredtrajectory yr(t). e 2 <
 stands for the tracking error vector of the output and its �rst 
derivatives, and the feedback gain c 2 <
 has been appropriately selected to make the errorpolynomial Hurwitz.The tracking control law (7) suggests that the control cost associated with asymptot-ically tracking a desired trajectory can be broken up into a cost of feedback linearization( �L
fh(x)LgL
�1f h(x)), a cost of exactly tracking the trajectory ( y
r (t)LgL
�1f h(x)) and a cost of stabilizing12



the tracking error to zero ( cT eLgL
�1f h(x)). In the presence of control constraints, these costs arecompeting with each other. For example, there is a tradeo� between the space of feasibletrajectories and the region of attraction of the tracking error. The feasible space of trajecto-ries is maximized when the tracking error is zero and, conversely, for su�ciently large valuesof the error the space of trajectories becomes empty.This problem may be encountered in the case of trajectory planning and tracking inATMS. In an aircraft there are inherent actuator constraints as well as thrust limitationsand the additional complication that the system is multi-input, multi-output. While thetrajectory planner is working on a dynamic trajectory, it may discover that the input costfrom linearization is large and does not leave enough room for the exact trajectory trackingcost. Similarly, while the regulation level is tracking the dynamic trajectory, it may discoverthat the tracking error cost becomes large enough to cause actuator saturation. In eithercase the tactical planner needs to be noti�ed to replan the kinematic (output) trajectory.As the trajectory planner makes use of the detailed dynamical model, it can help with thereplanning by suggesting possible alternatives. An easy modi�cation that may work in somecases involves reparametrizing (slowing down) the existing trajectory with respect to time.This typically results in smaller feed-forward inputs, but may be insu�cient in extreme cases.A more detailed treatment of feedback linearization in the presence of constraints may befound in [15]. The problem of stabilization of linear and nonlinear systems in the presence ofactuator saturations has also been extensively studied in [16, 17]; the stabilization approachesare inapplicable to trajectory tracking, however. The analysis of [15] also addresses the issueof tracking.3.3.5 Regulation LayerOnce a feasible dynamic trajectory has been determined, the Regulation Layer is asked totrack it. Assuming that the aircraft dynamic model used by the trajectory planner is a goodapproximation of the true dynamics of the aircraft, tracking should be nearly perfect. Inthe presence of large external disturbances (such as wind shear or malfunctions), however,tracking can severely deteriorate. The regulation layer has access to sensory informationabout the actual state of the aircraft dynamics, and can calculate tracking errors. Theseerrors are passed back to the trajectory planner, to facilitate replanning if necessary. Clearlyveri�cation is needed to show that the scheme eventually converges to an acceptable tra-jectory. Due to the increased complexity of the models it is unlikely that timed automatatechniques will be adequate in this setting. More elaborate (possibly hybrid) techniques maybe necessary.4 Comparison to the PATH architecture4.1 Similarities to the PATH AHS architectureThe ATMS control architecture proposed here is comparable to the PATH architecture of [18]for Automated Highway Systems (AHS), which is also in the form of a multi-level hierarchy(Figure 8). 13



The PATH control hierarchy consists of four layers: the regulation layer, coordinationlayer, link layer and network layer. The aim of this architecture is to allow cars to formplatoons (software trains) which move on the highway under computer control at relativelylow intervehicular spacing (1-3 meters) and at relatively high speeds. The expectation is thatthe inter platoon spacing can be maintained large enough to be able to keep disturbancesin the highway tra�c from propagating upstream. The link and network layers determinetrajectories for individual vehicles involving trajectories in di�erent lanes in order to maxi-mize the throughput of the highway and thereby minimize transit time on the average. Thecoordination layer receives the planning commands of the link layer and converts them intoan alphabet of atomic maneuvers for the individual vehicles. For platooning these maneuversare join to form a platoon, split to break up a platoon, change lane to move from one lane toanother, entry to get on the highway and exit to get o�. These maneuvers result in speci�ccontrol actions taken by the regulation layer. In terms of abstraction, the regulation layer iscontinuous, the link layer is discrete3 while the coordination layer is hybrid.The resemblance between the AHS and ATMS architectures should come as no surprise,since in both cases the objective is the e�cient utilization of a scarce resource (either highwayor runway) by a large number of semi-autonomous agents (vehicles or airplanes). For AHS,the lower level is responsible for the regulation of individual vehicles and makes use of verydetailed, di�erential equation models for the vehicle and engine dynamics. In terms ofthe proposed ATMS architecture this would correspond to the trajectory planner and theregulator. The intermediate level (coordination) is responsible for macroscopically planningthe vehicle trajectory, which it does by selecting a sequence of maneuvers. To carry out thesemaneuvers it �rst communicateswith neighboring vehicles to guarantee their cooperation andthen commands switching between the various regulation layer control laws. The actions ofthe coordination layer are based on a more abstract, discrete model of the vehicle behavior. Interms of the ATMS architecture this would correspond to the strategic and tactical planninglevels. Finally, the link and network layers are responsible for the centralized control ofvehicles in large sections of the highway. As with the ATC level of the ATMS architecture,their objective is to maximize the utilization of the system, which in the case of AHS impliesmaximizing the throughput of the highway. It should be noted that, similar to the ATMS, thecoordination and regulation layers control vehicles in a decentralized manner and e�ectivelyreside on individual vehicles. Decisions at the link and network layers, on the other hand,are taken by roadside controllers, that model the tra�c on the given section using queuingor 
ow models.4.2 Di�erences from the PATH AHS architectureWhile there are many resemblances between the PATH AHS architecture and the ATMSarchitecture that we propose, there are also some important di�erences:1. State Space of an Individual Agent: Because the aircraft motion takes place in threedimensions, its state space is the manifold SE(3), as opposed to the predominantly oneand a half dimensional state space of road vehicles. A direct consequence of this is that3Though the actions of the link layer may be determined by continuum approximations to the tra�c.14



the description of the state space has to be in terms of charts. The extra dimensionsof the state space give us greater freedom in planning trajectories, but also make theplanning process harder. This is the reason for the greater number of planning layersand the hybrid nature of the strategic and tactical planners in the ATMS architecture.2. Interagent Coordination: For each vehicle moving on the highway it is relatively sim-ple to identify neighboring vehicles (front, back, left and right) and thus de�ne a\neighborhood" that roughly moves along with the vehicle in question. This allows forcommunication and coordination between neighboring agents, without intervention ofthe link layer. Thus safe operation of the system can be maintained by appropriatedesign of the decentralized layers, leaving the centralized layers to deal with improvinge�ciency. The three dimensional motion of the aircraft, on the other hand, makesit harder to de�ne the \neighbors" of each agent. As a result con
ict prediction andresolution may be signi�cantly more complicated and two planning layers (strategicand tactical) are needed to replace the coordination layer.3. Di�erent Dynamics: The dynamics of the aircraft are strongly nonlinear and depend ina subtle fashion on the aerodynamic forces of lift and drag. These forces may be ignoredor very coarsely approximated in the case of vehicle dynamics. Furthermore, since theaircraft needs to move in order to generate lift, it is not possible to ask an aircraftto stop in mid-
ight. Finally, the aircraft control designer has to deal with a greaternumber of inputs which are strongly coupled to one another. For highway operation onthe other hand, when the steering angles are small, the coupling between the lateral andlongitudinal inputs of the vehicle is very weak. The complicated nonlinear dynamicsmake the continuous control a lot more challenging and dictate the presence of twodistinct continuous levels, the trajectory planner and the regulation. For AHS boththe planning and regulation can be dealt with by one layer.4. NonHomogeneous Agents: The agent dynamics also vary greatly from aircraft to air-craft. The ATMS system must have the breadth to incorporate both small, privateaircraft and large, commercial jets.5. Number of Agents: Because of the large numbers of vehicles that will use the automatedhighway (of the order of 5000 per lane per hour) it is important in the AHS to have anaggregate way of describing strategies for maximizing throughput. This dictates thepresence of two roadside planning levels, the network and link, one dealing with theentire highway system and the other with pieces of highway a few miles in length. Thetarget take o�s and landings for ATMS are of the order of 45-60 per hour per runway,which is also large, but an order of magnitude smaller than the AHS. Hence a singlelayer ATC will probably be su�cient. 15



5 Design Issues5.1 Controllers with SwitchesWhile certain subclasses of switched dynamical systems such as those arising from relaxedcontrol or sliding mode control have been well investigated, it is fair to say that a systematicinvestigation of switching between di�erent nonlinear control laws is still in its infancy. Theliterature in gain scheduling does little from a design point of view in establishing rules oftransition to preserve continuity of the controller inputs. We have begun a systematic studyof performance speci�cations and design guidelines for control systems with switches. Wewill be aided in this regard by some related work in the project on highway automation.The hybrid nature of the AHS problem is due to two types of switching. The �rst is causedby switching between di�erent maneuvers commanded by the coordination layer (planning)and the second is introduced because of the physical layer constraints. For example, in theautonomous vehicle controller of [19], phase space based switching between di�erent feedbackcontrol laws was introduced to guarantee that the system response to disturbances lies withinstate and input constraints due to actuator saturations and passenger comfort limitationsrespectively.Similarly, the air tra�c management control system involves switching at di�erent lev-els. At the higher level, the tactical planning level introduces switching between di�erentoperating modes for the aircraft. For every mode segment, the trajectory planner designsa smooth trajectory. While the underlying dynamics of the aircraft are given by smoothfunctions, the control laws based on full state approximate linearization are di�erent in dif-ferent modes of operation. This has to do with changes in the independent and dependentoutputs of the aircraft depending on the 
ight regime. Thus the regulation level controlleris switched at each instant of mode switching. In addition, the coordinate charts that areused to parametrize trajectories in SE(3) also encounter singularities. At this point, one hasto switch to a di�erent chart and correspondingly a di�erent control law.Another kind of switching is necessitated by the disturbances. Because the aircraftengine and control surfaces can produce a limited amount of thrust and moments, the spaceof trajectories that can be tracked satisfactorily by an aircraft is limited. The e�ect of smalldisturbances (as well as passenger comfort violations) may be nulli�ed by reparametrizationof the trajectory as mentioned in the previous section. In the case of severe disturbances,such as wind shear, the overall sequencing of modes has to be changed thereby introducingswitching in the controller. Some of these disturbances may be due to changes in plans ofother aircrafts in the vicinity.Most of the controllers will be relatively easy to analyze individually, using results fromnonlinear control theory. The analysis of the overall switched system can be very trickyhowever, as indicated by the examples considered in [19, 20]. The problem becomes evenmorecomplicated when the planning layers are added to the picture. The additional complicationis due to the fact that at the planning level we not only have to deal with switched continuoussystem but we also have to consider the change in the model abstraction from continuous todiscrete. 16



5.2 Speci�cation and Veri�cationIn systems which have comparable functional and hierarchical complexity of 
ight control,systematic design tools for verifying that the control schemes meet the speci�cation need tobe developed. The discrete part of the model can be designed and analyzed using standardtools (typically computational) such as STATEMATE or COSPAN. Even after this kind ofanalysis however we can not be sure that the resulting hybrid system will perform adequately.An investigation carried out on the AHS system [21] indicates that, even if the individualsubsystems are veri�ed independently, the overall system can fail in a critical way.The problem can be reduced to showing that the discrete models used by the higher levelsto describe the lower levels (including the plant) are indeed an abstraction of the behaviorof those levels. More formally, in discrete event system terminology, we would like to showthat the language generated by the lower levels (when looked at from the discrete pointof view of the higher layers) is contained in the language of the related abstraction usedfor the design of the higher level controllers. The level of sophistication of current hybridsystems methodologies is severely limited to the analysis of systems with clocks or systemswhose dynamic performance can be abstracted by clocks. New frameworks and a fresh newapproach to these problems is warranted. Indeed for the ATMS problem, an accurate timedabstraction of the continuous dynamics will be di�cult to obtain because of the complicatednonlinear dynamics of the plant and the on-line reparametrization of the reference trajectorybeing carried out between the trajectory planning and regulation layers to avoid saturationlimits. We also need to show that the language generated by the discrete layer (which is asequence of control modes) is rich enough to monitor and control the continuous dynamics.Ultimately the actions of the ATC also need to be veri�ed. A similar abstraction problemand language containment problem will have to be dealt with in this case as well. Additionalcomplications arise from the multiagent character of the system at this level. We hope thatby comparing and contrasting the methodology applied to the ATMS problem with the oneused for the AHS problem we will be able to draw conclusions about basic, generic propertiesof hybrid and hierarchical systems.5.3 Simulation & Visualization IssuesThe complexity of large scale projects, such as the proposed Air Tra�c Management System,renders simulation a valuable tool both in the design of various control laws and coordinationprotocols as well as in the evaluation of overall system performance. Furthermore, a goodsimulation package may also be used as a debugging tool in the design process. This requiresthe development of a simulation package for hybrid systems that will be able to simulateboth the low level di�erential equation models as well as the high level �nite state machinemodels. The complexity of the system also emphasizes the need for e�cient computationalschemes, such as parallel computation algorithms.Due to the large size of the project, each simulation run results in a tremendous number ofdata that need to be analyzed and interpreted. Visualization techniques, such as animation,can be used to present the simulation results in a manner which is much easier to analyze bythe designer. In this direction, we have started the development of SmartPlanes, a simulationand visualization facility for ATMS. At the current stage SmartPlanes, which is shown in17



Figure 9, is a visualization tool which allows the user to view the trajectory of a single aircraftfrom various perspectives. For example, the user has a choice to view the aircraft from thecontrol tower, from a �xed location, or to have the pilot's perspective from the cockpit. Infuture versions, multiple aircraft will be shown as well as a local radar. Moreover, the userwill have the ability to con�gure his/her own airport so as to meet the needs of di�erentcities, e.g., Denver Airport, JFK International Airport, etc.6 Concluding RemarksThe details of the architecture presented here need to be worked out. Possible connectionsbetween the ATC work carried out in NASA and the requirements of the automated designneed to be investigated. The resolution protocols of the strategic planner need to be designedfrom scratch and the interaction with the ATC needs to be formalized. More work needs to bedone for the tactical planner, especially in terms of con
ict prediction. Also the trajectoryplanner and regulation level design needs to be completed. More importantly the hybridinteraction between all those layers needs to be investigated. For this task the developmentof a 
exible simulation platform will be crucial. Finally, some analysis from the point ofview of transportation studies needs to be carried out to estimate the improvement in termsof fuel consumption, travel times, safety, passenger comfort, etc. that can be expected if theproposed system is implemented in practice.References[1] H. Erzberger, T. J. Davis, and S. Green, \Design of center-tracon automation system,"in Proceedings of the AGARD Guidance and Control Syposium on Machine Intelligencein Air Tra�c Management, pp. 11.1{11.12, 1993.[2] S. M. Green, W. den Braven, and D. H. Williams, \Development and evaluation of apro�le negotiation process for integrating aircraft and air tra�c control automation,"tech. rep., NASA Technical Memorandum, TM 4360, NASA Ames Research Center,Mo�ett Field CA 94035, April 1993.[3] R. A. Slattery, \Terminal area trajectory synthesis for air tra�c control automation,"in American Control Conference, 1995.[4] S. M. Green, R. A. Vivona, and B. Sanford, \Descent advisor preliminary �eld test."preprint, to be presented at the AIAA Guidance, Navigation, and Control Conference,Baltimore, 1995.[5] T. Basar and G. J. Olsder, Dynamic Non-cooperative Game Theory. Academic Press,second ed., 1995.[6] J. Lygeros, D. Godbole, and S. Sastry, \A game theoretic approach to hybrid systemdesign," tech. rep., UCB-ERL Memo M95/77, Electronics Research Laboratory, Uni-versity of California, Berkeley, CA 94720, 1995.18
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Figure 9: SmartPlanes Visualization Program
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