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Abstract

With the increasing popularity of social networks, it is becoming more and more crucial for the decision makers to analyze and understand the evolution of these networks in order to identify e.g., potential business opportunities. Unfortunately, understanding social networks, which are typically complex and dynamic, is not an easy task. In this paper, we propose an effective and practical approach for simulating social networks. We first develop a social network model that considers the addition and deletion of nodes and edges. We consider the nodes’ in-degree, inter-nodes’ close degree, which indicates how close the nodes are in the social network, and the limit of the network size in the social network model. We then develop a graph-based stratified random sampling algorithm for generating an initial network. To obtain the snapshots of a social network of the past, current and the future, we further develop a close degree algorithm and a close degree of estimation algorithm. The degree distribution of our model follows a power-law distribution with a “fat-tail”. Experimental results using real-life social networks show the effectiveness of our proposed simulation method.
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1 Introduction

Over the past few years, social networking becomes more and more pervasive. A key aspect of studying social networks is to understand its evolution and the mechanism by which social network structures change over time. Understanding the dynamic topological map of social networks is important for a variety of different applications such as commercial, security, criminal investigation, etc [9, 23]. Unlike the traditional customer maintenance that always focuses on key customers with higher consumption, in social networks, hot customers are not necessarily high consumption customers. But the loss of these customers may cause the loss of more customers, because these customers contact (and influence) many customers. Therefore, using hot customers in a social network to define key customers can compensate the weakness of the approach using high consumption to define key customers. We can easily reveal the hot customers in the topological map of a social network.

The relationships among social network members present huge business opportunities. Based on relationship of customers, a company is able to not only to directly contact its customers, but also to indirectly do so to other customers. As a result, analysing, understanding, and predicting customers’ relationships of social networks attract a significant attention in the research community. However, customer relationships in social networks are highly dynamic. For example, many people who not yet join a social network may do so in the next few weeks; some people may change their relationships; some people may leave the network after period of time etc. These messages are hinted at snapshots of the social network. How to get a snapshot of a social network at a specific point in the future is the focus of our paper because these snapshots may reveal a lot of business information.

With the continuous expansion of the networks, more and more attention is paid to complex networks. The social network, World Wide Web or biological systems exhibit a structure of a complex network with nodes representing the entities and edges representing some sort of interactions among them. Some recent studies have found that complex networks have the characteristics of scale-free networks. The scale-free networks are graphs with a “fat-tail” degree distribution with considerably higher presence of so called hubs, nodes with very high degree, and many of nodes with lower degrees, such that the number of nodes of degree k follows a power-law distribution [1]. Barabasi and Albert first present a scale-free model [2] (also called BA model) that satisfies a large number of real systems. Based on the BA model, in order to provide a more satisfactory description for empirical characteristics of some real networks, many new models have been proposed, including the fitness model [3] and the mixed attachment mechanism’s model.

Although these models capture the power-law tail of the degree distribution, it has other properties that may be not accordant with the empirical results of the real networks. A social network is a typical complex network, with a set of people and interactions among the people. Most nodes have very few connections while a small
number of nodes have many connections. Such a network combines addition and deletion of nodes and edges. However, many models focus on growth mechanism and ignore the mechanism of the deletion of nodes. We observe that it is important to consider the minimum size of a network in a social network model when we need to delete nodes since unlimited deletion may destroy the network. In order to realize the simulation, we design a social network model which adds nodes and edges at the same preferential attachment probability, but deletes nodes and edges at different anti-preferential attachment probabilities. Preferential attachment is widely used in analyzing the growth of a network [25], and the basic idea of the preferential attachment is that the probability that a new edge involves node _x_ is proportional to the current number of neighbors of _x_.

We consider two factors of nodes’ in-degree and inter-nodes’ close degree in preferential attachment probability to establish a social network model in order to closely reflect the status of nodes and nodes’ relationship in social network with a certain theme. In-degree of nodes denotes the number of edges that connect to nodes. The close degree indicates the closeness between two nodes. In the social network with a certain theme, nodes’ status and relationship are determined by nodes’ in-degree and inter-nodes’ close degree. Because node _i_ that connects to node _j_ should consider not only the in-degree of node _j_ but also the close degree between _i_ and _j_.

Node’s attractiveness is the ability to attract other nodes, which is considered in a few models such as [6]. At time _t_, a node has same attractiveness to all nodes in these models. It is unreasonable because a node has different attractiveness to different nodes at time _t_ in real social networks. In [17], Liben-Nowell and Kleinberg study the factor of relationship strength in social network. They only consider this factor between existing nodes. In our model, we use the close degree to denote the close extent between nodes instead of attractiveness. Obviously, in a social network, hot nodes may change to common nodes and the relationships between nodes may change over the time as well. In addition, the preferential attachment probability is not only dependent on node’s close degree, but also dependent on node’s in-degree. In most models, the preferential attachment probability considers the degree of nodes because nodes’ connection in these models has no directions. Links connecting nodes in our model have directions, so we consider in-degree of nodes in our model.

Based on our model, we develop algorithms to realize the simulation of social networks. In order to visualize social networks, we first set up social network model which considers the addition and deletion machine of nodes and edges. We then develop an algorithm to generate social network topology maps as snapshots of the social network. Our main contributions are summarized as follows:

- We design a social network model which adds nodes and edges at the same preferential attachment probability, while deletes nodes and edges at different anti-preferential attachment probabilities. Links connecting nodes in our model have directions. It is important for discovering customer relationships. Nodes’ connection in most existing models has no directions, such as Riitta Toivonen [9]. For these models, degree is considered in their algorithms. We consider in-degree rather than degree in our model.
- Based on our model, we develop an algorithm of the close degree and an estimation algorithm of the close degree. The estimated value of the close degree is used to generate a snapshot of a social network in the future while the real close degree is used to generate a snapshot of the social network in the past time _t_ or current.
- The initial network of our model is derived from the sample of existing networks. This will make the network simulated by our model close to real situation. In our model, we develop a graph-based stratified random sampling algorithm to generate a snapshot of existing network.

We validate our approach through the simulation of several real-life social networks including a car fanciers’ social network with 25,000 members, a financial customer relationship network with 35,741 members, and a user network in colleges and universities with 25,468 members. We compared the node state of the simulated network with these real social networks. The results show the feasibility of our simulation approach and our approach outperforms the BA model.

The remainder of this paper is organized as follows. In Section 2, we introduce our social network model. In Section 3, we describe the simulation algorithm and discuss the parameter constraints. In Section 4, we report the simulation experiment. Finally, Section 5 overviews the related work and Section 6 gives some concluding remarks.

## 2 The Social Network Model

In order to simulate social networks, we first develop a model for this purpose. This model includes the new nodes adding mechanism, the old nodes removal mechanism and addition and deletion mechanism of the edges between the old nodes. The four mechanisms reflect the nature of social network development and changes.

A sample of existing networks _N_0 has _m_0 nodes. We denote by _N_(_i_) the size of the network, by _k_(_i_) the in-degree of node _i_ that denotes the number of edges connected to the node _i_ and by _a_(_i_(_g_) _(_t_) the close degree between node _i_ and node _g_ at time _t_. Through access to _k_(_i_) and _a_(_i_(_g_) _(_t_) at time _t_, we can obtain the corresponding preferential attachment probability and the anti-preferential attachment probability in order to establish a snapshot of the social network at time _t_. In each time step, we perform the following four operations:

1. Start with a small number (_m_0) of nodes, at every time step, we add a new node with _m_(_m_ ≤ _N_(_i_)) edges that are connected to _m_ different nodes. The new node _g_ connects to the node _i_ pre-existing in the network with the preferential attachment probability:
The estimated value of $a_{ig}(t)$ is used to generate a snapshot of a social network in the future while the real $a_{ig}(t)$ is used to generate a snapshot of the social network in the past time $t$ or current. The specific algorithm of $a_{ig}(t)$ will be given in Section 3.2.

2. $L$ new edges among old nodes are produced: a node $i$ is selected as an end of a new edge, with the preferential attachment probability given by (1).

3. $C$ old links are deleted: we select a node $i$ as an end of a deleted link with the anti-preferential attachment probability:

\[
\prod^* (k_i) = \frac{1}{N(t) - 1} (1 - \prod (k_i(t)))
\]  

(2)

where $1/(N(t)-1)$ is the normalized coefficient of the probability.

4. $E$ old nodes are deleted: node $i$ is deleted with the anti-preferential attachment probability:

\[
\prod^{**} (k_i) = \frac{N(t) - N_{\text{min}}}{N(t)} (1 - \prod (k_i(t)))
\]  

(3)

$N_{\text{min}}$ is the minimum size of the system. The anti-preferential probability is more reasonable for deleting nodes and nodes may be deleted when $N(t) > N_{\text{min}}$.

3.1 Initialization Network

The initial network of our model is derived from a sample of existing networks. This will make the network simulated from our model close to real situations. More recently many experts have studied the map sampling technology of network, such as C. Hubler [18], which proposes an innovative subgraph sampling technique based on the Metropolis algorithm [19] to assess the degree of consistency with graph properties. These methods have focused on the basic properties of map such as relationship strength between nodes. In addition, these methods are very complex and used for different purposes such as graph compression [20, 21] and epidemiology [22]. However, nodes inside a social network are persons or entities that may have many other properties in addition to the links (e.g., hobbies). Therefore, in our work, we design a graph-based stratified random sampling algorithm for generating a sample of existing network. Before introducing our algorithm, we give some definitions as the following:

Definition 1. $G = (V, E)$ is a network or graph where $V = \{ v_1, v_2, \ldots, v_n \}$ is the nonempty set of nodes, and $E$ is a set of edges where $E \subseteq V \times V$. $E_{ij}$ is the edge that connects nodes $v_i$ to $v_j$, if $v_i, v_j \in V$ and $v_i \neq v_j$.

3. The Simulation Algorithm

In this section, we describe the key social network algorithm, as well as discuss the parameters’ constrain that could be used for the simulation of social networks.

3.2 Simulation Algorithm

To model the nodes and the relations of the social network, the topology map is defined as an directed graph $G(V,E)$:

Fig. 2 Topology map of a car fanciers’ social network in t2

To model the nodes and the relations of the social network, the topology map is defined as an directed graph $G(V,E)$:

Definition 2. $G = (V, E)$ is a network or graph where $V = \{ v_1, v_2, \ldots, v_n \}$ is the nonempty set of nodes, and $E$ is a set of edges where $E \subseteq V \times V$. $E_{ij}$ is the edge that connects nodes $v_i$ to $v_j$, if $v_i, v_j \in V$ and $v_i \neq v_j$.

3.1 Initialization Network

The initial network of our model is derived from a sample of existing networks. This will make the network simulated from our model close to real situations. More recently many experts have studied the map sampling technology of network, such as C. Hubler [18], which proposes an innovative subgraph sampling technique based on the Metropolis algorithm [19] to assess the degree of consistency with graph properties. These methods have focused on the basic properties of map such as relationship strength between nodes. In addition, these methods are very complex and used for different purposes such as graph compression [20, 21] and epidemiology [22]. However, nodes inside a social network are persons or entities that may have many other properties in addition to the links (e.g., hobbies). Therefore, in our work, we design a graph-based stratified random sampling algorithm for generating a sample of existing network. Before introducing our algorithm, we give some definitions as the following:

Definition 2. The sampling fraction, $P(S)$, of a sample $S$ is:

\[
P(S) = \frac{F}{N}
\]

(4)

where $N$ is the number of nodes in the sampling frame and $F$ is the number of nodes in the sample. $S$ is a sample of nodes where $S \subseteq V$.

Definition 3. $G(S)$ is the sample graph of $G$ based on the sample $S$. That is, $G(S) = (S, ES)$ where $S \subseteq V$ is the vertex set and the edge set $ES = (S \times S) \cap E$.

The historical data of the social network is divided into homogeneous subgroups. There are many techniques to generate subgroups. In our work, we use a clustering algorithm because it is suitable and there are many tools.
available. Let $S$ be a random drawn from each subgroup based on $P(S)$. The algorithm is depicted in Fig. 3.

**Algorithm 1: Initialization Network**

**Input:** $V_0 = \{v_1, v_2, \ldots, v_n\}, F, N$

**Output:** $a(N)$

1. $V$ is divided into $V_1, V_2, \ldots, V_n$ based on the clustering algorithm // $V_i, V_j$ is subgroup of $V$
2. For $i=1$ to $n$ // $n$ is the number of subgroups of $V$
3. $P(S)=F/N$
4. For $i=1$ to $w$
5. $w= N_i \times P(S)$ // $N_i$ is the number of nodes of $V_i$
6. If $E_{ij} \neq 0$ then // $E_{ij}$ is the $i$ edges of $ES$
7. $S=v_i$ is the node that is randomly drawn from $V_i$
8. End for
9. End for
10. For $P=1$ to $T$ // $T$ is the number of edges of $ES$
11. If $E_{ij} \neq 0$ then // $E_{ij}$ is the $i$ edges of $ES$
12. $a(kx)=1$
13. End if
14. End for
15. $N(i) = C$

**Fig. 3 Initialization network algorithm**

### 3.2 Close Degree Algorithm

In our model, we use close degree to denote nodes’ close extent. A node has different close degrees to different nodes at time $t$. It changes over the time and exists in all nodes. Some experts have studied relationship strength between nodes in order to divide network or prediction analysis, such as the work by Liben-Nowell and Kleinberg in [17]. But these methods focus on basic link properties in the map. A social network consists of people and the link between people may imply much more information. In our simulation model, we study this hidden information to obtain close degree between nodes. Based on a theme, through historical data mining, we can obtain the related factors and their weights in the social network. These factors and weights decide the close degree between nodes.

Let $a_{ij}(t)$ be the close degree between node $i$ and node $j$ at time $t$, $f_k$ the $k$ factor based on a topic’s social network at time $t$ and $W_k$ the weight of $f_k$. The close degree is calculated as the following:

$$a_{ij}(t) = \sum_{k=1}^{n}(f_k \times W_k) \quad (5)$$

$a_{ij}(t)$ and $k_i(t)$ can be used to generate a snapshot in the past time $t$ or current. In order to simulate future status of the social network, we need to estimate the value of nodes’ close degree in the future. We can obtain history volatility of the close degree from historical data. Through the historical volatility of the close degree estimates the future volatility of the social connections. In our approach, we use standard deviation to estimate the future volatility of close degrees. The close degree’s estimation can be calculated as follows:

$$A_{ij} = \sum_{i=1}^{n-1} \left( \ln a_{ij}(t+1) - \ln a_{ij}(t) \right) \quad (6)$$

$$a_{ij}(n+1) = a_{ij}(n) \times \left( 1 + \frac{\sum_{i=1}^{n} \left( \ln a_{ij}(t) - A_{ij} \right)^2}{n-1} \right) \quad (7)$$

Where $A_{ij}$ is the average of the volatility of the close degrees between node $i$ and node $j$, $a_{ij}$ is the estimation of the close degree between node $i$ and node $j$ at the time $n+1$.

### 3.3 Discussion on Parameter Constraints

A social network is a type scale-free network which in-degree $k$ follows a power-law distribution, where $2 < \gamma \leq 3$ ($\gamma$ is power index). Through the calculation of the in-degree distribution, we can find out the formula of $\gamma$. We can obtain constraints among $E, C, L$ from $2 < \gamma \leq 3$. The in-degree distribution of our model is calculated as follows.

The value of $\sum a_{ij}(t)$ varies over the time, so we suppose $\sum a_{ij}(t) = At$. The system size $N(t)$ and the total number of in-degree $\sum a_{ij}$ vary with the time $t$ as:

$$N(t) = m_0 + t - E = t, \sum a_{ij} = 2(m + l - c - E) \quad (8)$$

We use the mean-field theory [7] to analyze and calculate the in-degree distribution $p(k)$ for various in-degree $k$. The in-degree $k_i$ of node $i$ is supposed to change continuously. The probability $P(k_i)$ is proportional to the relations at the rate at which $k_i$ changes, so we have:

$$\frac{dk_i}{dt} = m \pi(k_i) + \pi(1) \pi(k_i) + \sum E \pi(k_j) - c \pi^2(k_i) - \frac{\pi(1) - \pi(2)}{\pi^2(k_i)} = \frac{(m + 2t) \pi(k_i) - 2c}{(m + l - c - E + A)t} - E \quad (9)$$

Suppose

$$\beta = \frac{(m + 2t) \pi(k_i) - 2c}{(m + l - c - E + A)t} - E \quad (10)$$

With the initial condition that node $i$ is added to the system at time $t$ with the in-degree $k_i(t) = m$.

$$k_i(t) = \left( \frac{m + B \tau}{\beta} \right)^\beta - \frac{B}{\beta} \quad (11)$$

Every step, we add one node into the network, the probability density of $t_i$ is

$$P(t_i) = \frac{1}{m_0 + t} \quad (12)$$

We can obtain
$$P(k)(t)<k) = P(t,> (t/ \frac{m}{k^\beta})^k \)$$

$$= 1 - \frac{m}{m_0 + t} \left( \frac{m}{k^\beta} \right)^{k+1-\theta}$$

Where
$$P(k) = \frac{dP(k)(t)<k)}{dk}$$

So we can obtain
$$P(k) = \frac{t}{m_0 + t} \left( \frac{m}{k^\beta} \right)^{k+1}$$

For $m_0 \ll t$, So
$$P(k) = \frac{1}{\beta} \left( m + \frac{b^\beta}{\beta} \right) \left( k + \frac{b}{\beta} \right)^{-(1+\gamma)}$$

Where
$$\gamma = \frac{2(m+1-C-E)+A}{(m+2)}$$

$$2 \leq \gamma = \frac{3m+4l-2c-2E+A}{(m+2)} \leq 3$$

Values of $A$ can be obtained through Equation 5. If $E$, $C$, and $L$ satisfy Equation 12, this model could self-organize into a stable network. In our algorithm, $E$, $C$, and $L$ are generated in a random way, but they must satisfy Equation 12.

4 Experiments

To validate the efficiency and effectiveness of the proposed social model and our simulation method, we implemented the algorithm using C++, Matlab and PAJEK. We extracted the three sets of real historical data of the social network test the simulation accuracy of our model. These data are provided by a telecommunication company. These social networks consist of nodes that are the phone number and edges that are telephone contacts between two nodes. The three social networks are (1) the car fans social network with 25,000 nodes, (2) the financial customer relationship network (referred to as financial network) with 35,741 nodes, and (3) user network in colleges and universities (referred to as university network) with 25,468 nodes.

Each set of data constitutes a social network $G$ (see Definition 1). We use the data of $G$ to obtain the related factors and their weights of close degree (see Section 3.2) using the factor analysis method and homogeneous subgroups of social network (see Section 3.1) using cluster analysis. In our experiment, there are 500 nodes in each $N_0$ ($N_0 = <V_0, E_0>$, where $E_0 = \emptyset$ and $V_0 \subseteq V$, and $E_0$ is a set of edges where $E_0 \subseteq V_0 \times V_0$ and $V_0 \subseteq E$). We use stratified random sampling methods to extract 1,500 real historical data that belong to $V$ but not to $V_0$ as the input data set $V_i$ to simulate the prediction social network $G^*(G = <V^*, E^*>$, where $V^* = V_i \cup V_0$, $E^* \subseteq V^* \times V^*$) that grow following the four steps of our model (see Section 2).

4.1 Simulation Degree Description

Researchers usually learn a network topology according to the degree distribution. Therefore, we will look into the degree distribution of simulation network to estimate whether the simulated social network reflects the real structure of the network.

The map of degree distribution of the car fanciers’ social network is generated by a program written in Matlab. The in-degree map and out-degree map are depicted in Fig. 4 and Fig. 5, respectively. These maps show that the degree distribution of the simulated network follows a power law distribution, where $\gamma = 3.0$ in Fig. 4, $\gamma = 2.8$ in Fig. 5. We can see from the figures that the number of nodes whose degree is less than 4 is very large, whereas the number of high degree nodes is very small.

![Fig. 4 The in-degree distribution map](image-url)

![Fig. 5 The out-degree distribution map](image-url)

In order to validate our simulation, we produced a degree statistical chat of the real historical data of the car fancier’s social network, shown in Fig. 6. From the figure we can see that the number of nodes whose in-degree is less than 4 is about 53.2%, so the majority nodes have very small connections. The degree of 1.8% nodes nearly reaches 40. This complies with our simulation result. The in-degree and out-degree distribution of the simulated social network follows a power-law distribution with a “fat-tail”. The simulated social network model could self-organize into a scale-free network when $E$, $C$ and $L$ satisfy the equation (12). We can see that our proposed social network model reflects well the structure of real social networks.

4.2 Simulation Topology Map
A program written in C++ based on our model produces an input file that includes vertices, relations and time points. Social network topology map is drawn when the input file is read into PAJEK. In our simulation experiment, we exploited a sample of real historical data of the social network collected as $N_0$ to generate the simulated social network. At every time interval, a number of real historical data from the input data set were pushed into the simulated algorithm to generate simulation social network.

![Fig. 6 The in-degree statistical chat](image)

We used the close degree algorithm in our model to generate the topology of the social network in the past time $t$ or current. In order to show the effectiveness of our simulation model, we randomly captured two topography maps of consecutive time interval in Figure 7 and Figure 8. Figure 7 shows the topology map of the simulated car fanciers’ social network at time $t_1$. Figure 8 shows the topology map of the simulated car fanciers’ social network at time $t_2$ ($t_2$ after $t_1$). From these topology maps we can intuitively reveal the status of every node and relationship in certain time points such as node G158 and G34 (circled ones in the bottom), which are deleted (to make it easy for readers to compare, this node is still kept in the figure), node G122 is hot node in Fig. 8 and G3 connected to G93 in Fig. 7 (see the thick black line). From topology map of consecutive time interval, we could discover the relationship changes of nodes, such as G3 connected to G93 at time $t_1$ (see Fig. 7), while it connects to G141 at $t_2$ (see Fig. 8).

![Fig. 7 The topology of car fans network in t1](image)

![Fig. 8 The car fanciers’ network in t2](image)

To get a snapshot of the car fanciers’ social network in the future, we employed the proposed estimation of close degree algorithm. The result is shown in Fig. 9. From Fig. 9, we can discover the status of each node and their relationships in the future. For example, G57 will be deleted, G99 will connect to G170 and G131 will become a hot node (see Fig. 9). This is very important for practical analysis and prediction in many applications.

![Fig. 9 The estimated car fanciers’ network at a future time-point](image)

In order to measure the prediction accuracy, we define the accuracy rate of the prediction as the following

$$Ar = \frac{S_c}{S_t}$$  \hspace{1cm} (13)

where $S_t$ represents the number of nodes in the input data set, $S_c$ denotes the number of the accuracy connected nodes that is belong to the input data set. If $v_j \leftrightarrow v_i \in E$, is same as $v_j \leftrightarrow v_i \in E$, $v_i \in V^*$, $v_j \in V^*$, $V_f \cap V_0 = \emptyset$. $V_f \cup V_0 = V^*$, $v_i$ is properly connected node.

In order to confirm our approach is valid and has better accuracy than that of the BA model, we not only generate the car fanciers’ network, the financial network and the university network based on our approach, but also generate the financial network based on the BA model (referred to as the network of the BA model). Simulation accuracy rate is shown in Table 1. The results show that
three networks simulation of current or past time average accurate rate reaches 72.37%, the simulation of future average accurate rate reaches 64.53%. The accuracy rate of the network of the BA model is only capped at 44.84%. Because BA model does not have a future state prediction, the simulation accuracy rate of current or the past and the future period of the network of the BA model are the same. The accuracy rate of our approach is higher than that of the BA model. The accuracy rates of the three networks are very close. As a result, the accuracy rate of our approach is stable. Because of the noise data, it is difficult to precisely calculate the close degree and estimated value of the close degrees. With more accurate and complete historical data, our approach will produce better result in terms of simulation accuracy.

<table>
<thead>
<tr>
<th>Social networks</th>
<th>Car fancier’s network</th>
<th>Financial network</th>
<th>University network</th>
<th>The network of the BA model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate rate of the past</td>
<td>72.3%</td>
<td>69.2%</td>
<td>75.6%</td>
<td>44.84%</td>
</tr>
<tr>
<td>Accurate rate of the future</td>
<td>67.6%</td>
<td>60.8%</td>
<td>65.2%</td>
<td>44.84%</td>
</tr>
</tbody>
</table>

Table 1 simulation accuracy rate of social networks

5 Related Work

Despite the increasing popularity of social networking, there are very few tools available to support the simulation of social networks. D’Angelo and Ferretti develop a scale-free network simulator called PaScas [4]. The model can add local characteristics to nodes and implement network topology, which can simulate heterogeneous network environments. Ren and Li [5] propose an algorithm, named RX, which can simulate scale-free networks. However, this model does not consider attachment possibility [1]. There are some simulations in gene fields, such as Banjo [6], ARACNE [7] and NETI [8] etc. Kincaid and Alexandrov show how to build a scale-free network to simulate air transportation networks. All of these simulation methods focus on the algorithm of the BA model [2]. In the BA model, there is no nodes deletion mechanism. In our simulation, we consider addition and deletion of nodes and edges mechanism that contain close degree factors and in-degree factors. In these existing simulation approaches, the results of simulation can be only used for analyzing structural and properties of networks.

Dorogovtsev and Mendes [2] develop a model which interleaves the addition of nodes and edges with a uniform preferential attachment probability. Chung and Lu [3] and Cooper et al. [4], independently, investigate a dynamic model in which nodes and edges were deleted by uniform preferential attachment probability. Narasimha Deo [24] propose a dynamic random graph model which interleaves addition of nodes and edges with a preferential deletion of nodes, but there was not limit of size of the network when nodes were deleted. We observe that it is important to consider the minimum size of a network in social network model when deleting nodes since unlimited deletion may destroy the network. In order to realize the simulation, we design a social network model which adds and edges at the same preferential attachment probability, but deletes nodes and edges at difference anti-preferential attachment probabilities.

6 Conclusion

With the rapid adoption of the social networking, it becomes more and more important for decision makers to analyze and understand social networks. Simulation-based methods are widely regarded as a sufficient way for understanding these complex, dynamic systems. In this paper, we propose a social network simulation model that takes into account the addition and deletion of nodes and edges. The nodes’ in-degree, inter-nodes’ close degree and limit of the network size are considered in the social network model. In order to visualize social networks, we develop i) a graph-based stratified random sampling algorithm to generate initial network, and ii) a close degree algorithm and close degree of estimation algorithm to get snapshots of the social network in the past, current and the future. Experiments show that the in-degree distribution map and the out-degree distribution map of our model follow the power–law distribution with a “fat-tail”. Experiments also confirm that our approach can effectively simulate social networks.

In the future, we plan to do more experiments to further validate the performance of our approach. Optimization of simulation performance is a main focus of our future research work. We will also consider the event-driven changes of social networks. Such changes do not necessarily cause adding or deletion of nodes, but can lead to the structural evolution in the social networks.
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