InTimeFix: A Low-Cost and Scalable Technique for In-Situ Timing Error Masking in Logic Circuits

Feng Yuan and Qiang Xu
CUhk REliable Computing Laboratory (CURE)
Department of Computer Science & Engineering
The Chinese University of Hong Kong, Shatin, N.T., Hong Kong
Email: {fyuan,qxu}@cse.cuhk.edu.hk

ABSTRACT
With technology scaling, integrated circuits (ICs) suffer from increasing process, voltage, and temperature (PVT) variations and adverse aging effects. In most cases, these reliability threats manifest themselves as timing errors on critical speed-paths of the circuit, if a large design guard band is not reserved. This work presents a novel in-situ timing error masking technique, namely InTimeFix, by introducing fine-grained redundant approximation circuit into the design to provide more timing slack for speed-paths. The synthesis of the redundant circuit relies on simple structural analysis of the original circuit, which is easily scalable to large IC designs. Experimental results show that InTimeFix significantly increases circuit timing slack with low area/power cost.

1. INTRODUCTION
With technology scaling, integrated circuits (ICs) suffer from increasing process, voltage, and temperature (PVT) variations and aging effects [1]. In most cases, these reliability threats manifest themselves as timing errors on circuit speed-paths (i.e., critical paths that determine circuit speed) [2, 3]. Conventional design methodology requires designers to embed a large design guardband to prevent any timing failure. This conservative design methodology, however, inevitably diminishes the benefit of technology scaling [4]. Consequently, there is a growing research interest to achieve online timing error resilience.

1.1 Related Work
In order to achieve timing error resilience, we can either predict the error occurrence and take proactive actions to avoid them or detect and correct timing errors (or their effects) when they occur. Generally speaking, timing error prediction techniques (e.g., [5]) are applicable to detect gradual increase of circuit delay resulting from aging effects only. In this work, we focus on the more general timing error detection and correction techniques presented in the literature.

Timing Error Recovery: Most existing solutions for timing error resilience try to restore the state of the system to a known-good pre-error state. For example, RAZOR [6] implemented such a recovery scheme with microarchitectural support. In this technique, those flip-flops that are driven by speed-paths (denoted as suspicious FFs) in this paper), are replaced with the so-called RAZOR-FFs, which contains a main flip-flop, an additional shadow latch and some control logic. The main flip-flop latches the output signal at the clock edge with possible timing error, while the shadow latch, controlled by a delayed clock signal, latches the signal a fraction of a cycle later, which guarantees to receive the correct value. Consequently, when the shadow and the main FF values do not agree, indicated by the comparator, the timing error is detected. By flushing the pipeline and replaying failed instruction-s at lower clock frequency, the processor operates correctly with little performance penalty. Bowman et al. [7] implemented two novel metastability-immune timing error detectors (namely error-detection sequential in their work) and the corresponding error-recovery circuits in an Intel test chip. By removing design guard band used to guarantee "always correct" operations, the above techniques enable better than worst-case designs that are more energy-efficient [4], and has inspired a large amount of later research work (e.g., [8–12]).

Timing Error Masking: While RAZOR-like techniques are very effective for timing error correction (TEC) in microprocessor datapath with the help of instruction replay, they are very difficult, if not impossible, to be applied to general logic circuits, due to the high cost to checkpoint error-free states in them. It is therefore imperative to develop in-situ timing error correction techniques that are able to mask errors without any rollback. There are a few such techniques presented in the literature and they can be classified into two categories: temporal error masking and logic error masking.

Temporal error masking techniques replace suspicious FFs with sequential circuit elements having time-borrowing capability (e.g., soft-edge flip-flops) and correct timing errors by delaying the arrival time of the correct data to the next logic level (e.g., [13–15]). While effective in many cases, such time-borrowing techniques have the inherent weakness of error effect propagation. That is, even if a suspicious FF can borrow some time from its successive logic level, the timing slack of this level is reduced and hence some initially non-suspicious flip-flops in this level may become suspicious ones and need to be replaced by sequential elements with time-borrowing capability again. Due to this timing error propagation effect, the hardware cost for such temporal error masking techniques can be quite high.

Figure 1: Timing Error Masking Scheme in [16].

In [16], Choudhury and Mohanram proposed to add a redundant logic block to predict the outputs of the circuit upon application of inputs that sensitize speed-paths. With this exact sensitization constraint, the error-masking circuit tends to have more timing slack when compared to the original circuit, and hence is immune to timing errors. As shown in Fig. 1, targeting those timing-critical outputs, error masking circuit generates two outputs for each of them, e.g., and with potential timing error. To be specific, when a speed-path driving is sensitized, is set correspondingly and the original circuit’s output is substituted with the fast predicted value to achieve timing error resilience.
1.2 Motivation and Summary of Contributions

The idea of adding redundant logic into the original circuit to mask timing errors on speed-paths as shown in [16] is quite interesting. The main limitation of this work lies in the difficulty of error-masking circuit generation. To be specific, [16] requires to synthesize the so-called speed-path characteristic function that represents the set of all speed-path activation patterns, which is only practical for small circuit blocks. The associated area/power overhead is also quite significant, as demonstrated in their experimental results.

In this paper, we propose a novel in-situ timing error correction technique, namely InTimeFix. Unlike [16] that adds coarse-grained redundancy by synthesizing the Boolean function that represents the activation of all speed-paths for timing error correction, the redundant TEC circuit in InTimeFix is generated at a much more fine-grained manner based on the concept of approximation circuit, which can be obtained by simple structural analysis of the original circuit. The proposed solution is therefore of low cost and is easily scalable to large IC designs. The main contributions of this paper include:

- we present a novel technique to add redundant approximation circuit into the original design to create a logically-equivalent yet timing-improved circuit, and prove its correctness;
- we propose a low-cost and scalable technique to synthesize timing error masking logic based on simple structural analysis, without necessarily acquiring characteristic function for speed-paths;

From another perspective, InTimeFix can be also regarded as a circuit timing optimization technique, since it facilitates to improve circuit timing slack with low hardware cost, as demonstrated in our experimental results. It is also important to emphasize that, as a redundancy scheme, InTimeFix is compatible with other timing/power optimization techniques such as gate sizing [19] and dual Vth allocation [20], and in fact, these techniques can be combined to further improve circuit performance under variation.

The remainder of this paper is organized as follows. In Section 2 and Section 3, we detail the proposed InTimeFix technique for in-situ correction of timing errors on speed-paths. Experimental results on various benchmark circuits are then presented in Section 4. We discuss the limitations of InTimeFix in Section 5. Finally, Section 6 concludes this paper.

2. IN-SITU TIMING ERROR MASKING WITH APPROXIMATE LOGIC

The concept of approximation circuit was first presented in [17], which tries to increase a microprocessor’s clock frequency by replacing a complete logic function with a simplified circuit that mimics the function and uses rough calculations to speculate results. In [18], the authors used approximation circuit for concurrent error detection (for random error detection instead of timing error detection) and proposed a methodology to tradeoff error detection capability and area overhead.

In [18], the authors defined approximate logic as: Given two Boolean functions \( F \) and \( G \), \( G \) is a \( 0 \)-approximate logic of \( F \) if \( G_0 = 0 \Rightarrow F = 0 \). Similarly, \( G \) is a \( 1 \)-approximate logic of \( F \) if \( G_1 = 0 \Rightarrow F = 1 \). According to counter-positive law, we can further obtain two statements that are \( F = 1 \Rightarrow G_0 = 1 \) and \( F = 0 \Rightarrow G_1 = 0 \). Consider a Boolean function \( F = a + b + acd \), there are 13 on-set minterms\(^1\) and 3 off-set minterms\(^2\) in its truth table. Similarly, a \( 0 \)-approximate logic function of \( F \), \( G = a + b + c \), covers 2 out of 3 off-set minterms of \( F \). Generally speaking, since the approximate logic circuit is much simpler when compared to the original circuit, its computational latency is smaller. The basic idea of the proposed InTimeFix technique is to generate approximate logic for the original logic function of suspicious FFs in such manner that it covers all the logic minterms that sensitize speed-paths.

---

\(^1\)The on-set minterm is the minterm where the function outputs logic ‘1’.

\(^2\)The off-set minterm is the minterm where the function outputs logic ‘0’.

---

2.1 Equivalent Circuit Construction with Approximate Logic

Given a logic circuit whose Boolean function is \( F \), suppose \( G_0 \) is a \( 0 \)-approximate logic for \( F \) and \( G_1 \) is a \( 1 \)-approximate logic for \( F \). we define: \( P \) is all the minterms in \( F \)’s truth table, \( P_0 \) is the off-set minterms of \( F \) covered by \( G_0 \) and \( P_1 \) is the on-set minterms of \( F \) covered by \( G_1 \). Now, let us construct a circuit \( F' = F \cdot G_0 + G_1 \) as shown in Fig. 2. We define \( d_{G_0}(P_0), d_{G_1}(P_0) \) and \( d_F(P_0) \) as the worst-case delay among all minterms in \( P_0 \) through circuit \( G_0 \), \( G_1 \) and \( F \), respectively. Similarly, \( d_{G_0}(P_1), d_{G_1}(P_1), d_F(P_1) \) and \( d_F(P - P_0 - P_1) \) are defined.

\[ d_{AB} \] is the total propagation delay of \( A \) and \( OR \) gate \( B \). Assuming approximate logic \( G_0 \) and \( G_1 \) are implemented with simpler logic structures when compared to original circuit \( F \) and hence has less computation latency (e.g., \( d_{G_0}(P_0) < d_{G_1}(P_0) \) and \( d_F(P_1) < d_F(P_0) \))

We have the following theorem:

**Theorem 1.** The circuit shown in Fig. 2, \( F' = F \cdot G_0 + G_1 \), is logically-equivalent to the original circuit \( F \), and its worst-case timing delay is \( \max\{d_F(P - P_0 - P_1), d_{G_0}(P_0), d_{G_1}(P_1), d_F(P_1) \} + d_{AB} \). \( d_{AB} \)

**Proof.** It is obvious that \( F' \) and \( F \) are logically equivalent. To obtain the worst-case delay for this equivalent circuit \( F' \), let us consider the circuit delay before the shaded logic block in Fig. 2 for the following three cases, corresponding to the application of inputs belonging to different set of minterms of the truth table of \( F \) or \( F' \):

- When the inputs applied to the circuit belong to \( P_0 \), \( G_0 \) outputs controlling value 0 for \( AND \) gate \( A \) and dominates the path through the original circuit \( F \) with longer delays. The worst-case delay would be \( \max\{d_{G_0}(P_0), d_{G_1}(P_0)\} \).
- When the inputs applied to the circuit belong to \( P_1 \), \( G_1 \) outputs controlling value 1 for \( OR \) gate \( B \) and dominates the path through the original circuit \( F \) and \( G_0 \). The worst-case delay in this case is therefore simply \( d_{G_1}(P_1) \).
- When the inputs applied to the circuit belong to \( P - P_0 - P_1 \), we have to wait for the original circuit \( F \) to settle down, and hence the worst-case delay would be \( d_F(P - P_0 - P_1) \).

The worst-case timing delay for circuit \( F' \) is therefore \( \max\{d_F(P - P_0 - P_1), d_{G_0}(P_0), d_{G_1}(P_0), d_{G_1}(P_1)\} + d_{AB} \), after considering the time spent on gates \( A \) and \( B \).

2.2 Timing Error Masking with Approximate Logic

Generally speaking, a suspicious FF is driven by multiple paths, and timing errors may occur only when speed-paths are sensitized. In other words, timing errors may be activated by only a few minterms of the truth table for a suspicious FF, denoted as critical minterms. Motivated by this observation, according to Theorem 1, if all the critical minterms are covered with approximate logic, we can achieve large timing slack and mask potential timing errors. The question now becomes how to efficiently construct redundant approximate logic for speed-paths?
logic '1' is applied at Input1 and propagates along this path to generate logic '0' at the receiving end, we have to assign logic '1' at the side-input of gate A. This is because, logic '1' is a non-controlling value of AND gate, and the output of A will be dominated by the side-input if it is assigned with controlling value. Similarly, side-inputs of gate F and gate I have to be assigned as non-controlling values (see Fig. 3).

Let us define such side-inputs on the path that need to have deterministic non-controlling values (marked in shade) as essential side-inputs.

Based on the path sensitization theory in [23], we have the following lemma to functionally activate a speed-path:

**Lemma 2.** To cover all the critical minterms that sensitize a particular speed-path is equivalent to approximate its essential side-inputs.

With the above, we can construct redundant approximate logic for each speed-path by simple structural analysis. Again, take path P in Fig. 3 as an example. Suppose we would like to construct 0-approximate logic for this path, we first duplicate the entire path and then gradually remove those gates without essential side-inputs. To be specific, the removing process is conducted structurally by analyzing the targeted speed-path P reversely from the ending gate (i.e., gate G) to the sending gate (i.e., gate A). Consider gate J, since it is dominated by its on-input with controlling value 0, we can remove it from the approximate logic. Similarly, gate G and gate D are not needed. While the outputs of gates F and A are determined by both on-input and side-input signals, two gates need to be duplicated in the 0-approximate logic, and the side-inputs are connected to the same net as path P in the original circuit. As shown in Fig. 3, the 0-approximate logic constructed as above will output logic '0' if and only if the speed-path P in the original circuit is sensitized with launching logic '1'. The 1-approximate logic for speed-path P can be constructed similarly (see Fig. 3). Since the approximate logic is with much simpler logic structure and the delay of the masking logic is usually insignificant (without necessarily sizing it up), we can achieve large timing slack and mask potential timing errors on speed-paths.

Note that, not all kinds of logic cells have controlling values for their inputs, e.g., XOR/XNOR gate. If a speed-path contains such kind of logic cells, their side-inputs will be treated as essential side-inputs to have deterministic values to approximate and the proposed methodology is applicable to such designs.

### 3. INTIMEFIX SYNTHESIS

Adding redundant approximate logic facilitates to achieve timing error resilience on speed-paths. As the construction of the approximate logic needs to take side-input signals from the original circuit, however, two potential problems arise: (i) the latencies for side-inputs may become a concern for the propagation delay of the approximate logic and such side-inputs are denoted as *critical side-inputs* (formally defined later); (ii) the increased loading capacitance on side-inputs can prolong the delay of those paths going through them. The above observations motivate us to propose a cost-efficient and scalable synthesis framework for *INTIMEFix*, as illustrated in Fig. 4.

#### 3.1 Overall Flow

Fig. 4 describes the synthesis flow of *INTIMEFix*. With the optimized circuit netlist and the corresponding timing information in standard delay format (SDF), we firstly identify those suspicious FFs that are driven by speed-paths and thus need to be considered. Speed-paths are defined as those paths whose propagation delays exceed a threshold value, e.g., 80% of the maximum path delay. Note that, although static timing analysis is not able to output accurate timing values, its accuracy is sufficient for suspicious FF identification because we only need a comparative relationship among paths and we can always tune the threshold to tradeoff between the hardware cost and protection strength.

Next, a set of so-called *prime critical segments* is extracted from speed-paths, defined as the segments of speed-paths that do not include any critical side-inputs, with which approximate logic can be safely generated with more timing slack. Then, a heuristic method is used to merge prime critical segments to minimize the hardware cost of the approximate logic and the extra loading capacitance of side-inputs. Finally, approximate logic is generated for the merged prime critical segments and inserted into the original circuit for timing error correction.

#### 3.2 Prime Critical Segment Extraction

Before introducing the details of our proposed algorithm, let us first formally define the criteria used to identify critical side-input, as depicted in Fig. 5. Taking side-input H as an example, when considering the critical flip-flop CFF, we have the worst case arrival time \( A_{TH} \) on side-input \( H \), the propagation delay \( PD_{TH} \) from \( H \) to CFF, and the worst case arrival time \( A_{CFF} \) on CFF. Suppose \( RD \) is a pre-defined reduced delay (i.e., extra slack) that we want to achieve and \( MD \) is the delay of the masking logic, then \( H \) is a critical side-input if \( A_{CFF} - (A_{TH} + PD_{TH} + MD) > RD \). The basic idea behind this definition is that, if this criteria is not satisfied, there is sufficient timing slack on this side-input and it does not affect the timing of the approximate logic at all. Based on the above definition, we denote a gate on speed-path to be prime critical gate if all its side-inputs are non-critical. Furthermore, a segment of a speed-path is a prime critical segment if it only consists of prime critical gates.

---

3 Given a path \( P = \{G_0, G_1, \ldots, G_n\} \), for a specific gate \( G_s \), \( G_{s-1} \) is the on-input signal of \( G_s \), while other input signals of \( G_s \) are its side-inputs.
Our prime critical segment extraction algorithm (denoted as Ex-PriSeg) is shown in Algorithm 1, where, Gate is one gate on a speed-path and Segment is the parameter to store the targeted segment; SegmentSet denotes the set of extracted prime critical segments; while O-gate and Cside represent the on-input and critical side-inputs of Gate.

Algorithm 1: Extract Prime Critical Segment (ExPriSeg)

```plaintext
input: Gate, Segment
begin
1. if PI or FF is reached then
2. if Segment is not illegal then
3. return FailToExtract;
4. else
5. add Segment into SegmentSet;
6. return SucceedToExtract;
7. if Gate is prime critical gate then
8. add Gate into Segment;
9. find the on-input Ogate;
10. return ExPriSeg (Ogate, Segment);
11. else
12. if Segment is legal then
13. add Segment into SegmentSet;
14. return SucceedToExtract;
15. else
16. foreach Cside do
17. new Segment;
18. if ExPriSeg (Cside, Segment) == FailToExtract then
19. return FailToExtract;
20. return SucceedToExtract;
```

To relax the timing slack for a critical flip-flop by RD, we need to reduce the delay of all the speed-paths connected to it. Here we regard an extracted prime critical segment as a legal one if the approximate logic for it is able to reduce the delay of the targeted speed-path for at least RD. Starting from a specific critical flip-flop, our algorithm extracts the prime critical segments by recursively tracing its fan-in cone in a depth-first manner. Initially, Segment is empty and Gate is the input gate of the targeted critical flip-flop. During the tracing procedure, once a primary input or a flip-flop, denoted as PI or FF, is reached (Line 2), function returns FailToExtract if there is no legal prime critical segment found, otherwise we keep the Segment and return SucceedToExtract. Suppose Gate is detected to be a prime critical gate, we add Gate into Segment and keep on tracing its on-input gate. On the other hand, if Gate is not a prime critical gate (Line 12), we first check whether the current Segment is legal or not. The searching process is stopped by storing Segment and return SucceedToExtract if Segment is legal prime critical segment, otherwise, we empty the current Segment and start to trace each critical side-input separately. Clearly, the extracted prime critical segments can cover all the speed-paths ending at the targeted flip-flop if the final returned value is SucceedToExtract. Suppose it returns FailToExtract, we will try to reduce the value of RD by a pre-defined ratio, and conduct the same search again. One thing to note is that our method tends to extract legal prime critical segments that are close to the targeted flip-flops, and they are able to cover more speed-paths, if any.

3.3 Prime Critical Segment Merging

The prime critical segments extracted from different critical flip-flops are likely to be merged to further reduce hardware cost. As the example shown in Fig. 6, two prime critical segments \{E, D, ... , C, A\} and \{E, D, ... , C, B\} can share a merged prime critical segment \{E, D, ... , C\}. Furthermore, we notice that our extracted prime critical segments are not in the most compact format. Taking segment \{E, D, ... , C, A\} as an example, it is not necessary to approximate the entire segment, instead, only by approximating \{E, D, ... , C\} is enough to achieve RD delay reduction. We denote the length (i.e., the number of logic gates) of the shortest legal subpart of prime critical segment as the essential length, and represent the length of the remaining part as the redundant length. For the sake of simplicity, we regard a subpart of a prime critical segment still legal if the length of the subpart is larger than the essential length. Therefore, two prime critical segments can be merged if the length of the shared part is larger than both of their essential lengths.

4. EXPERIMENTAL RESULTS

4.1 Experimental Setup

To evaluate the effectiveness of our proposed InTimeFix technique, we conduct experiments on two large ISCAS89 benchmark circuits, s38417 and s38584, as well as three large IWLs benchmark circuits, wc_bconn, ethernet and des_perf.

In the experimental flow, we first synthesize the benchmark circuits with Synopsys Design Compiler to obtain the optimized circuit netlist and its SDF timing information. They are then fed to InTimeFix to generate redundant approximate logic to mask potential timing errors, targeting speed-paths within 20% of the longest path delay. Finally, Synopsys PrimeTime is applied to evaluate the solution, and the quality of the solution is demonstrated by the extra timing slack achieved with the new circuit when compared with the original one.

4.2 Experimental Results

When comparing the worst case delay (WCD) between the original circuit and the one equipped with redundant approximate logic (see Table 1, Columns 7-10), it can be observed that the proposed solution is able to achieve 11.15% timing slack relaxation on average. On the other hand, as shown in Columns 5-6, the hardware cost (the unit of cost is the area of smallest 2 input AND gates) introduced in the proposed InTimeFix technique to achieve the above timing slack is extremely low, less than 0.89% on average. As can be seen from Column 11, the runtime to process the largest benchmark circuit ethernet takes less than one second. Consequently, we believe the proposed methodology can be easily scalable to large industrial designs.
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gate sizing can significantly improve circuit performance, but at con-
circuit timing until no further benefits can be achieved and then apply

TimeFix is compatible with gate sizing technique, we combine the two

wb (except proves the cost-efficiency of the proposed solution. Next, since

InTimeFix is not significant and vary with different
circuits, on average about 1-2%. Another observation is that the power
impact of applying InTimeFix is usually higher
than applying it with the original circuit for the same
circuit. This
is because critical paths are more balanced after gate sizing and we need
to approximate more circuit speed-paths.
Finally, we evaluate the impact of process variation on the
proposed InTimeFix architecture, using Monte Carlo simulation. Accord-
to [21], we assume there is 10% variation on each standard cell.
The results are depicted in Fig. 9, where we plot and compare the WCD
distributions of two sets of circuits (i.e. the black pile represents set of
processed circuits and the gray one denotes the original set of circuits)
for the three large IWLS circuits. As can be seen from the figure, even
for circuit with InTimeFix approximate logic under the worst case process
variation corner, it has smaller or similar WCD when comparing
with that of the original circuit under the best case scenario. Moreover,
it can be observed that the number of the closer-to-mean chips increases
and the standard deviation of WCD distribution shrinks with
InTimeFix. In particular, as can be observed in Fig. 9(a), benchmark circuit
des_perf with InTimeFix has only one third of the distribution
width when compared to that of the original circuit.
The above phenomenon demonstrate that the proposed InTimeFix
technique facilitates to tolerate process variation effects. The reason
is that our proposed method effectively reduces the number of log-
ic elements on the critical paths and also shrinks the variation, behind
which the mathematic principle can be explained by the example given in
[22]: assuming inverters have independent gaussian delay distribution
(µ, σ), the delay of a path including n inverters obey the gaussian distribution
(nµ, nσ). Clearly, less n leads to smaller deviation.
5. DISCUSSIONS

5.1 Limitations of InTimeFix

The effectiveness of InTimeFix is highly related to the original circuit structure and its current synthesis flow. In this section, we discuss certain circuit structures that are difficult to be optimized with InTimeFix. As shown in Lemma 2, for a particular speed-path, we need to approximate its essential side-inputs when generating the redundant approximation circuit. Consequently, if the number of essential side inputs is large, the timing slack provided by the approximation circuit delay would be small. In the extreme case (e.g., to generate 1-approximation for a speed-path that contains nothing but a series of AND gates), the redundant circuit may simply be a duplication of the speed-path, rendering InTimeFix not effective at all.

To mitigate the above problems, it would be beneficial to manipulate the original circuit structure for InTimeFix. That is, we could synthesize the circuit in a InTimeFix-friendly manner so that speed-paths are easy to approximate, whenever possible. Alternatively, we could resort to circuit re-synthesis techniques such as retiming and/or rewiring to make the circuit more InTimeFix-friendly. We are currently investigating the above techniques to mitigate the limitations of InTimeFix.

5.2 Testing Circuits with InTimeFix

From manufacturing test perspective, adding redundancy into the circuit may introduce untestable faults, and there is no exception for our design. For example, for the circuit shown in Fig. 3, the stuck-at-1 fault at the output of G0 is untestable, because to activate this fault, we need to set it as logic ‘0’, but when G0 = 0, the original circuit F will also output logic ‘0’, preventing the propagation of its faulty effect to outputs. Similarly, the stuck-at-0 fault at the output of G1 is untestable. It is important to note that, the presence of such faults would not affect the functional correctness of the circuit. At the same time, they do render the corresponding timing error masking logic to be ineffective, but the likelihood for such faults is quite low due to their small sizes.

One way to make these faults testable is to add some design-for-testability (DFT) circuit, e.g., adding additional flip-flop to be driven by G0/G1 directly. This, however, increases the hardware cost and also prolongs the propagation delay on approximate logic paths due to extra load. Alternatively, we can rely on delay testing to guarantee the timing correctness of the corresponding speed-paths. In other words, as long as the path can pass at-speed test, its timing correctness is guaranteed and we do not need to care whether these untestable faults exit or not.

6. CONCLUSION

The timing behavior of integrated circuits has become increasingly uncertain with technology scaling. In this paper, we propose the so-called InTimeFix technique to achieve low-cost and scalable timing error resilience in logic circuits, by introducing fine-grained redundant approximate logic for speed-paths in the circuit. As the proposed synthesis methodology for the redundant circuit only relies on simple structural analysis of the original circuit, it can be easily scalable to large IC designs. Experimental results demonstrate that the proposed solution can effectively increase circuit timing slack with very low cost. In addition, as a redundancy scheme, InTimeFix can be combined with other timing optimization techniques (e.g., gate sizing) to further improve circuit performance under variation.
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