An Improved PMF Scoring Function for Universally Predicting the Interactions of a Ligand with Protein, DNA, and RNA
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An improved potential mean force (PMF) scoring function, named KScore, has been developed by using 23 redefined ligand atom types and 17 protein atom types, as well as 28 newly introduced atom types for nucleic acids (DNA and RNA). Metal ions and water molecules embedded in the binding sites of receptors are considered explicitly by two newly defined atom types. The individual potential terms were devised on the basis of the high-resolution crystal and NMR structures of 2422 protein–ligand complexes, 300 DNA–ligand complexes, and 97 RNA–ligand complexes. The optimized atom pairwise distances and minima of the potentials overcome some of the disadvantages and ambiguities of current PMF potentials; thus, they more reasonably explain the atomic interaction between receptors and ligands. KScore was validated against five test sets of protein–ligand complexes and two sets of nucleic-acid–ligand complexes. The results showed acceptable correlations between KScore scores and experimentally determined binding affinities (log $K_d$'s or binding free energies). In particular, KScore can be used to rank the binding of ligands with metalloproteins; the linear correlation coefficient ($R$) for the test set is 0.65. In addition to reasonably ranking protein–ligand interactions, KScore also yielded good results for scoring DNA/RNA–ligand interactions; the linear correlation coefficients for DNA–ligand and RNA–ligand complexes are 0.68 and 0.81, respectively. Moreover, KScore can appropriately reproduce the experimental structures of ligand–receptor complexes. Thus, KScore is an appropriate scoring function for universally ranking the interactions of ligands with protein, DNA, and RNA.

1. INTRODUCTION

The past decade witnessed the successful application of emerging computational toolkits in the drug discovery and functional research of biological molecules. One of the focuses is to estimate the binding affinities for the processes of molecular recognition, including protein–ligand, nucleic-acid–ligand, protein–protein, and protein–nucleic-acid interactions.1–3 However, due to the complexity of biological molecular recognition mediated by electrostatic interaction, van der Waals (VDW) interaction, hydrophobic interaction, hydrogen bonding (H-bond), and solvent effects, obtaining an accurate energy (scoring) function to precisely predict the binding affinity is still pending. Moreover, traditional force-field energy functions, approximating the binding affinity can be incorporated with uncorrelated terms.13–16 The coefficient of each term is derived from multiple variable regression analysis methods by fitting available experimentally determined affinity values of a series of ligand–receptor complexes. Although such
kinds of methods are appealing for their ease in derivation, they are dubious for scoring new ligands structurally different from those used in the training set. The knowledge-based scoring methods that emerged in recent years are in essence designed to reproduce the experimental structures (binding poses) of ligands binding to receptors rather than the binding energies. The potential (more accurately referred to as potential mean force, PMF) of such a method is directly derived, according to the inverse Boltzmann law, from the statistical analysis of different types of atom pairs encoded in available crystal complex structures. These methods capture every interaction term implicitly (including solvation and the entropic effect) with an obvious advantage that it can be constructed without any knowledge of the binding data, and thereby they can be used to score novel ligands that are different from molecules in the training sets. A key issue of a knowledge-based potential is the reference state, which determines the weights among the various probability distributions. Several approaches to derive these potentials have been proposed with different definitions of the reference state, the receptor and ligand atom types, and the training sets.\textsuperscript{17–23}

The success of statistical potential in predicting receptor–ligand binding affinity arouses the inspiration of extending this method to estimate protein–protein, protein–nucleic-acid, and nucleic-acid–ligand interactions. To this end, we have developed a more efficient and enhanced version of the PMF scoring function, which can evaluate not only protein–ligand but also DNA/RNA–ligand interactions. In this scoring function, the following improvements have been implemented: (1) the complexity of perceiving ligand atom types from Protein Data Bank (PDB) files has been circumvented by adopting the advantage of the unambiguous atom types defined in the mol2 format and adding newly defined atom types to characterize the metal–ligand and water–ligand interactions; (2) a special atom-typing scheme for nucleic acids (DNA and RNA) has been developed to characterize each individual base to capture the base-selectivity/sensitivity of ligand binding. The atom pair interaction potentials were devised on the basis of several large-scale training sets. The scoring function based on the derived potentials, named KScore, was then validated against five test sets of protein–ligand complexes and two sets of nucleic-acid–ligand complexes for which the experimentally determined binding affinities (log \( K_i \)'s or binding free energies) are available. The results showed acceptable correlations between KScore scores and experimental binding affinities. In particular, KScore can be used to rank the binding of ligands with metalloproteins; the linear correlation coefficient (\( R \)) for the test set is 0.65. In addition to reasonably ranking protein–ligand interactions, KScore also yielded good results for scoring DNA/RNA–ligand interactions; the linear correlation coefficients for DNA–ligand and RNA–ligand complexes are 0.68 and 0.81, respectively. This indicates that KScore is an appropriate scoring function to universally predict the interactions of ligands with protein, DNA, and RNA, elucidating that the redefined and supplementary atom types can extend the PMF scoring method to handle nucleic-acid–ligand interactions.

2. MATERIALS AND METHODS

2.1. The Potential Function. Similar to other knowledge-based scoring functions,\textsuperscript{18–22} the potential function of KScore is defined by eq 1:

\[
K\text{Score} = \sum_{pl} A_i(r) \quad (1)
\]

where \( A_i(r) \) is the interaction term between a protein atom of type \( i \) and a ligand atom of type \( j \), and \( r \) is the distance between atoms \( i \) and \( j \). The sum is performed over all of the protein (or a nucleic-acid)–ligand atom pairs, \( pl \), within a defined cut-off \( r < r_{\text{cut-off}} \) in a database. \( A_i(r) \) is calculated in a similar way to PMF\textsuperscript{99},\textsuperscript{22} which can be written as

\[
A_i(r) = -k_B T \ln f_{\text{vol-corr}}(r) \frac{\rho_{\text{seg}}(r)}{\rho_{\text{bulk}}} \quad (2)
\]

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( f_{\text{vol-corr}}(r) \) is the ligand volume correction factor, \( \Delta n_{\text{seg}}(r) \) is the number density of atom pair \( ij \) that occurs in a spherical shell with a thickness of \( \Delta r \) ranging from \( r \) to \( r + \Delta r \), and \( \Delta n_{\text{bulk}} \) expresses the number density when no interaction between \( i \) and \( j \) occurs. The ratio \( \Delta n_{\text{seg}}(r)/\Delta n_{\text{bulk}} \) designates the radial distribution function of the atom pair \( ij \). In detail, the individual term of radial distribution function can be evaluated by eq 3:

\[
\rho_{\text{seg}}(r) = \rho_{(r+\Delta r)}^{ij} = \sum_{pl} \frac{n_{ij}^{n+\Delta n}(r)}{V(r+\Delta r)(r)}, \quad \rho_{\text{bulk}} = \sum_{pl} \frac{n_{ij}^{n}(r)}{V(R)}
\]

where \( V(r+\Delta r)(r) \) is the volume of the spherical shell with a thickness of \( \Delta r \), \( V(R) \) is the volume of the reference sphere with a radius of \( R \), and \( n_{ij}^{n+\Delta n}(r) \) and \( n_{ij}^{n}(r) \) are the numbers of occurrences of the protein–ligand atom pair \( ij \) in the spherical shell and reference sphere, respectively.

In principle, the interactions between protein/nucleic acid and ligand atoms are noncovalent so that the interaction does not frequently occur within covalent regions. Hence, \( \rho_{\text{bulk}} \) could be invisible in these regions. A ligand volume correction factor similar to that of PMF\textsuperscript{99} has been proposed and applied to filter out the interactions of intraligands, and the desolvation and entropic terms can be treated implicitly. The ligand volume correction factor can be written as

\[
\hat{f}_{\text{vol-corr}}^j(r) = \frac{\hat{f}_{\text{vol-corr}}^j(r)}{\rho_{\text{vol-corr}}^j(r)} \quad (4)
\]

where \( \hat{f}_{\text{vol-corr}}^j(r) \) designates the available solvent/protein volume by ignoring the ligand–ligand interactions. The ligand volume-corrected number densities can be calculated using eq 5:

\[
\rho_{\text{vol-corr}}^j(r) = \rho^j(r) - \rho_{\text{vol-corr}}^j(r) \rho_{\text{vol-corr}}^j(r) = \rho_{\text{vol-corr}}^j(r) - \rho_{\text{vol-corr}}^j(r) \rho_{\text{vol-corr}}^j(r) \quad (5)
\]

where \( \rho^j(r) \) designates the number density of protein atoms of type \( k \) around a ligand atom of type \( j \) in the spherical shells between \( r \) and \( r + \Delta r \), and \( \rho_{\text{vol-corr}}^j(r) \) is the number density of the same atom pairs within an appropriate reference sphere with a radius of \( R \). Thus, \( \hat{f}_{\text{vol-corr}}^j(r) \) can be understood as the quotient of effective volumes taken by the ligand in the
types are shown in Figure S1 in the Supporting Information. Additionally, we introduced a metal atom type in KScore were from the PMF99/PMF04 scoring function.17,22 2.2. Atom Types. A total of 16 of the 17 protein atom types in KScore were from the PMF99/PMF04 scoring function.17,22

Table 1. The 23 Ligand Atom Types Used in KScore

<table>
<thead>
<tr>
<th>definition</th>
<th>notation</th>
<th>definition</th>
<th>notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.3</td>
<td>carbon sp³</td>
<td>C.2</td>
<td>carbon sp²</td>
</tr>
<tr>
<td>C.1</td>
<td>carbon sp</td>
<td>C.ar</td>
<td>carbon aromatic</td>
</tr>
<tr>
<td>C.et</td>
<td>carbocation in a guanidinium group</td>
<td>N.3</td>
<td>nitrogen sp³</td>
</tr>
<tr>
<td>N.2</td>
<td>nitrogen sp²</td>
<td>N.1</td>
<td>nitrogen sp</td>
</tr>
<tr>
<td>N.ar</td>
<td>nitrogen aromatic</td>
<td>N.am</td>
<td>nitrogen amide</td>
</tr>
<tr>
<td>N.pl3</td>
<td>nitrogen trigonal planar</td>
<td>N.4</td>
<td>nitrogen sp³ positively charged</td>
</tr>
<tr>
<td>O.3</td>
<td>oxygen sp⁷</td>
<td>O.2</td>
<td>oxygen sp²</td>
</tr>
<tr>
<td>O.co2</td>
<td>oxygen in carboxylate and phosphate groups</td>
<td>S.3</td>
<td>sulfur sp³</td>
</tr>
<tr>
<td>S.2</td>
<td>sulfur sp²</td>
<td>S.O</td>
<td>sulfoxide sulfur</td>
</tr>
<tr>
<td>S.O2</td>
<td>sulfone sulfur</td>
<td>P.3</td>
<td>phosphorus sp³</td>
</tr>
<tr>
<td>F</td>
<td>fluorine</td>
<td>Cl</td>
<td>chlorine</td>
</tr>
<tr>
<td>Br</td>
<td>bromine</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. The 28 DNA and RNA Atom Types

<table>
<thead>
<tr>
<th>definition</th>
<th>notation</th>
<th>definition</th>
<th>notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuR</td>
<td>nitrogen connecting to sugar in cytosine ring</td>
<td>AND</td>
<td>nitrogen as hydrogen bond donor connecting to adenine ring</td>
</tr>
<tr>
<td>Can</td>
<td>nitrogen as hydrogen bond acceptor in cytosine ring</td>
<td>UnR</td>
<td>nitrogen connecting to sugar in uracil ring</td>
</tr>
<tr>
<td>CND</td>
<td>nitrogen as hydrogen bond donor connecting to cytosine ring</td>
<td>UnD</td>
<td>nitrogen as hydrogen bond donor in uracil ring</td>
</tr>
<tr>
<td>COA</td>
<td>oxygen as hydrogen bond acceptor connecting to cytosine ring</td>
<td>UOA</td>
<td>nitrogen as hydrogen bond acceptor connecting to uracil ring</td>
</tr>
<tr>
<td>TnR</td>
<td>nitrogen connecting to sugar in thymine ring</td>
<td>C2P</td>
<td>polar sp² carbon bonded to hetero atoms</td>
</tr>
<tr>
<td>TnD</td>
<td>nitrogen as hydrogen bond donor in thymine ring</td>
<td>C2F</td>
<td>nonpolar sp² carbon only bonded to carbon or hydrogen</td>
</tr>
<tr>
<td>TOA</td>
<td>oxygen as hydrogen bond acceptor connecting to thymine ring</td>
<td>C3F</td>
<td>nonpolar sp³ carbon only bonded to carbon or hydrogen</td>
</tr>
<tr>
<td>GnR</td>
<td>nitrogen connecting to sugar in guanine ring</td>
<td>C3P</td>
<td>sp³ carbon bonded to hetero atoms</td>
</tr>
<tr>
<td>GnA</td>
<td>nitrogen as hydrogen bond acceptor in guanine ring</td>
<td>O3</td>
<td>sp³ oxygen in sugar</td>
</tr>
<tr>
<td>GnD</td>
<td>nitrogen as hydrogen bond donor in guanine ring</td>
<td>P</td>
<td>phosphorus</td>
</tr>
<tr>
<td>GND</td>
<td>nitrogen as hydrogen bond donor connecting to guanine ring</td>
<td>PO</td>
<td>phosphate oxygen</td>
</tr>
<tr>
<td>GOA</td>
<td>oxygen as hydrogen bond acceptor connecting to guanine ring</td>
<td>MET</td>
<td>metal ions</td>
</tr>
<tr>
<td>AnR</td>
<td>nitrogen connecting to sugar in adenine ring</td>
<td>OW</td>
<td>water oxygen</td>
</tr>
<tr>
<td>AnA</td>
<td>nitrogen as hydrogen bond acceptor in adenine ring</td>
<td>HH</td>
<td>hydrogen</td>
</tr>
</tbody>
</table>

reference sphere and in a certain spherical shell with a thickness of Δr. In the implementation of KScore, \( f_{\text{vol-corr}}(r) \) has been smoothed according to a set of spherical shells called segments, \( \text{seg}(r) \) \( (\text{seg} = 1, 2, \ldots, R/\Delta r) \), consecutively separating the sphere with radius \( R \) into \( R/\Delta r \) segments. Thus, the ligand volume correction factor can be practically calculated by eq 6:

\[
\begin{align*}
  f_{\text{vol-corr}}(r) &= \begin{cases} 
                             \hat{f}_{\text{vol-corr}}(r) & \text{seg} \leq m \text{ or seg} \geq R/\Delta r - m \\
                             \frac{1}{2m+1} \sum_{\text{seg}=1}^{m} \hat{f}_{\text{vol-corr}}(r) & m < \text{seg} < R/\Delta r - m
                           \end{cases}
\end{align*}
\]

where \( m \) is an adjustable variable and can be chosen according to the size of the training set or the requirement of the smoothing degree. As an example, the distance dependences of \( \hat{f}_{\text{vol-corr}}(r) \) for five selected ligand atom types are shown in Figure S1 in the Supporting Information. In this study, we set \( \Delta r = 0.2 \text{ Å} \), \( R = 12 \text{ Å} \), and \( m = 8 \).

2.3. Training Data Sets. The crystal structures of protein–ligand complexes were extracted from the PDB.36 More attention has been paid to the high-resolution structures (\(<3.0 \text{ Å}\)), especially those with experimental binding affinities which can be found in available protein–ligand binding databases such as LPDB,29 PDBBind,30,31 AffinDB,32 PLD,33 BindDB,34 and PDTD.35 Redundant records were eliminated unless the bound ligands were very diverse, and complexes of a protein bound with multiple ligands were treated as separate entries. As a result, a total of 2422 entries of protein–ligand complexes were collected for the training set (Table S2 in the Supporting Information). It should be noted that covalently bound ligands and peptide inhibitors remained, and their potentials were also included in KScore (see Results and Discussion).

To develop the scoring function for predicting nucleic-acid–ligand interaction, a special training set of nucleic-acid–ligand complexes was established. Different from DrugScoreRNA,37 a scoring function for purely predicting ligand–RNA interactions developed on the basis of the data set of RNA–protein complexes, our training set only includes nucleic-acid–ligand (small molecule) complexes, of which...
the structures were also extracted from the PDB. The metal ions embedded in the nucleic acid were treated as part of the binding sites. To collect as much information as possible to derive the potential function, we include NMR structures as well, and only the first structural model was adopted. Thus, 300 DNA–ligand and 97 RNA–ligand complexes were used to derive the distance-dependent pair potentials of KScore (Table S2 in the Supporting Information). Each ligand in the complexes was converted into the mol2 format.

2.4. Test Data Sets. We test the performance of KScore against three testing sets of protein–ligand complexes which have been tested by PMF04. In addition, two other high-resolution diverse sets of protein–ligand complexes isolated from the PDBBind were also selected as the testing sets. To further test the capability of KScore in predicting nucleic-acid–ligand interaction, nine DNA–ligand complexes and 15 RNA–ligand complexes with experimentally determined binding affinities were collected from the literatures. The PDB entries of these testing complexes are listed in Table S3 in the Supporting Information.

3. RESULTS AND DISCUSSION

3.1. The Potentials. The major motive to use mol2 atom types instead of PMF99/04 ones originates from the inherent incompleteness and ambiguity of the atom-type scheme of PMF (Tables 1 and 2 and Table S1 in the Supporting Information). For example, PMF04 defines the imine nitrogen atom bonding to a hydrogen atom as either NA or ND, and the pyridine nitrogen atom can be assigned as either NP or NR. Moreover, some atom types such as sulfide sulfur have no appropriate definition in PMF99 (this flaw has been patched in PMF04). Another disadvantage of the existing PMF atom-typing scheme is the inconvenience and inaccuracy in the process of perceiving atom types from the PDB format. Accordingly, we adopted more universal and easier-to-convert mol2 typing rules to characterize the individual ligand atom types. Although there is no guarantee that all atom types can be assigned properly, the mol2 atom-typing scheme indeed disambiguates efficiently the atom-typing problems of PMF.

The potentials of representative atom-type pairs are shown in Figure 1. We compared the shapes of potential-distance curves of KScore with those of PMF04 by mapping the mol2 atom types to their counterparts in PMF04. The result indicates that our potentials are more reasonable than the PMF potentials. For example, the KScore potentials between positively charged atoms (e.g., N.4 and NC) and negatively charged atoms (e.g., OC and O.co2) are much deeper than the corresponding PMF potentials (Figure 1a and b). Similarly, the ND-O.2 and OA-N.am (or N.3) potentials exist in slightly deeper valleys at 2.8–3.2 Å (Figure 1c and d), properly describing the hydrogen-bond interactions between these atom types. Much deeper minima lie at ~4.0 Å for the CF-C.3 and cF-C.ar potentials (Figure 1e and f), which commendably depict the hydrophobic interactions between these types of atoms. The PMF04 potentials almost cannot reflect the interactions of these atom types (Figure 1e and f), and the minima of the PMF99 potentials for these atom types are at ~5.0 Å.22 Thus, one has to artificially shift the carbon–carbon interaction to much smaller distance so as to retrieve a meaningful carbon–carbon potential gradient in the docking experiments by using PMF99 or PMF04 as the scoring function. The minima of KScore potential at 4.0 Å can reasonably eliminate the necessity of such artificial interference. In addition, KScore produced more appropriate potentials for the electrostatic repulsion interactions of OC-O.co2 (Figure 1g), in which the minimum shifts to 4–5 Å from 2.0 Å for the PMF04 potential. Another favored potential superior to PMF04 is the interaction between SA and C.3 atom pairs (Figure 1i). The prime potential minimum of PMF04 occurs at 2.2 Å, which accounts for forming covalent bonds between sulfur and carbon atoms. This is a common phenomenon in some proteases, especially those bearing cysteine as the catalytic center where the ligand may covalently bond to cysteine. However, the dominant interaction potential at shorter distances in PMF04 indicates that in most cases one has to shift the sulfur–carbon interaction to much larger distances artificially in order to eliminate the bias of covalent bonding atom pairs. KScore outperformed PMF04 in handling such cases. In accordance with the VDW interaction, KScore’s SA-C.3 potential exhibits the prime potential minimum at ~4 Å. Moreover, this potential also has the second minimum at 2.2 Å to describe the covalent bond for this atom pair.

To more explicitly take into account the solvent effect, we retained all of the water molecules in the original crystallographic complexes and treated them as parts of the protein. We also optimized the atom pair potentials between the water oxygen (OW) and ligand atoms. Figure 1j and k depict two of the representative potentials between OW and N.4 and between OW and O.co2, respectively. Again, these potential minima are considerably deeper than those of the OW–NC and OW–OC potentials of PMF04. Such results are clearly attributed to the fact that charged groups may get stabilized when exposed to the solvents due to the solvent effect.

Note that the PMF9922 potential did not treat the metal ions as parts of the protein. However, recent research on metalloenzymes elucidated the crucial role of metal ions buried in the binding pockets or catalytic sites during the process of protein–ligand interaction.38–40 Thus, several docking methods start to support automatic or manual assignment for the parameters of the metal ions.41–43 Similar to the works by Wang et al.,18 and Zou and Huang,20 we introduced a general metal ion type explicitly to characterize the particular interaction observed in metalloenzyme–ligand interactions. However, we only observed the notable interactions of metal ions of proteins with three carbon atom types (C.2, C.3, and C.ar) and two oxygen atom types (O.2 and O.3) of ligands. Thus, the potential interactions between metal ions and other ligand atom types may be discarded during the statistical process due to their infrequent occurrences. Figure 2a shows the potentials of MET interacting with O.2 and O.3 atoms. The valleys of both Met–O.2 and Met–O.3 potentials are located at ~2.2 Å, which corresponds to considerable electrostatic interactions between positively charged metal ions and partially negatively charged oxygen atoms. This distance range also reveals the predominant chelated interactions between the lone-pair holding atoms and metal ions. Because the coordination bonds are much stronger than the nonbond interactions, Met–O.2 (O.3) interaction exhibits much deeper minima compared with the interaction between other atom pairs. On the other hand, the
Deeper potential minimum of the Met–C.ar interaction suggests that KScore may favorably describe the cation–π interaction, which is a potent, general noncovalent binding force observed in various biological systems.44,45 Muegge also included a universal metal type to make the metal ions parts of proteins in recently released PMF04,17 but confusingly some concrete metal atom types were also defined as ligands. To clarify this issue, we treated the metal ions as parts of either protein or DNA/RNA to emphasize the crucial roles that metal ions play in the binding pocket. Our strategy implies more biological and practical rationality in virtual screening targeting metalloproteins, because we explicitly considered the fact that ions in the binding pockets can anchor the compounds’ binding poses.

Although a relatively larger data set embodying the complexes of DNA/RNA–ligand and DNA/RNA–protein/peptide may increase statistical frequencies of certain types of atom pairs, we only adopted the data of DNA/RNA–ligand complexes to develop the potentials because the major aim of this study was to devise a universal scoring function for predicting the interaction of ligands with both proteins and nucleic acids. The potentials of selected representative atom pairs of nucleic-acid–ligand interactions are shown in Figure 3. In general, the curve valleys locate at the same ranges as their counterparts observed in the protein–ligand interactions (Figure 1), 3.0–4.2 Å and 3.8–4.0 Å for PO–N.3/N.4 and C2F/C2P–C.ar potentials, respectively, indicating the reasonability of this set of potentials (Figure 3a and b).

Figure 1. Comparison between KScore and PMF potentials for selected protein–ligand atom types. The four-letter (or five- and six-letter) code refers to the atom type pairs, where the first two letters before the dash refer to the protein atom types, and the rest of the letters indicate ligand atom types (see Table 1). The color of each curve is annotated explicitly in each figure, and all of the differences between KScore and PMF04 potentials are outlined in the text.
Moreover, the relatively deeper minima for the potentials of charged atoms and aromatic atoms indicate that these potentials may suitably describe the electrostatic and $\pi-\pi$ interactions, respectively.

Additionally, a new atom-type scheme was proposed to discriminate the specific atom pair interactions between different bases and ligands. Indeed, our potential can reflect the specificity of ligand–base interaction (Figure 3). As shown in Figure 3c, the potentials between the aromatic nitrogen atom types of three different bases as hydrogen-bond acceptors (AnA, GnA, and CnA) and putative the hydrogen-bond donor N.3 type have different minimum positions and depths. For GnA–N.3 and AnA–N.3 potentials, the smaller local minima positions (2.8 Å and 3.2 Å, respectively) and deeper wells correspond to their strong hydrogen bonding, and the larger minimum position of the CnA–N.3 potential (∼5 Å) reveals a relatively weaker hydrogen bonding. This difference of potentials is associated with the inherent structural discrepancy of these three bases. For instance, the nitrogen atom at the N3 position of cytimidine (CnA atom type in Table 2) is usually not able to form hydrogen bonds with ligands due to its hydrogen bond with the partner N1 atom of guanine, while the N3 and N7 atoms (AnA and GnA atom types in Table 2) of guanine or adenine have the possibility to form hydrogen bonds with ligands (Figure S2 in the Supporting Information).

### 3.2. Predicting Protein–Ligand Complexes

We first applied the KScore to three test sets used previously by PMF99 and PMF04, then to a more diverse set containing 139 high-resolution structures of protein–ligand complexes derived from the PDBBind core subset\textsuperscript{30,31} and an additional test set including 100 high-resolution structures used by Wang et al. for the performance to compare 11 existing scoring functions.\textsuperscript{46} Tables 3 and 4 summarize the performance of KScore compared with other scoring methods; Figure 4 shows the respective correlations with the experimentally determined binding affinities.
The first test set contains 15 metalloenzyme–ligand complexes.\textsuperscript{14} KScore produced a correlation coefficient ($R$) of 0.65 (Figure 4a), which is slightly lower than those of PMF04 (0.78) and PMF99 (0.76) (Table 3). Although the roles metal ions played in KScore cannot be inferred from the result directly, the acceptable correlation result demonstrates that our strategy for treating the metal ions as parts of the proteins is reasonable. This result also illustrates that explicitly including metal ions may increase the capacity of the potential to discriminate the decoys that bear no or weak interactions with metal ions in virtual screening.

Sets 2 and 3 contain 84 trypsin–ligand and 58 HIV-1 protease–ligand complexes, respectively. The structures of these two sets are extracted from PDBBind database according to the classification criteria of PMF04.\textsuperscript{17} The sizes of these two data sets are larger than those of PFMMF04 because the entries of the 2007 version of PDBBind have been expanded compared with the old versions. For set 2, KScore gave an acceptable statistic result with a correlation coefficient ($R$) of 0.72 (Figure 4b), in comparison with PMF04 (0.87) and PMF99 (0.73) (Table 3). For set 3, the correlation of KScore improves slightly compared with PMF04; $R$ increases to 0.25 from 0.1 for PMF04 (0.00 for PMF99)\textsuperscript{17,22} (Figure 4c). However, the performance of KScore in this system is still poor, and more efforts should be made to improve the potentials.

Set 4 is the largest set used for KScore validation, and it contains 139 protein–ligand complexes with nonredundant sequences isolated from the PDBBind core subset. KScore revealed a correlation coefficient of 0.54 for this data set (Figure 4d), which indicates that KScore retains the capability of scoring ligands against diverse protein structures. The last set for protein–ligand complexes (set 5) includes 100 high-resolution structures used by Wang et al. in the benchmark comparison for 11 scoring functions, and the correlation of KScore to this data set is 0.49 (Figure 4e). To further test the scoring ability of KScore, we performed a comparison for KScore with 15 existing scoring functions against Wang’s set. The result indicates that KScore performed better than average among the tested scoring functions in terms of correlation coefficient (Table 4).

However, knowledge-based scoring approaches intend to reproduce the empirical data of ligands binding to receptors rather than the good correlation between the scoring data and experimental binding affinity. To test the ability of KScore to reproduce the experimental structures of ligand–protein complexes, we performed docking simulations on 69 ligand–protein complexes using our GAsDock program and the KScore scoring function. The result is listed in Table S4 in the Supporting Information. For the 69 ligand–protein complexes, KScore produced an average root-mean-square deviation (rmsd) of 2.27 Å, which...
is lower than those of FlexX (2.66 Å) and DOCK (2.80 Å), and slightly higher than that of GOLD (2.14 Å). Moreover, KScore can reproduce 57% of the experimental structures with an rmsd of less than 2 Å, suggesting that the capability of KScore in reproducing experimental binding poses of ligands with the protein is as good as that of FlexX (57%) and better than that of DOCK (49%), but still weaker than that of GOLD (78%). This result indicates that KScore is an appropriate scoring function for docking simulation and virtual screening.

3.3. Predicting DNA/RNA–Ligand Complexes. We also estimated the capability of KScore to predict nucleic-acid–ligand binding by using nine DNA–ligand complexes and 15 RNA–ligand complexes as testing data sets (sets 6 and 7 in Table 3). These two data sets have been used to evaluate the performance of PreDDICTA and DrugScoreRNA, respectively. Figure 5 shows the calculated KScore values versus the experimentally determined binding free energies. For set 6 (DNA set), the correlation coefficient produced by KScore is 0.68 (Figure 5a), and that for 7 (RNA set) is 0.81 (Figure 5b). KScore gave better result than DrugScoreRNA in predicting ligand–RNA binding, but the result in predicting ligand–DNA binding is not as good as that of PreDDICTA. This result has not demonstrated which scoring function is advanced over others because the sizes of the two test sets are not large enough. Nevertheless, KScore is an acceptable scoring function in ranking both ligand–DNA and ligand–RNA bindings in comparison with existing scoring functions, specifically for DNA and RNA.

4. CONCLUSIONS

In this study, an improved knowledge-based scoring function, KScore, has been developed on the basis of several diverse training sets and a newly defined atom-type scheme. The large, diverse training sets as well as newly defined atom types contribute to the extraction of statistically significant atom pairwise potentials of Kscore. In comparison with the existing PMF potentials like PMF99 and PMF04, our pairwise potentials for different atom types have been significantly improved (Figures 13). In particular, our individual potentials better reflect the experimental phenomena such as the interaction distances and strengths of hydrogen bonding, electrostatic interaction, VDW interaction, cation–π interaction, and aromatic stacking. The redefined ligand atom types eliminated the ambiguity and complexity...
inherent in the process of perceiving the ligand types from the PDB format. Tests of KScore on binding affinity prediction yield reasonable correlations with the experimental data for seven test data sets consisting of 396 protein–ligand complexes, nine DNA–ligand complexes, and 15 RNA–ligand complexes. Accordingly, KScore can be used to rank the interactions of protein–ligand, DNA–ligand, and RNA–ligand complexes. The devised potential terms for the atoms of water and metal molecules buried in the binding sites of proteins and nucleic acids (Figures 1k and 2) enhance the ranking capability of Kscore for metalloproteins and nucleic acids (Figures 4a and 5). Moreover, the involvement of the atom types of water molecules as parts of proteins or nucleic acids allows KScore to consider the solvent effect explicitly. Remarkably, the newly introduced atom-typing scheme for nucleic acids enables our potential not only to evaluate DNA/RNA–ligand interaction but also to recognize the base specificity for binding ligands (Figures 3e and f). This is one possible reason that Kscore produced better or acceptable results versus PreDDICTA\textsuperscript{47} and DrugScore\textsuperscript{8RNA}\textsuperscript{37} in predicting DNA–ligand and RNA–ligand interactions, respectively (Figure 5).

The aim of developing a PMF scoring function is not to predict the absolute binding free energy for ligand–protein–DNA/RNA interactions, but to rank molecular recognition according to the binding pose and tendency.\textsuperscript{22} To this end, KScore is an appropriate tool for distinguishing the strong binders from a series of compounds and can be applied to large-scale virtual screening as a promising scoring function (Table S4 in the Supporting Information). In addition, by appropriately modifying the atom-type scheme and diverse training sets, further improvements can be easily envisioned to extend KScore to the application of evaluating protein–protein and protein–DNA/RNA interactions. Recently, KScore has been integrated into our molecular docking program, GASDock,\textsuperscript{10} and the validation and application of KScore in docking simulation and virtual screening will be described in detail elsewhere.
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