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Overview 

• Goals: 
– To predict authors of a given document 
– To discover new knowledge i.e. author contribution, 

author interests, and the underlying topics 

• Our belief: 
– A document and its authors have the overlapping sets 

of the underlying topics.  

• Latent variables: 
– Per-document author distribution  
– Per-author topic distribution 
– Per-topic word distribution 
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Outline 

• Introduction 
– Probabilistic generative models (LDA and AT models) 

• Our model 
– Supervised Author-Topic (SAT) model 

• Results 
– Model fitness 

– Information discovery 

– Model performance for supervised learning 

• Conclusion 
– Applications 
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INTRODUCTION 
Probabilistic Generative Models  

- Latent Dirichlet Allocation (LDA) 

- Author-Topic (AT) model 
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Latent Dirichlet Allocation (LDA) 

• Purpose in text mining: organise, search, etc. 

• Generative processes of writing a document 

 

 
Given MRI images,  
support vector machine  
is a technique used to  
classify diseased cells  
and healthy cells. 

Given X-ray images,  
neural network  
is an algorithm used to  
identify abnormal bones  
and normal bones. 
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Author-Topic (AT) Model 

• Purpose in text mining: organise, search, etc. 

• Generative processes of writing a document 

 

 
Given MRI images,  
support vector machine  
is a technique used to  
classify diseased cells  
and healthy cells. 

Given X-ray images,  
neural network  
is an algorithm used to  
identify abnormal bones  
and normal bones. 
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 choose a topic  
 choose a word in the topic 

A document = {authori} 
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OUR MODEL 
Supervised Author-Topic (SAT) Model 

Inference method 
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Author-Topic (AT) Model 

• Equal author contributions 
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Supervised Author-Topic (SAT) Model 

• Unequal author contributions 

 

 

For each position: 
 choose an author 
 choose a topic  
 choose a word in the topic 
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support vector machine  
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Distributions 
• Multinomial distribution is .. 

 

 

 

P = 0.7 

P = 0.2 

P = 0.1 

? 
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Distributions 
• Multinomial distribution is .. 

 

 

 

• Dirichlet is a distribution of distributions 

P = 0.7 

P = 0.2 

P = 0.1 

? 

? 

P = 0.7 P = 0.2 P = 0.1 
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Model Description 
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Bayesian Inference 
• Bayes’ theorem (𝓜 is the set of latent variables) 
 

   𝑃(𝓜|𝑑𝑎𝑡𝑎)    =  
𝑃(𝑑𝑎𝑡𝑎|𝓜) × 𝑃(𝓜)

𝑃(𝑑𝑎𝑡𝑎)
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Not in a closed form 
(Unknown distribution) 



Approximate Inference 

• Sampling method - Gibbs sampling 

– Iteratively random one variable, given others fixed 

– Infinite time -> True distribution 
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Posterior Distribution 

Intuitively, the probability of assigning a word w to a topic t written by an author a 
depends on three probabilities 
- how likely the word w belongs to the topic t 
- how likely the topic t is written by the author a 

- how likely the author a contributes to the document d 
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RESULTS 
Convergence Analysis & Model Fitness 

Information Discovery 

Supervised Learning 
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Convergence Analysis 
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Author Contributions 

1 document from Abu-Mostafa Y (0.17%) 
2 documents from Anastasio T (0.33%) 
3 documents from Linsker R (0.50%) 
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Test document 



Who Wrote This ? 
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Example of Predictive Distribution 
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AT model SAT model 



TFs vs Ranks for Prediction on  
Single-Author Documents 
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TFs vs Ranks for Prediction on  
Multiple-Author Documents 
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Conclusions 
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• Supervised Author-Topic (SAT) model   

– Probabilistic latent variable models 

– Information discovery 

• Topic-word distributions 

• Author (topic-based) interests 

• Author contributions 

– Authorship attribution 
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