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Abstract
SAT-based automatic test pattern generation has several advantages compared to conventional structural procedures, yet often yields too large test sets. We present a dynamic compaction procedure for SAT-based ATPG which utilizes internal data structures of the SAT solver to extract essential fault detection conditions and to generate patterns which cover multiple faults. We complement this technique by a state-of-the-art forward-looking reverse-order simulation procedure. Experimental results obtained for an industrial benchmark circuit suite show that the new method outperforms earlier static approaches by approximately 23%.
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1 Introduction
Recent advances in Boolean-satisfiability (SAT) solvers are increasingly rendering SAT-based automatic test pattern generation (ATPG) [10,15] an attractive alternative to traditional structural approaches [6, 7, 9, 14]. Particular strengths of SAT-based ATPG algorithms are the ability to resolve hard-to-detect faults in large industrial circuits [2, 3] and to produce a quick redundancy proof for untestable faults. Furthermore, SAT-based ATPG approaches are easily applicable to non-standard fault models such as resistive bridging faults, which require non-trivial constraints for fault activation [2].

One weakness of SAT-based ATPG methods is their relatively high pattern count, which is due to overspecification of the calculated test patterns. Structural test generators typically search for a pattern starting at the fault site and moving towards the circuit’s inputs. In this way, only inputs necessary for fault detection tend to be assigned 0 or 1 values; the remaining inputs have don’t-care values which can subsequently be assigned to detect other faults, thus reducing the size of the test set. A SAT-based ATPG searches for a test pattern based on the SAT engine’s decision heuristics, which may or may not reflect the circuit’s structure. Hence, the generated patterns have only few don’t-care positions.

Test pattern compaction methods in structural test generation can be divided in two classes: static and dynamic compaction [1]. Static compaction starts with a generated test set and produces a smaller test set which detects (at least) the same faults as the original test set. This is done by merging compatible patterns or by eliminating patterns which do not detect any fault not covered by other patterns. Dynamic compaction considers test set minimization during the test generation process by generating test patterns which detect multiple faults [8, 12].

For SAT-based ATPG, static compaction based on merging is challenging because the generated patterns have few don’t-cares. A simple static compaction method based on injecting don’t-cares on inputs outside the input cone of the fault site and its propagation path to the output was proposed in [5]. Although high don’t-care densities are reported for industrial circuits, the efficiency of this technique may not be high, as faults from the same cone are still likely to result in test patterns with conflicting assignments to inputs. Even though don’t-cares could be injected on these inputs without sacrificing detectability, the method from [5] does not handle such situations. Pattern counts after, but not before compaction are reported, so the practical efficiency of the technique in reducing the test set size is unknown.

In this paper, we introduce a dynamic compaction procedure for SAT-based ATPG. It targets fault groups which are enlarged consecutively. Whenever a pattern is generated for fault f, necessary assignments to the circuit lines are extracted from the ATPG’s internal data structures. The procedure then attempts to add another fault (say, fn) to the current group (say, f1, f2, . . . , fn−1) by generating a test for fn while enforcing that the assignments for detecting fault f1 through fn−1 are not violated. If test generation is successful, the pattern is guaranteed to detect all the faults f1, f2, . . . , fn−1 as well as the new fault fn. The approach is different from classical dynamic compaction for structural ATPG which fixes inputs of the circuit rather than internal circuit lines after adding a new fault to a group.

First experimental results obtained by our ATPG tool TIGUAN (Thread-parallel Integrated test pattern Generator Utilizing satisfiability ANalysis) [2] show an average reduction in pattern count by approximately one half compared to the standard ATPG flow with fault dropping. Compared
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to cone-based don’t-care injection followed by static compaction (which can be regarded as our implementation of [5]), the dynamic compaction procedure achieves 23% reduction in pattern count and a slight improvement in overall run time.

The remainder of the paper is organized as follows. SAT-based ATPG is reviewed in Section 2, where emphasis is put on data structures used for dynamic compaction. The dynamic compaction procedure is introduced in Section 3. In Section 4, experimental results on an industrial benchmark suite are reported. Section 5 concludes the paper.

2 SAT-Based Test Pattern Generation

A SAT-based ATPG tool such as PASSAT [3] or TIGUAN [2] takes a circuit, a fault list and, possibly, further parameters such as the timeout (time budget which the tool is allowed to spend to classify a fault as either detected or undetected). When no dynamic compaction is active, the tool selects one fault from the fault list and attempts to generate a test pattern for this fault by constructing the conjunctive normal form (CNF) of the miter circuit [10, 15] (see Section 2.2). The CNF is handed to a Boolean SAT solver (PASSAT calls MiniSAT [4] while TIGUAN is tightly integrated with the thread-parallel solver MiraXT [11]). If the solver finds a model of the instance, the fault is detectable and the pattern is derived from the model. An unsolvable SAT instance is formal evidence of a redundant fault. A fault which caused the solver to time out is considered aborted.

Once all faults have been classified as detected, redundant or aborted, static compaction by pattern merging can be performed. TIGUAN injects don’t-cares into test patterns based on the technique from [5] and runs the standard greedy merging algorithm [1]. After that, the remaining don’t-cares are randomly filled with specified values and reverse-order simulation is performed: patterns are simulated in reverse order, and patterns which do not detect new faults are eliminated.

In the following, we describe the conditional multiple stuck-at (CMS@) fault model used by TIGUAN (Section 2.1) and provide some details on CNF generation (Section 2.2). The CMS@ fault model was introduced in [2] as a generic interface to handle non-standard defect classes. Although only stuck-at faults are considered in this paper, the CMS@ fault model is utilized by dynamic compaction to constrain the ATPG process such that the generated pattern detects multiple faults. Auxiliary data structures called D-chains [15] provide the source of the constraints for detecting multiple faults and are explained in Section 2.2.

2.1 CMS@ Fault Model

A CMS@ fault consists of two lists of length r and s, respectively. The list of aggressor lines has the form \( \{a_i/a_i^{val}, \ldots, a_r/a_r^{val}\} \). The list of victim lines is of the form \( \{v_1/v_1^{val}, \ldots, v_s/v_s^{val}\} \). \( a_i \) and \( v_j \) denote signal lines, while all \( a_i^{val} \) and \( v_j^{val} \) indicate a logical value (0 or 1).

2.2 CNF generation

The SAT instance to generate a test pattern for CMS@ fault \( f = \{a_1/a_1^{val}, \ldots, a_r/a_r^{val}\}, \{v_1/v_1^{val}, \ldots, v_s/v_s^{val}\} \) in a circuit C models a miter circuit of the sub-circuit \( C_i \) of \( C \) enriched by auxiliary structures called D-chains. Circuit \( C_i \) contains the parts of \( C \) which are relevant for fault detection.

Every line i in circuit \( C_i \) is assigned two Boolean variables: \( G_i \) (value of the line in the fault-free (good) circuit) and \( B_i \) (value of the line in the faulty (bad) circuit). For a line i in the output cone of the victim line(s) of the fault, a third variable \( D_i \equiv (G_i \oplus B_i) \) is introduced. \( D_i \) is if line i is sensitized to the fault. We require that \( D_i = 1 \) implies that the \( D \) variable of at least one input of the gate driving i must also be 1 (this condition is not enforced at the fault site).

A successful test generation produces a sensitized path to an output marked by \( D \) variables set to logic-1 (D-chain). The D-chain technique was introduced to speed up test generation by guiding the search (the existence of a test pattern does not depend on the \( D \) variables) [15]. In this work, we utilize the information on the sensitized paths to generate patterns for multiple faults. Figure 1 illustrates a D-chain.

3 Dynamic Compaction Procedure

The dynamic compaction procedure is outlined in Figure 2. It attempts to find a fault group, i.e., a collection of multiple faults for which a common test pattern exists, and to generate that pattern. The procedure first sorts the fault list topologically (Line 1). Fault group construction starts with one fault. In every iteration (Lines 3–22), the algorithm attempts to add one more fault to the fault group by trying to generate a pattern which detects the new fault while still detecting the faults already contained in the fault group. Actual test generation is done by procedure test_gen (Line 7), which takes two arguments: fault \( f \) and a list of additional conditions \( FGA \) (fault group assignments) and returns the pattern if the test generation is successful and the distinguished return value \( \bot \) otherwise.

In the beginning, \( FGA \) is empty and test_gen performs normal single-stuck-at test generation: the CNF is constructed and TIGUAN is invoked for the target stuck-at fault \( f \). If no pattern is found for the single fault \( f \), this fault is
Procedure dynamic_compaction

Input: Fault list $F$

Output: Compact test set $T$

1. Sort the fault list;
2. $T := \emptyset; \text{FGA} := \emptyset; t_{old} := \perp$;
3. repeat
4. if ($F$ empty) then $t := \perp$;
5. else begin
6. $f := \text{first fault from } F$;
7. $t := \text{test}_gen(f, \text{FGA})$;
8. end if
9. if $t = \perp$ then $t_{old} := \perp$;
10. else begin
11. eliminate $f$ from $F$;
12. $\text{FGA} := \emptyset; t_{old} := \perp$;
13. end if
14. if $t = \perp$ then $t_{old} := \perp$;
15. else begin
16. $t_{old} := t$;
17. Extract detection conditions from D-chains and add them to $\text{FGA}$;
18. Eliminate $f$ from $F$;
19. end if
20. until ($F$ empty);
21. return $T$;
22. end dynamic_compaction;

Figure 2: Dynamic compaction algorithm

removed from the fault list and the next fault from $F$ is tried as the first fault of a fault group in the next iteration (Lines 9–10). If test generation is successful (Lines 17–21), the dynamic compaction procedure extracts a compact set of value assignments which are sufficient to detect the fault. These assignments are:

- For the stuck-at-val fault at line $v$, $v$ is assigned \text{val}.
- From all gates with the $D$ variable at their output set to logic-1, the gates which form one path to an output of the circuit are selected. All side-inputs of these gates are assigned the gate’s non-controlling value.

In Figure 1, $D_a = D_g = 1$ indicate the propagation path to detect the a-stuck-at-0 fault. The sufficient assignments to detect this fault are 1 at $a$ (for fault activation), 0 at $b$ and 1 at $d$ and $e$ (for propagation), written as $\{a/1, b/0, d/1, e/1\}$. Every test pattern which sets lines $a$, $b$, $d$, and $e$ according to these assignments, will detect the a-stuck-at-0 fault.

In Line 18, the extracted assignments are added to the fault group assignment set $\text{FGA}$ which is empty in the beginning. As soon as a pattern is found for a fault, sufficient assignments to detect this fault are contained in $\text{FGA}$ in the next iteration. Generating a test pattern for a fault $f'$ by $\text{test}_gen(f', \text{FGA})$ ensures that, if a pattern is generated, the values of all circuit lines under this pattern are consistent with the assignments in $\text{FGA}$. Technically, this is implemented by adding $\text{FGA}$ as the aggressor list to the CMS@ fault while keeping the victim list from fault $f'$. Suppose that in the example in Figure 1, $f'$ is the stuck-at-1 fault at a line $h$ elsewhere in the circuit. Adding fault $f'$ to $\text{FGA}$ is done by targeting the CMS@ fault $\{a/1, b/0, d/1, e/1\}, \{h/1\}$. (If a pattern is found, it still detects the a-stuck-at-0 fault.)

If fault $f'$ is targeted in the second iteration and the test generation is successful, the generated pattern detects all faults in fault group $\{f, f'\}$. New assignments are extracted from the D-chain information and added to $\text{FGA}$. Every pattern generated with the new $\text{FGA}$ as the second input to procedure $\text{test}_gen$ is guaranteed to still detect $f$ and $f'$.

In every iteration, another fault is added to the fault group, until test generation fails, indicated by $t = \perp$ (Lines 11–16). This can be due to incompatibility of the detection conditions for the new fault to assignments collected in $\text{FGA}$ so far (Line 7) or because all faults have been detected (Line 4). The last successfully generated test pattern, $t_{old}$, is included into the test set $T$, and fault dropping is performed (Line 14). The current fault is used as the start for a new fault group.

The procedure terminates when no undetected faults are left. The procedure returns the calculated test set $T$.

4 Experimental Results

We integrated the dynamic compaction procedure into our ATPG tool TIGUAN and applied it to the combinational cores of industrial circuits provided by NXP. Although the same benchmark suite was used in [5], the circuits appear to be synthesized using different options and have a different structure, as indicated by the discrepancy in gate counts. We found that the results of our re-implementation of [5] and the results published in [5] did not track well. Therefore, when we quote results on static compaction, we refer to our own implementation. We used a timeout of 1 second per fault and no multithreading.

Table 1 compares the pattern counts achieved by TIGUAN with fault dropping and no further compaction, TIGUAN followed by don’t-care injection and static compaction, and TIGUAN with dynamic compaction. For each of these alternatives, the pattern counts before and after reverse-order simulation are indicated by BROS and AROS, respectively. In addition, we implemented forward-looking reverse-order simulation: for every fault, the first test pattern which detects it is stored; during the reverse-order simulation, all the patterns which are not the first detecting patterns for any faults are dropped without simulation [13]. The pattern counts obtained by replacing reverse-order fault simulation by forward-looking reverse-order fault simulation are denoted by AFLROS. For all three scenarios, forward-looking reverse-order simulation outperforms reverse-order simulation for every circuit. The final row of Table 1 contains the cumulated numbers for all the benchmarks.
Both static and dynamic compaction are effective in reducing the test set size for all but one circuit (p45k). The total pattern count is reduced by 36% and 51% by these respective techniques. Dynamic compaction outperforms its static counterpart for 15 out of 16 circuits, reducing the total pattern count by 23%. (For reverse-order simulation or in absence of any post-processing, the improvements are around 42%). Reverse-order and forward-looking reverse-order simulation are less effective after dynamic compaction than after static compaction because test patterns generated by dynamic compaction typically target multiple faults and are not very likely to cover no faults undetected by other patterns.

The final three columns compare the run-times needed by the three experiments. All measurements were performed on a 2.3 GHz AMD Opteron computer with 64 GB RAM (TIGUAN is a 32-bit application which does not consume any memory exceeding 4 GB). The run times consumed by both compaction types are similar for many circuits, although sometimes one method takes considerably longer than its counterpart.

5 Conclusions

We presented a dynamic compaction procedure for SAT-based ATPG which scales to multi-million gate designs and outperforms the static compaction method introduced before. The results demonstrate that dynamic compaction compensates for one drawback of SAT-based ATPG, namely the high pattern count. The procedure is tightly integrated into the ATPG tool and makes use of its specific data structures and interfaces.

Additional compaction can be achieved by better selection of the fault groups. We currently stop the fault group construction as soon as one fault turns out to be incompatible with the remainder of the group. It is possible to attempt adding other fault to the fault group, thus yielding patterns which detect even more faults.
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