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ABSTRACT
Mining high utility itemsets from databases is an emerging topic in data mining, which refers to the discovery of itemsets with utilities higher than a user-specified minimum utility threshold min_util. Although several studies have been carried out on this topic, setting an appropriate minimum utility threshold is a difficult problem for users. If min_util is set too low, too many high utility itemsets will be generated, which may cause the mining algorithms to become inefficient or even run out of memory. On the other hand, if min_util is set too high, no high utility itemset will be found. Setting appropriate minimum utility thresholds by trial and error is a tedious process for users. In this paper, we address this problem by proposing a new framework named top-k high utility itemset mining, where k is the desired number of high utility itemsets to be mined. An efficient algorithm named TKU (Top-K Utility itemsets mining) is proposed for mining such itemsets without setting min_util. Several features were designed in TKU to solve the new challenges raised in this problem, like the absence of anti-monotone property and the requirement of lossless results. Moreover, TKU incorporates several novel strategies for pruning the search space to achieve high efficiency. Results on real and synthetic datasets show that TKU has excellent performance and scalability.
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1. INTRODUCTION
Frequent itemset mining (abbreviated as FIM) [1, 8] is a fundamental research topic in data mining. However, the traditional model of FIM may discover a large amount of frequent but low revenue itemsets and lose the information on valuable itemsets having low selling frequencies. Hence, FIM cannot satisfy the requirement of users who desire to discover itemsets with high utilities such as high profits. To address these issues, utility mining [2, 3, 6, 11, 12, 13, 18, 19, 20, 21, 23, 24, 25] emerges as an important topic in data mining. In utility mining, each item has a weight (e.g., unit profit) and can appear more than once in each transaction (e.g., purchase quantity). The utility of an itemset represents its importance, which can be measured in terms of weight, profit, cost, quantity or other information depending on the user preference. An itemset is called a high utility itemset (abbreviated as HUI) if its utility is no less than a user-specified minimum utility threshold. Utility mining is an important task and has a wide range of applications such as website click stream analysis [2, 11, 18, 20, 24], cross-marketing in retail stores [6, 12, 13, 19, 21, 23, 25] and biomedical applications [3].

Although this framework is essential to many applications, mining high utility itemsets is not an easy task because the downward closure property [1] does not hold. To facilitate the task of high utility itemset mining, most approaches [2, 11, 12, 21] utilize the TWU model and TWDC property to prune the search space. In this model, an itemset is called HTWUI if its TWU is no less than min_util, where the TWU of an itemset represents the upper bound of its utility. The TWDC property states that for any itemset that is not an HTWUI, all its supersets are low utility itemsets. The TWU-model consists of two phases named phase I and phase II. In phase I, all the HTWUs are found. In phase II, the exact utilities of HTWUs are calculated by scanning the database.

Although many studies have devoted to HUI mining, it is difficult for users to choose an appropriate minimum utility threshold in practice. Depending on the threshold, the output size can be very small or very large. Besides, the choice of the threshold also greatly influences the performance of the algorithms. If the threshold is set too low, too many high utility itemsets will be presented to the users. It is difficult for the users to comprehend the results. A large number of high utility itemsets also causes the mining algorithms to become inefficient or even run out of memory, because the more high utility itemsets the algorithms generate, the more resources they consume. On the contrary, if the threshold is set too high, no high utility itemset will be found. In this case, users need to try different thresholds by guessing and re-executing the algorithms over and over until being satisfied with the results. This process is both inconvenient and time-consuming.

We illustrate the problem of setting the minimum utility threshold with a real shopping transaction database named Chainstore. Figure 1 shows the runtime and the number of high utility itemsets in Chainstore dataset of the state-of-the-art utility mining algorithm UP-Growth [19]. As it can be seen, the choice of min_util has a major impact on the output size even if it is just changed slightly. For example, consider the case of a user who is interested in finding the top 1000 itemsets that contribute the highest profits in the Chainstore dataset. If the user does not possess the background knowledge about the database for setting min_util (he needs to make a guess to choose the threshold), he has only a very small chance of selecting a min_util that will satisfy his requirements (he would need to set min_util between 0.02% and 0.03%). Moreover, if the threshold is set below 0.02%, the algorithm can take up to one hour before terminating on a typical desktop computer.
A similar problem occurring in FIM is how to determine an appropriate minimum support threshold to mine enough but not too many itemsets for the users. To precisely control the output size and discover the most frequent patterns without setting the threshold, a good solution is to change the task of mining frequent patterns to the task of mining the top-k frequent patterns [4, 5, 7, 9, 10, 14, 16, 17, 22]. The idea is to let the users specify $k$, i.e., the number of desired patterns, instead of specifying the threshold. Setting $k$ is more intuitive than setting the threshold because $k$ represents the number of itemsets that the user wants to find whereas choosing the threshold depends solely on database’s characteristics, which are often unknown to users.

Although using a parameter $k$ instead of a threshold would also be desirable in utility mining, developing an efficient algorithm for mining top-$k$ high utility itemsets is not an easy task. It poses four major challenges as discussed below.

First, the utility of an itemset is neither monotone nor anti-monotone. In other words, the utility of an itemset may be equal to, higher or lower than that of its superset and subset. Therefore, many techniques [5, 7, 9, 10, 14, 16, 17, 22] developed in top-$k$ frequent pattern mining that rely on anti-monotonicity to prune the search space cannot be directly applied to top-$k$ high utility itemset mining.

The second challenge is how to incorporate the concept of top-$k$ pattern mining with the TWU-model. Although the TWU-model is widely used in utility mining, it is difficult to adapt this model to top-$k$ high utility itemset mining because the exact utilities of itemsets are unknown in phase I. When an HTWUI is generated in phase I, we cannot guarantee that its utility is higher than other HTWUIs and it is a top-$k$ high utility itemset before performing phase II. To guarantee that all the top-$k$ high utility itemsets can be captured in the set of HTWUIs, a naive approach is to run the algorithm with $min_util = 0$. However, this approach may encounter the large search space problem.

The third challenge is that $min_util$ is not given in advance in top-$k$ high utility itemset mining. In the traditional high utility itemset mining, the search space can be efficiently pruned by the algorithms with a given $min util$. However, in the scenario of top-$k$ high utility mining, the threshold is not provided. Therefore, the minimum utility threshold is initially set to 0. The mining task has to gradually raise the threshold to prune the search space. Thus the challenge is to design an algorithm that can raise the threshold as high as possible and make the number of candidates produced in phase I as small as possible.

The last challenge is how to effectively raise the threshold without missing any top-$k$ high utility itemsets. A good algorithm is one that can effectively raise the threshold during the mining process. However, if an incorrect method for raising the threshold is used, it may result in some top-$k$ high utility itemsets being pruned. Thus, how to effectively raise the threshold without missing any top-$k$ high utility itemsets is a crucial challenge for this work.

In this paper, we address all of the above challenges by proposing an efficient algorithm named $TKU$ for Top-$K$ Utility itemset mining. This work has three major contributions.

First, we propose a novel framework for mining top-$k$ high utility itemsets. An algorithm named $TKU$ is proposed for efficiently mining the complete set of top-$k$ high utility itemsets in the database without specifying $min util$ threshold.

Second, five new strategies are proposed for effectively raising the threshold at different stage of the mining process. The first four strategies effectively raise the threshold during the mining process to prune the search space and reduce the number of candidates in phase I. The last strategy effectively reduces the number of candidates that need to be checked in phase II. It improves the runtime of phase II and the overall performance.

Third, we conducted different kinds of experiments with real datasets. The results show that the performance of the proposed algorithm $TKU$ is close to that of the optimal case of the state-of-the-art utility mining algorithm UP-Growth [19]. Moreover, it is over 100 times faster than the compared baseline algorithm.

The remainder of this paper is organized as follows. In Section 2, we introduce the background for utility mining and top-$k$ pattern mining. Section 3 presents the proposed methods. Experiments are shown in Section 4 and conclusions are given in Section 5.

### Table 1. An example database

<table>
<thead>
<tr>
<th>TID</th>
<th>Transaction</th>
<th>TU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>(A, 1) (C, 1) (D, 1)</td>
<td>8</td>
</tr>
<tr>
<td>$T_2$</td>
<td>(A, 2) (C, 6)</td>
<td>27</td>
</tr>
<tr>
<td>$T_3$</td>
<td>(A, 1) (B, 2) (C, 1) (D, 6) (E, 1) (F, 5)</td>
<td>30</td>
</tr>
<tr>
<td>$T_4$</td>
<td>(B, 4) (C, 3) (D, 3) (E, 1)</td>
<td>20</td>
</tr>
<tr>
<td>$T_5$</td>
<td>(B, 2) (C, 2) (E, 1) (G, 2)</td>
<td>11</td>
</tr>
</tbody>
</table>

### Table 2. Profit table

<table>
<thead>
<tr>
<th>Item</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profit</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

2. BACKGROUND

This section introduces the preliminaries related to utility mining, and then defines the problem statement of top-$k$ high utility itemset mining. We adopt the notations used in [19]. For more details about high utility itemsets, readers can refer to [19].

2.1 Problem definition

Given a finite set of distinct items $I = \{i_1, i_2, \ldots, i_m\}$. Each item $i_j \in I$ is associated with a positive number $p(i_j, D)$, called its external utility. A transactional database $D = \{T_1, T_2, \ldots, T_n\}$ is a set of transactions, where each transaction $T_i \in D, (1 \leq i \leq n)$ is a subset of $I$ and has an unique identifier $i$, called $Tid$. In a transaction $T_i$, each item $i_j$ is associated with a positive number $q(i_j, T_i)$, called its internal utility in $T_i$. An itemset $X = \{i_1, i_2, \ldots, i_l\}$ is a set of $l$ distinct items, where $i_j \in I, 1 \leq j \leq l$, and $l$ is the length of $X$. A $l$-itemset is an itemset of length $l$. An itemset $X$ is said to be contained in a transaction $T_i$ if $X \subseteq T_i$.

**Definition 1.** The support count of an itemset $X$ is the number of transactions containing $X$ in $D$ and denoted as $SC(X)$. The support of $X$ is defined as the ratio of $SC(X)$ to $|D|$.
Definition 2. The utility of an item \( i \) in a transaction \( T \) is denoted as \( u(i, T) \) and defined as \( p(i, D) \times q(i, T) \).

Definition 3. The utility of an itemset \( X \) in a transaction \( T \) is denoted and defined as \( u(X, T) = \sum_{i \in X} u(i, T) \).

Definition 4. The utility of an itemset \( X \) in \( D \) is denoted and defined as \( u(X) = \sum_{X \subseteq T, T \in D} u(X, T) \).

Definition 5. An itemset \( X \) is called high utility itemset if \( u(X) \) is no less than a user-specified minimum threshold \( \min_{\text{util}} \).

Definition 6. Let \( \min_{\text{util}} \) be the minimum utility threshold, the complete set of high utility itemsets in \( D \) is denoted as \( f_\delta(D, \min_{\text{util}}) \). The goal of high utility itemset mining is to discover \( f_\delta(D, \min_{\text{util}}) \).

Example 1. Let Table 1 be an example database containing five transactions. Each row in Table 1 represents a transaction, in which each letter represents an item and has a purchase quantity (internal utility). The unit profit of each item is shown in Table 1.

Note that the utility constraint is neither monotone nor anti-monotone. In other words, the utility of an itemset may be equal to, higher or lower than that of its supersets and subsets. Therefore, we cannot directly use the anti-monotone property (also known as downward closure property) to prune the search space. To facilitate the mining task, Liu et al. introduced the concept of transaction-weighted downward closure [12], which is based on the following definitions.

Definition 7. The transaction utility of a transaction \( T \) is denoted as \( U(T) \) and defined as \( u(T, \delta) \).

Definition 8. The transaction-weighted utilization of an itemset \( X \) is the sum of the transaction utilities of all the transactions containing \( X \), which is denoted as \( TWU(X) \) and defined as \( TWU(X) = \sum_{X \subseteq T, T \in D} U(T) \).

Definition 9. An itemset \( X \) is a high transaction-weighted utilization itemset (abbreviated as HTWUI) if \( TWU(X) \geq \min_{\text{util}} \).

Property 1. (TWDC property) The transaction-weighted downward closure property states that for any itemset \( X \) that is not a HTWUI, all its supersets are low utility itemsets [12].

Definition 10. (Top-k high utility itemset) An itemset \( X \) is called a top-k high utility itemset in a database \( D \) if there are less than \( k \) itemsets whose utilities are larger than \( u(X) \) in \( f_\delta(D, 0) \).

Property 2. Let \( H \) be the complete set of top-k high utility itemsets in \( D \). \( H \) may contain less than \( k \) high utility itemsets when \( |f_\delta(D, 0)| \leq k \). Besides, \( H \) may contain more than \( k \) high utility itemsets when some itemsets have the same utility.

Definition 11. (Optimal minimum utility threshold) Let \( H \) be the complete set of top-k high utility itemsets in \( D \). A minimum utility threshold \( \delta^* \) is called optimal minimum utility threshold if there does not exist another threshold \( \delta \) such that \( \delta \geq \delta^* \) and \( |f_\delta(D, \delta)| \geq k \). If \( |H| \geq k, \delta^* = \min\{u(X) | X \in H\} \).

Problem Statement. Given a transaction database \( D \) and the desired number of high utility itemsets \( k \), the problem of finding the complete set of top-k high utility itemsets in \( D \) is to discover \( k \) itemsets with the highest utilities in \( D \). An equivalent problem statement is to discover all the itemsets whose utilities are no less than \( \delta^* \) in \( D \).

Example 2. Suppose the desired number of high utility itemset \( k \) is set to 3, the top-3 high utility itemsets in Table 1 is \( H = \{\{BCDE\}:40, \{BDE\}:36, \{BCD\}:34\} \). The optimal minimum utility threshold \( \delta^* \) to retrieve \( H \) is equal to \( \min\{40, 36, 34\} = 34 \).

2.2 Related work

2.2.1 High Utility Itemset Mining

Many studies have been proposed for mining HUIs, including Two-Phase [12], IHUP [2], IIDS [13] and UP-Growth [19]. Two-Phase and IHUP utilize transaction-weighted downward closure property to find high utility itemsets. They consist of two phases. In phase I, they find all HTWUIs from the database. In phase II, high utility itemsets are identified from the set of HTWUIs by scanning the original database. Although these methods capture the complete set of HUIs, they may generate too many candidates in phase I, i.e. HTWUIs, which degrades the performance of phase II and the overall performance (in terms of time and space). To reduce the number of candidates in phase I, various methods have been proposed (e.g. [13, 19]). Recently, Tseng et al. proposed UP-Growth [19] with four effective strategies DGU, DGN, DLU and DLN, for mining HUIs. Experiments showed that the number of candidates generated by UP-Growth in phase I can be order of magnitudes smaller than that of HTWUIs. To the best of our knowledge, UP-Growth is the state-of-the-art method for mining high utility itemsets. Although many studies addressed the topic of mining high utility itemset from transaction databases, few of them showed the flexibility of mining top-k high utility itemsets. Although the concept of top-k high utility itemset mining was first introduced in [3], the definition of high utility itemset in [3] is different from [2, 13, 15, 20] and our work.

2.2.2 Top-k Frequent Itemset Mining

In frequent pattern mining, several top-k pattern mining algorithms have been proposed [4, 5, 7, 9, 10, 14, 16, 17, 22]. Most of them (e.g. [5, 9, 10, 22]) follow a same general process for finding top-k patterns, although they also have several differences. We describe this general process below and then highlight the challenges for top-k high utility itemset mining.

The general process for mining top-k patterns from a database is the following. Initially, a top-k pattern mining algorithm sets minimum support threshold \( \minsup \) to 0 to ensure that all the top-k patterns will be found. Then, the algorithm starts searching for patterns by using a search strategy. As soon as a pattern is found, it is added to a list of patterns \( L \) ordered by the support of patterns. The list \( L \) is used to maintain the top-k patterns found until now.

Once \( k \) patterns are found, the value of \( \minsup \) is raised to the support of the least interesting pattern in \( L \). Raising \( \minsup \) is used to prune the search space when searching for more patterns. Thereafter, each time a pattern is found that meets the minimum support threshold, the pattern is inserted into \( L \), the patterns in \( L \) not respecting the threshold anymore are removed from \( L \), and the threshold is raised to the support of the least frequent patterns in \( L \). The algorithm continues searching for more patterns until no pattern is found by the search strategy.

What distinguish each top-k pattern mining algorithm are the data structures and search strategies to discover patterns. Top-k pattern mining algorithm needs to use appropriate data structure and search strategies to be efficient in both memory and execution.
time. Besides, the efficiency of a top-k algorithm depends largely on how fast it can raise the minimum interestingness criterion (minsup) to prune the search space. To raise the threshold quickly, it is desirable that a top-k pattern mining algorithm uses a search strategy that will find the most interesting patterns as early as possible. Although several efficient top-k pattern mining algorithms [5, 9, 10, 22] have been designed based on this idea, it is not possible to simply adapt this idea to HUI mining. The reason is that the HUI mining is performed in two phases and that the exact utility of itemsets is only known during phase II. Therefore, mining the top-k HTWUs during phase I would not necessarily result in finding the top-k HUIs in phase II. Another challenge is how to integrate effective strategies for raising min_util given that the exact utility is only known in phase II.

By the above literature reviews, although there are many studies about utility mining and top-k pattern mining, fewer of them focus on the integration of mining top-k high utility itemsets. This paper addresses this topic to find top-k high utility itemsets.

### 3.1 The baseline approach

The baseline approach TKU_base takes $k$ as parameter and outputs the $k$ itemsets with the highest utilities. It is an extension of UP-Growth, the current best method for mining high utility itemsets, and it adopts the idea of UP-Tree [19] to maintain the information of transactions and top-k high utility itemsets. The framework of TKU_base consists of three parts: (1) construction of UP-Tree, (2) generation of potential top-k high utility itemsets (abbreviated as PKHUIs) from the UP-Tree, and (3) identifying top-k high utility itemsets from the set of PKHUIs.

### 3.1.1 UP-Tree Structure

In this subsection, we briefly introduce the structure of UP-Tree. For the details about the UP-Tree, readers can refer to [19].

In UP-Tree, each node $N$ consists of the following elements: $N$.name is the item name of $N$; $N.count$ is the support count of $N$; $N.nu$ is the node utility of $N$; $N.parent$ records the parent node of $N$; $N.hlink$ is a node link which points to a node whose item name is the same as $N$.name. Header table is employed to facilitate the traversal of UP-Tree. In the header table, each entry is composed of an item name, an estimate utility value, and a link. The link points to the last occurrence of the node having the same item name as the entry in the UP-Tree. The nodes whose item names are the same can be traversed efficiently by following the links in header table and the nodes in UP-Tree.

#### 3.1.2 Construction of UP-Tree

A UP-Tree can be constructed with only two scans of the original database. In the first scan, the transaction utility of each transaction and TWU of each single item are computed. Thus, items and their TWUs are obtained. Subsequently, items are inserted into the header table in descending order of their TWUs. During the second database scan, transactions are reorganized and then inserted into the UP-Tree. Initially, the tree is created with a root $R$. When a transaction is retrieved, items in the transaction are sorted in descending order of TWU. A transaction after the above reorganization is called reorganized transaction and its transaction utility is called RTU (reorganized transaction utility).

The RTU of a reorganized transaction $T_d'$ is denoted as $RTU(T_d')$. When a reorganized transaction $T_d' = \{i_1, i_2, ..., i_m\}$ (where $i_j \in I$, $1 \leq j \leq m$) is retrieved, TKU_base applies the strategy DGN (Discarding Global Node utilities) [19] and calls the function $Insert\_Reorganized\_Transaction(R, i_j)$ to insert $i_j'$.

<table>
<thead>
<tr>
<th>Item</th>
<th>TWU</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. An UP-Tree when min_util = 0.

#### 3.1.3 Generating PKHUIs from the UP-Tree

The proposed algorithm uses an internal variable named border minimum utility threshold (denoted as border_min_util) which is initially set to 0 and raised dynamically after a sufficient number of itemsets with higher utilities has been captured during the generation of PKHUIs. The development of the proposed method is based on the following definitions and lemmas.

**Lemma 1.** Let $P = \langle X_1, X_2, ..., X_n \rangle$ be a set of itemsets ($m \geq k$), where $X_i$ is the $i$-th itemset in $P$ and $u(X_i) \geq u(X_j), \forall i < j$. (In other words, $X_i$ is the itemset with the $i$-th highest utility in $P$). For any itemset $Y$, if $u(Y) < u(X_i)$, $Y$ is not a top-k high utility itemset.

### 3.2 MINING TOP-K HIGH UTILITY ITEMSETS

In this section, we propose an efficient algorithm named TKU (mining Top-K Utility itemsets) for discovering top-k high utility itemsets without specifying min_util. We first present a baseline named TKU_base approach and then introduce effective strategies to enhance its performance.
Rationale. According to Definition 10, if there exist k itemsets whose utilities are higher than the utility of Y, Y is not a top-k high utility itemset.

Lemma 2. Let \( P = \{X_1, X_2, \ldots, X_m\} \) be a set of itemsets \((m \geq k)\), where \( X_i \) is the i-th itemset in \( P \) and \( u(X_i) \geq u(X_j), i < j \). If \( \delta_p = u(X_i), f_d(D, \delta) \subseteq f_d(D, \delta_p) \).

Rationale. Let \( H \) be the complete set of top-k high utility itemsets. If \( |H| \geq k, \delta^* = \min\{u(X) : X \in H\} \) (by Definition 11). Because \( \delta^* \leq \min\{u(X) : X \in H\} \), \( \forall i \leq k \) \( u(X_i) = u(X) \), then \( \delta^* \leq \delta_p \) and \( f_d(D, \delta) \subseteq f_d(D, \delta_p) \).

Example 3. Suppose \( k = 4 \) and \( \text{border\_min\_util} = 0 \) initially. Let \( P \) be the set of 1-items in \( D \). Then \( P = \{\{a\}: 20,\{b\}: 20,\{c\}: 16,\{e\}: 15,\{c\}: 13,\{g\}: 7,\{f\}: 5\} \), where the number beside each item is its exact utility. By Lemma 1, items \{C\}, \{G\}, \{F\} are unpromising to be the top-4 high utility itemsets. Therefore \( \text{border\_min\_util} \) can be raised to 15, the 4th highest utility value in \( P \), and no top-k high utility itemset will be missed.

After raising \( \text{border\_min\_util} \), the algorithm performs the UPGrowth search procedure with \( \text{min\_util} = \text{border\_min\_util} \) to generate PKHUIs. Although Lemma 1 provides a way to raise \( \text{border\_min\_util} \), it cannot be applied during the generation of PKHUIs in phase I. This is because the exact utilities of the PKHUIs are unknown during phase I. One of the solutions to this problem is to use lower bound of the utility of PKHUI to raise the \( \text{border\_min\_util} \). A lower bound of the utility of an itemset can be estimated by the following definitions.

Definition 12. The minimum item utility of an item \( a \) is denoted as \( \text{miu}(a) \) and defined as the value \( u(a, T_i) \) for which \( \neg a \in T_i, D \) such that \( u(a, T_i) > u(a, T_j) \).

Definition 13. The minimum item utility of an itemset \( X = \{a_1, a_2, \ldots, a_n\} \) is defined as \( \text{MIU}(X) = \sum_{i=1}^{n} \text{miu}(a_i) \times SC(X) \).

Lemma 3. Let \( C = \{X_1, X_2, \ldots, X_m\} \) be a set of itemsets \((m \geq k)\), where \( X_i \) is the i-th itemset in \( C \) and \( \text{MIU}(X_i) \geq \text{MIU}(Y), \forall i < j \). For any itemset \( Y \), if \( TUW(X) < \delta_c \leq \text{MIU}(X_i), X_i \in C, 1 \leq i \leq k \), \( Y \) is not a top-k high utility itemset.

Rationale. According to Definition 8, \( u(Y) \leq TUW(Y) \). If \( TUW(Y) < \delta_c \leq \text{MIU}(X_i) \), \( X_i \in C, 1 \leq i \leq k \), \( Y \) is not a top-k high utility itemset.

Definition 14. The maximum item utility of an itemset \( X = \{a_1, a_2, \ldots, a_n\} \) is denoted as \( \text{mau}(a) \) and defined as the value \( u(a, T_i) \) for which \( \neg a \in T_i, D \) such that \( u(a, T_i) > u(a, T_j) \).

Table 5. Items and their mius and maus

<table>
<thead>
<tr>
<th>Item</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>miu</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>mau</td>
<td>5</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Definition 15. The maximum utility of an itemset \( X = \{a_1, a_2, \ldots, a_n\} \) is defined as \( \text{MAU}(X) = \sum_{i=1}^{n} \text{mau}(a_i) \times SC(X) \).

Lemma 6. For any itemset \( X \), if \( \text{MAU}(X) < \text{border\_min\_util} < \delta^* \), \( X \) is not a top-k high utility itemset.

Rationale. According to Definition 15, we have \( u(X) \leq \text{MAU}(X) \). If \( \text{MAU}(X) < \text{border\_min\_util} \), \( u(X) < \text{border\_min\_util} \). According to Definition 10, \( X \) is not a top-k high utility itemset.

Lemma 7. For any itemset \( X \), the relationships between \( \text{MAU}(X), \text{TUW}(X), u(X) \) and \( \text{MIU}(X) \) is \( \text{MIU}(X) \leq u(X) \leq \text{MAU}(X), \text{TUW}(X) \).

Definition 16. An itemset is called a PKHUI (Potential top-K High Utility Itemset) if its estimated utility (i.e., \( \text{TUW}(X) \)) and \( \text{MAU}(X) \) are no less than the \( \text{border\_min\_util} \).

Based on the above lemmas and definitions, we have the following ideas to raise \( \text{border\_min\_util} \) during the generation of PKHUIs. As soon as a candidate X is found by the UP-Growth search procedure, we check whether its estimated utility (i.e., \( \text{TUW}(X) \)) is higher than \( \text{border\_min\_util} \). If \( \text{TUW}(X) < \text{border\_min\_util} \), all its supersets are not top-k high utility itemsets (Lemma 5). Otherwise, we check whether \( \text{MAU}(X) \) is higher than \( \text{border\_min\_util} \). If \( \text{MAU}(X) < \text{border\_min\_util} \), \( X \) is not a top-k high utility itemset (Lemma 6). Otherwise, \( X \) is considered as a candidate for phase II and it is outputted with its estimated utility value according to Lemma 7. If \( X \) is a valid PKHUI and \( \text{MIU}(X) \geq \text{border\_min\_util} \), \( \text{MIU}(X) \) can be used to raise the \( \text{border\_min\_util} \) (Lemma 3). To efficiently update \( \text{border\_min\_util} \), we use a min-heap structure \( L \) to maintain the k highest MIUs of the PKHUIs until now. Once \( k \) MIUs are found, \( \text{border\_min\_util} \) is raised to the k-th MIU in \( L \) according to Lemma 3. Each time a PKHUI \( X \) is found and its \( \text{MIU} \) is higher than \( \text{border\_min\_util} \), \( X \) is added into \( L \) and the lowest \( \text{MIU} \) in \( L \) is removed. After that, \( \text{border\_min\_util} \) is raised to the k-th \( \text{MIU} \) in \( L \). The algorithm continues searching for more PKHUIs until no candidate is found by the UP-Growth search procedure.

For any newly mined PKHUI \( X \), its \( \text{MIU}, \text{TUW} \) and \( \text{MAU} \) are no less than the current \( \text{border\_min\_util} \), then it is safe to use \( \text{MIU}(X) \) to raise \( \text{border\_min\_util} \).

3.1.4 Identifying top-k HUIs from PKHUIs

In this part, we propose a basic method for identifying top-k high utility itemsets from the set of PKHUIs. Exact utilities of PKHUIs are identified and top-k high utility itemsets are examined by scanning the original database. Main method of this part is similar to that of phase II in [12, 19]. However, in previous work [12, 19], all candidates should be checked. Therefore, we only check the candidate itemset \( X \) whose estimated utility is larger than or equal to the \( \text{border\_min\_util} \) finally reached after phase I, i.e., \( \text{min(TUW(X), MAU(X))} \geq \text{border\_min\_util} \).

Strategy 1. Raising the threshold by \( \text{MIU} \) of Candidate (MC)

For any newly mined PKHUI \( X \), if its \( \text{MIU}, \text{TUW} \) and \( \text{MAU} \) are no less than the current \( \text{border\_min\_util} \), then it is safe to use \( \text{MIU}(X) \) to raise \( \text{border\_min\_util} \).

Figure 3. The pseudo code for the strategy MC
3.2 Effective strategies

In this subsection, we introduce four effective strategies to effectively raise \textit{border\_min\_util} during different stage of the mining process.

3.2.1 Pre-evaluation Step

Although TKU\textsubscript{base} provides a way to mine top-k HUIs, \textit{border\_min\_util} is set to 0 before the construction of the UP-Tree. This results in the construction of a full UP-Tree in memory, which degrades the performance of the mining task. If we could raise \textit{border\_min\_util} before the construction of the UP-Tree and prune unpromising items in the transactions, the number of nodes maintained in memory could be reduced and the mining algorithm could achieve better performance. To solve this problem, we propose a strategy named \textit{PE} (Pre-Evaluation) to raise \textit{border\_min\_util} during the first scan of the database. A structure named \textit{pre-evaluation matrix} (PEM) is used to store lower bounds for the utility of certain 2-Itemsets. Each entry in \textit{PEM} is denoted as \textit{PEM}[x][y] and corresponds to a lower bound of \textit{u(x,y)}, where \textit{x}, \textit{y} \in I. Initially, each value in the matrix is set to 0. When a transaction \(T_d = \{i_1, i_2, \ldots, i_m\}\) \((i_j \in I, 1 \leq j \leq m)\) is retrieved during the first scan of the database, the utility of the itemset \{\(i_j\}\} \((1 < j \leq m)\) in \(T_d\) is added to the value of the corresponding entry of \textit{PEM}[i_j][i_j]. For example, when \(T_1 = \{(A,1), (C,1), (D,1)\}\) is retrieved, the corresponding entries \textit{PEM}[A][A], \textit{PEM}[A][D] are accumulated with \textit{u(A|C)}, \textit{T_1} = 6 and \textit{u(A|D)}, \textit{T_1} = 7. After scanning the database, \textit{border\_min\_util} is set to the \(k\)-th highest value in \textit{PEM}. Figure 4 shows the value of each entry in \textit{PEM} after scanning Table 1. When \(k = 4\), the 4th highest value in \textit{PEM} is 18. Therefore, \textit{border\_min\_util} can be raised to 18.

Strategy 2. Pre-Evaluation (PE) PE is applied during the first scan of the database. When a transaction \(T_d = \{i_1, i_2, \ldots, i_m\}\) \((i_j \in I, 1 \leq j \leq m)\) is retrieved during the first scan of the database, the utility of \textit{u}(\textit{i_j}\textit{i_p}) \(T_d\) is added to the corresponding entry \textit{PEM}[\textit{i_j}][\textit{i_p}] in the \textit{pre-evaluation matrix}, \(1 < j \leq m\). Then, \textit{border\_min\_util} can be raised to the \(k\)-th highest values in \textit{PEM}. The space complexity is \(O(|I|/2)\), where \(|I|\) is the number of distinct items in the database.

Notice that in TKU\textsubscript{base}, the strategy DGU in [19] cannot be applied, because \textit{border\_min\_util} is 0 before the construction of UP-Tree. However, if we raise \textit{border\_min\_util} at pre-evaluation step, the strategy DGU can be applied to prune those items whose TWU's are less than \textit{border\_min\_util}, which further reduces the size of UP-Tree and the number of candidates produced in phase I.

3.2.2 Raising the threshold by node utilities

The next proposed strategy is called \textit{NU} (Raising the threshold by Node Utilities), which is applied during the construction of UP-Tree. The strategy \textit{NU} is developed based on the following lemmas.

Lemma 8. Let \(PA = \{N_1, N_2, \ldots, N_m, R\}\) be a path from a node \(N_i\) to the root \(R\) in the UP-Tree and \(j\) be an item in \(N_j, 1 \leq j \leq m\). The node utility of \(N_j\) is a lower bound for the utility of the itemset \{\(i_1, i_2, \ldots, i_m\}\}, \(1 \leq j \leq m\).

Rationale. The UP-Tree is constructed by applying the strategy DGN [19]. According to the rationale described in [19], the utility of the itemset \{\(i_1, i_2, \ldots, i_m\)\} is guaranteed to be higher than the node utility of \(N_j\). Therefore, \(N_j, mu \leq u(i_1, i_2, \ldots, i_m)\).

Lemma 9. Let \(S = \{N_1, N_2, \ldots, N_m\}\) be an ordered set of nodes in UP-Tree \((m \geq k)\), where \(N_i\) is the \(i\)-th node in \(S\) and \(N_i, mu \geq N_j, mu, \forall i < j\). If \(\delta_{min} = N_i, mu\) then \(f_{\delta}(D, \delta') \leq f_{\delta}(D, \delta_{min})\).

Table 6. MIUs of descendents

<table>
<thead>
<tr>
<th>Descendent</th>
<th>E</th>
<th>A</th>
<th>B</th>
<th>D</th>
<th>G</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIU</td>
<td>16</td>
<td>18</td>
<td>15</td>
<td>9</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
3.2.4 Raising the threshold during Phase II

In this part, top-\( k \) high utility itemsets are identified by checking the real utilities of PKHUIs in the database. The purpose of this part is the same as the basic method (in Section 3.1.4). Although the basic method can skip checking some candidates, the number of checked PKHUIs is still too large. Scanning database for checking the large amount of PKHUIs is very time-consuming.

In view of this, we propose an additional strategy for cooperating with the candidate skipping mechanism in Section 3.1.4. There are two main steps in this strategy. First, the candidates are sorted by the descendendent order of estimated utilities, i.e., \( \min(\text{TWU}(X), \text{MAU}(X)) \). Thus, the candidates with larger estimated utility values will be first checked; in other words, those having lower values will be checked later.

After \( k \) PKHUIs whose exact utilities are larger than \( \text{border\_min\_util} \) are found, a mechanism for raising \( \text{border\_min\_util} \) is applied. If the exact utility of a new HUI \( Y \) is larger than \( \text{border\_min\_util} \), \( Y \) and \( w(Y) \) is inserted into a top-\( k \) HUI list \( E \) (all HUIs in \( E \) are ordered by their exact utilities), and the HUI with the lowest utility value is removed from \( E \). Then \( \text{border\_min\_util} \) is raised to the utility of \( k \)-th HUI in \( E \). If the estimated utility of the current candidate \( Z \), i.e., \( \min(\text{TWU}(Z), \text{MAU}(Z)) \), is less than the new border minimum utility threshold, all of the remaining candidates do not need to be checked. This is because that their upper bounds of exact utilities are not larger than \( \text{border\_min\_util} \). Finally, \( E \) is the set of top-\( k \) high utility itemsets of the database. By this mechanism, the candidates with lower estimated utility values may not be checked since the \( \text{border\_min\_util} \) is raised. The I/O cost and execution time for phase II can be further reduced. This technique works well especially when \( k \) is small.

Strategy 5. Sorting candidates & raising threshold by the exact utility of candidates. (SE) SE is applied during phase II of TKU. Let \( CI \) be the set of candidates produced in phase I. Candidates in \( CI \) are sorted in the descendendent order of their estimated utilities. Next, if there are more than \( k \) HUIs whose exact utilities are larger than \( \text{border\_min\_util} \), \( \text{border\_min\_util} \) can be raised to the \( k \)-th highest exact utility. For any candidate \( Z \), if \( \min(\text{TWU}(Z), \text{MAU}(Z)) \) is less than \( \text{border\_min\_util} \), \( Z \) and the remaining candidates do not need to be checked anymore.

4. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of the proposed algorithm. Experiments were performed on computer with a 3.40 GHz Intel Core Processor with 4 gigabyte memory, and running on Windows 7. All of the algorithms are implemented in Java. Different types of real world datasets were used in the experiments. Foodmart, a sparse dataset, was acquired from Microsoft foodmart 2000 database [27]; Mushroom, a dense dataset, was obtained from the FIMI Repository [26]; Chainstore, a large dataset, was obtained from NU-MineBench 2.0 [15]. The two datasets Foodmart and Chainstore already contain unit profits and purchased quantities. For Mushroom dataset, unit profits for items are generated between 1 and 1000 by using a log-normal distribution and quantities of items are generated randomly between 1 and 5, as the settings of [19]. Table 7 shows the characteristics of the datasets used in the experiments. To evaluate the performance of the proposed strategies, we prepared three versions of TKU and gave them the names TKU, TKU\_noSE and TKU\_base as shown in Table 8. These three versions are compared with the state-of-the-art utility mining algorithm UP-Growth [19].

<table>
<thead>
<tr>
<th>Table 7. Datasets’ characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Foodmart</td>
</tr>
<tr>
<td>Mushroom</td>
</tr>
<tr>
<td>Chainstore</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8. Strategies used by the algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>TKU</td>
</tr>
<tr>
<td>TKU_noSE</td>
</tr>
<tr>
<td>TKU_base</td>
</tr>
</tbody>
</table>

Because UP-Growth is not developed for mining top-\( k \) HUIs, it cannot be compared directly with TKU. To compare their performance, we considered the scenario where the users choose the optimal parameters for UP-Growth to produce the same amount of patterns as TKU (denoted as UP\_Optimal in the following experiments).

We first show the performance of the algorithms on the Foodmart dataset. The results are shown in Figure 5 and Table 9. In Figure 5 (a), it can be observed that the runtime for phase I of TKU approaches that of UP\_Optimal. On the contrary, the performance of TKU\_base is the worst among all the algorithms. Its runtime is about 100 times slower than that of TKU. The reason is shown in Figure 5 (b). This figure shows the thresholds that the TKU and TKU\_base reached after phase I. Since UP-Growth does not raise the thresholds during the mining process, we show its initial thresholds (the optimal thresholds). In this figure, it can be observed that the thresholds reached by TKU are closer to the optimal thresholds than those of TKU\_base. On the other hand, TKU\_base does not apply the strategies PE, NU and MD. Therefore, it constructs a full UP-Tree with \( \text{min\_util} = 0 \). Since raising the threshold for TKU\_base strictly depends on the MC strategy, it cannot be raised effectively. Thus its search space is the largest and its runtime is the longest.

The ineffectiveness of raising the threshold for TKU\_base also influences the number of candidates generated in phase I. The number of candidates generated by each algorithm is shown in Table 9. In this table, it can be observed that the number of candidates for TKU\_base is over 1000 times larger than TKU when \( k \) is less than 1000. The reason is that the strategies PE, NU and MD effectively raise the threshold at different stages of the mining process. Thus the number of patterns generated by TKU is much smaller than that of TKU\_base.

The runtime of each algorithm for phase II is shown in Figure 5 (c). Because each candidate needs to be checked in phase II and TKU\_base has the largest number of candidates, its performance for phase II is the worst. The performance of TKU\_noSE is worse than TKU because the latter uses the strategy SE, which reduces the number of candidates need to be checked in phase II. Overall runtime of the algorithms is shown in Figure 5 (d). We can see that the runtime of TKU is over 100 times faster than TKU\_base and only about twice less than that of UP\_Optimal. Therefore, it can be concluded that TKU is an efficient algorithm since it can exactly find the top-\( k \) HUIs within a reasonable time.
The results are shown in Figure 6 and Table 10. Figure 6 (a) shows the runtime for phase I of the algorithms. It can be observed that the runtime for phase I of TKU is close to that of TKU\textsubscript{Base}. This is because Mushroom is a dense dataset. The estimated utility values, i.e., TWU values, of itemsets are much larger than their exact utilities. Thus the thresholds cannot be raised effectively in phase I. The thresholds reached by the algorithms are shown in Figure 6 (b). It can be seen that if $k$ is larger than 1, the threshold reached by TKU is close to TKU\textsubscript{Base}.

Table 10 shows the number of candidates generated by the algorithms during phase I. In this table, it can be seen that when $k$ is larger than 1, the reduction ratio is slightly larger than 1. The reduction ratio decreases when $k$ increases. Figure 6 (c) shows the runtime for phase II of the algorithms. The runtime for phase II of TKU\textsubscript{Base} is the worst among the algorithms. This is because, without the SE strategy, TKU\textsubscript{Base} needs to check all the candidates to determine which itemsets are top-$k$ HUIs. When $k$ is set to 5,000, the runtime of TKU\textsubscript{Base} is too long to be executed (over 10,000 seconds). Finally, Figure 6 (d) shows the total runtime of the algorithms. We can conclude that although TKU is not as efficient as for the Foodmart dataset, it is still more efficient than TKU\textsubscript{Base}.

Finally, we show the performance of the algorithms on Chainstore, a large dataset with over 1 million transactions. Because the runtime of TKU\textsubscript{Base} for this dataset is too long to be executed (over 20 hours when $k = 1$), we instead use UP-Growth with a low minimum utility threshold (0.01\%) as the baseline (denoted as UP\textsubscript{Low} in the following experiments). The number of HUIs generated with $\min\_util = 0.01\%$ is about 3800. The results are shown in Figure 7 and Table 11. Figure 7 (a) shows the runtime for phase I of the algorithms. Since the threshold of UP\textsubscript{Low} is fixed, its runtime remains the same. It can be seen that the runtime of TKU is worse than UP\textsubscript{Low} when $k$ is larger than 200. The reasons are that TKU needs to perform more computation for the strategies and it raises the threshold by the strategies step by step.

Figure 7 (b) shows the runtime for phase II of the algorithms. Although the runtime for phase I of TKU is slightly worse than UP\textsubscript{Low}, the runtime for phase II of TKU is much faster than that of UP\textsubscript{Low}. The total runtimes (the sum of the runtimes of phase I and phase II) are shown in Figure 7 (c). TKU is much faster than UP\textsubscript{Low}. Generally, overall runtime of TKU is close to UP\textsubscript{Optimal}. This is because UP\textsubscript{Low} needs to check all candidates in phase II; on the other hand, TKU only needs to check some of them because it uses the SE strategy.

Figure 7 (d) shows the number of candidates checked in phase II by each algorithm. It can be observed that although TKU generates much more candidates in phase I, the number of candidates that need to be checked by TKU is close to UP\textsubscript{Optimal} in phase II. This is because using the SE strategy, TKU avoids checking some candidates that do not need to be checked. In contrary, since all candidates are checked by TKU\textsubscript{noSE}, its performance is worse than TKU and UP\textsubscript{Optimal}.

Finally, we show the threshold changes after applying the strategies in phase I. The results are shown in Table 11. In this table, it can be observed that the thresholds are raised higher when the strategies are applied. On the other hand, it can also be seen that the thresholds decrease when $k$ increases. This is reasonable because the larger $k$ is, the lower the thresholds are. Overall, Table 11 shows the effectiveness of all proposed strategies in phase I.
In general, the experimental results show that TKU outperforms TKU\textsubscript{Baseline} and UP\textsubscript{Low}. Moreover, the performance of TKU is close to UP\textsubscript{Optimal}. The reasons are listed as follows. First, strategies PE, NU, MD and MC in phase I effectively raise the threshold step by step in phase I. Thus the number of candidates that need to be checked in phase II is less and the search space in phase I is successfully reduced. Second, the SE strategy in phase II effectively reduces the number of candidates that need to be checked in phase II. Therefore, TKU is shown to be efficient with a performance that is close to that of the optimal case of the state-of-the-art utility mining algorithm UP-Growth.

5. CONCLUSION

In this paper, we have proposed an efficient algorithm named TKU for mining top-k high utility itemsets from transaction databases. TKU guarantees there is no pattern missing during the mining process. We develop four strategies for phase I to raise the border minimum utility threshold and reduce the search space and number of generated candidates. Moreover, a strategy is designed for phase II to decrease the number of checked candidates. The mining performance is enhanced significantly since both the search space and the number of candidates are effectively reduced by the proposed strategies. In the experiments, different types of real datasets are used to evaluate the performance of our algorithm. The experimental results show that TKU outperforms the baseline algorithms substantially and the performance of TKU is close to the optimal case of the state-of-the-art utility mining algorithm.