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Abstract

In this paper, we investigate the application of the COBRA™ method (Cost Estimation, Benchmarking, and Risk Assessment) in a new application domain, the area of web development. COBRA combines expert knowledge with data on a small number of projects to develop cost estimation models, which can also be used for risk analysis and benchmarking purposes. We modified and applied the method to the web applications of a small Australian company, specializing in web development. In this paper we present the modifications made to the COBRA method and results of applying the method. In our study, using data on twelve web applications, the estimates derived from our Web-COBRA model showed a Mean Magnitude of Relative Error (MMRE) of 0.17. This result significantly outperformed expert estimates from Allette Systems (MMRE 0.37). A result comparable to Web-COBRA was obtained when applying ordinary least squares regression with size in terms of Web Objects as an independent variable (MMRE 0.23).

1. Introduction

With the growing importance of web applications in general business matters, many practitioners see the measurement of web applications as a particularly valuable area of ongoing commercially relevant research. The success of web applications used to be determined by being first-to-market. Nowadays, the quality of software has become an important driver for competitiveness. Quality software applications require appropriate software development and project management processes. For project managers, cost estimation is one of the crucial steps at the beginning of any new software project. Accurate cost estimates are an essential element for being able to provide competitive bids and remaining successful in the market. Over- and underestimates of the expected costs have a significant influence on a company’s reputation and competitiveness. Industry still reports difficulties with determining accurate cost estimates, even though the research on software cost estimation methods started already in the early 1960’s.

Within the last decades a wealth of research focused on developing accurate cost estimation models. However, surveys indicate that only very few organizations actually use them [20]. There are a number of practically relevant reasons for not using cost estimation models: Many cost estimation models are not very accurate [6]. Experience shows that model-based estimates do not perform considerably better than estimates solely based on expert judgement.

Another reason for the rare use of cost estimation models in practice is the lack of sufficient, explicit past project data to systematically build a cost estimation model. Many organizations do not have enough resources for the required measurement methods and tools. Data collection is a time-consuming process that needs to be carefully planned, because consistency and completeness are two key drivers for the usefulness of the data for effort estimation. Only data on recent projects allows for cost estimation research that is meaningful for current projects.

Another reason for the modest use of cost estimation models is the appropriate assessment of the size of a software product. The size of a software product is accepted as a key cost driver for development effort, but it requires precise measurement methods and adequate measures, which are often missing in industry.

Finally, many cost estimation models are based on standard and/or black box methods to derive a cost estimate. The lack of transparency in many cost estimation methods does not allow sufficient calibration to an organization’s specific needs.

The COBRA™ (Cost Estimation Benchmarking and Risk Analysis™) method provides a means for developing a transparent cost estimation model when using project data internal to an organization. COBRA is a composite estimation method that utilizes expert knowledge and a limited amount of past project data to predict a project’s development effort, as well as to assess the quantitative risks associated with the project. The first application of the method in the MIS context showed a very promising result achieving a Mean Magnitude of Relative Error (MMRE) of 0.09 [1].

The overall purpose of this study is to assess whether the COBRA method is appropriate for accurately estimating development effort of web applications in the context of a small company.

We investigated the appropriateness of the COBRA method in terms of two aspects: (1) To our knowledge, the COBRA method has not yet been applied to small-sized software development companies. However, it is extremely important to derive accurate cost estimates for these types of companies. Furthermore, small organizations are different from large organizations. Thus, refinements of the COBRA method to address specific needs of small companies might be required. (2) We applied the COBRA method in a new application domain, the area of web development. We know practical details about the biggest web development companies such as Microsoft and Netscape, but small niche companies develop the vast majority of
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Internet software [5]. Many start-up companies developing web applications suffer from underestimating the cost of a new project. Ad-hoc approaches that could be applied in the beginning of web development do not work for larger web applications.

In this study we investigated whether we could repeat the encouraging results from the first publication of the method [1]. Firstly, we adapted and applied COBRA to data collected from twelve web applications that were recently developed at a small Australian company, called Allette Systems. We then compared the derived model to the results initially published in the study by Briand et al. [1]. Furthermore, we investigated our results in comparison to the results obtained from applying ordinary least squares (OLS) regression as well as expert-based estimates to the projects developed at Allette. Consistent to the work of Briand et al., the developed model is validated using n-fold cross-validation [8].

The paper starts with a discussion of related work in Section 2, then presents our research method in Section 3, including the description of the data set, the modeling techniques and the validation criteria. The results of the case study are presented and discussed in Section 4. Section 5 finishes the paper with a summary of the results and stresses some further important conclusions from our results.

2. Related Work

We reviewed the literature with regards to three different aspects: (1) What has been achieved by empirical research studies on cost estimation within the last fifteen years? (2) What distinguishes COBRA from traditional cost estimation methods? (3) What research has been performed in the area of cost estimation for web development projects?

2.1. Empirical Research

The results of the most relevant empirical studies in the field of software cost estimation are described in the Encyclopedia of Software Engineering [6]. Existing cost estimation methods could be categorized according to Figure 1. Their strengths and weaknesses are summarized in [6].

![Figure 1. Effort Estimation Method Classification](image)

---

**Table 1. Descriptive Statistics of Estimation Methods Accuracy**

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Studies</th>
<th>Minimum MMRE</th>
<th>Maximum MMRE</th>
<th>Average MMRE</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXPERT</td>
<td>4</td>
<td>0.31</td>
<td>1.68</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>COCOMO</td>
<td>10</td>
<td>0.19</td>
<td>7.58</td>
<td>3.08</td>
<td>3.12</td>
</tr>
<tr>
<td>OLS</td>
<td>18</td>
<td>0.10</td>
<td>1.27</td>
<td>0.69</td>
<td>0.33</td>
</tr>
<tr>
<td>CART</td>
<td>5</td>
<td>0.47</td>
<td>3.64</td>
<td>1.19</td>
<td>1.37</td>
</tr>
<tr>
<td>ANOVA</td>
<td>3</td>
<td>0.42</td>
<td>0.57</td>
<td>0.48</td>
<td>0.08</td>
</tr>
<tr>
<td>ANALOGY</td>
<td>9</td>
<td>0.28</td>
<td>1.45</td>
<td>0.61</td>
<td>0.38</td>
</tr>
</tbody>
</table>

In general, we can conclude that stepwise analysis of variance (ANOVA) performed best considering the average MMRE. OLS regression performed considerably well compared to many other methods. Studies evaluating CART consider this type of models as a good alternative, because of their simplicity, but they seem to provide mixed results.

Analogy performed best, in 60% of the cases reported in published studies. In 30% of the cases it showed the worst predictive accuracy, hence suggesting some instability. Analogy obtained best results when using adaptation rules and heuristics to identify significant variables to measure similarity. A fully automated version of Analogy is more likely to yield good results when used on small data sets with a small number of variables. In this case, a comprehensive search for optimal similarity functions can be performed [23].

Expert judgement (EXPERT) may achieve highly accurate estimates, when being supported by a tool or combined with other cost estimation methods (e.g., analogy, regression). Using solely non-model based methods may lead to very inaccurate predictions. People also tend to underestimate the time required to do a task when they themselves are to do the work [28]. This is confirmed on small tasks by other researchers, while for larger tasks an overestimation has been observed. However, it has also been reported that bottom-up estimation helped predict projects within 6% of their scheduled dates and costs [29].

Boehm validated his COCOMO model in the 1970’s on his TRW data set using the prediction level as an evaluation measure. He obtained very good results for intermediate and detailed
COCOMO, and quite poor ones for the basic COCOMO. Independent evaluations performed on other data sets have not always produced such good results. In general, the accuracy in terms of MMRE ranges form very high (i.e., 0.19) to very poor (i.e., 7.58). It was found that intermediate and detailed COCOMO do not necessarily improve the estimates and that the model systematically over-estimates effort [24]. Other studies found a bias towards underestimating effort when using COCOMO. Intermediate and detailed COCOMO may suffer from over-fitting problems. No publicly available results exist so far about the performance of COCOMO II compared to other estimation methods. Affiliate organizations are currently using COCOMO II. The COCOMO versions generated in ’97 and ’98 were compared with each other. It turned out that the calibration of COCOMO II by incorporating expert knowledge using Bayesian Statistics reached promising results outperforming the COCOMO II version 97 [21].

Despite the fact, that some methods obtained better results than others, very rarely studies obtained good results according to Conte’s evaluation criteria [2]. Composite estimation methods, especially Analogy, grew of interest in the last couple of years because of perceived higher prediction accuracy and acceptance in industry [11]. The initially published application of COBRA was very successful in the context of a large German software development company. As reported, COBRA performed much better than commonly reported results [1]. The MMRE obtained through a cross validation was 0.09, which is very encouraging, though just an initial result. The method was, neither replicated so far, nor was it compared to standard methods, such as OLS regression or any other method.

2.2. The COBRA method

The COBRA method represents a framework of activities for developing a tailored COBRA model. Each COBRA model consists of two main components. The first component is the causal model that produces a cost overhead estimate. The causal model consists of factors affecting the cost of projects within a local environment (cost-drivers). They are characteristics of the project that are expected to significantly influence effort. The causal model is obtained through expert knowledge acquisition.

![Causal Model Example](image)

**Figure 2. Causal Model Example**

An example is shown in Figure 2. The arrows indicate direct relationships. A “+” and a “−” indicate positive and negative relationships, respectively. Where one arrow points to another this indicates an interaction.

This qualitative information is quantified using expert opinion. The quantification is the percentage of cost overhead above that of a nominal project. Experts have to compare in mind a nominal / optimal (i.e. a project running under optimal conditions) with a worst case project and estimate the additional cost in per cent, the cost overhead. Its uncertainty is captured for all relationships in the causal model using variables that underlie triangular distributions.

The second component of COBRA uses data from past projects that are similar according to specified project characteristics. The past project data is used to determine the relationship between cost overhead and cost. Note that this is a simple bivariate relationship that does not require a large amount of data, which explains why COBRA does not have demanding data requirements as opposed to data-driven methods.

Running Monte Carlo Simulation, the determined relationship between cost overhead and cost together with the causal model are utilized to build the COBRA model and to derive a probability distribution of effort for new projects. The probability distribution of effort can be used for various project management activities, such as cost estimation, risk assessment, and benchmarking [1].

In order to evaluate the probability that a project will be over budget, one can generate the descending cumulative cost overhead distribution for the actual project (Figure 3).

![Cumulative Distribution Example](image)

**Figure 3. Cumulative Distribution Example**

Let us assume that the available budget for a project is 1100 Units and that this project’s cost overhead is characterized by the distribution in Figure 3. There is roughly a 80% probability that the project will stay within budget (i.e. a 20% probability to overrun 1095 units). If this probability represents an acceptable risk in a particular context, the project budget may be approved.

The advantages of COBRA over many other cost estimation methods is its applicability in environments with only little project data available. Moreover, COBRA is not restricted to a specific size measure. COBRA is more likely to be accepted in practice as the models provided are rooted to the experts’ own experience that is accessible, reusable and transparent to other people. The method provides a mechanism for developing a tailored cost estimation model, thus increasing prediction accuracy. A detailed description of the COBRA method is given in [1, 26].

2.3. Web Estimation

While reviewing the literature for relevant methods in the area of web estimation, we distinguished between web hypermedia systems and web applications [10]. Web applications are technically distinct from web hypermedia systems since the user has the ability to affect the state of the system on the web server, where the business logic is implemented [12]. Hypermedia systems are much easier to predict than web applications, because web hypermedia systems are usually much smaller in terms of the expended development effort. Consequently, web applications are
much more complex to develop and manage than web hypermedia systems. Thus, the focus of interest for this study is the estimation of web applications.

The literature and practical experience on web development has reported differences between traditional software applications and web applications. Web applications usually change more often in terms of their requirements, contents, and functionality than traditional software systems. In order to successfully develop and maintain quality web applications, a disciplined approach needs to be followed and better development tools need to be established. Standard software engineering approaches seem limited and cannot appropriately address all the challenges related to web development. Therefore, recent publications stress the need for web engineering and web estimation [3, 9, 15]. Web engineering is similar to software engineering, but identifies more tailored methods and techniques for web development. This is due to the fast evolution of technologies in this area combined with the little documented experience.

To our knowledge, there is only one example in the literature that investigated effort prediction models for web applications: Reifer introduced a cost estimation model called Web model (WebMo) [3, 4]. It adapts the COCOMO II model [21] to the context of web development mainly revising the COCOMO II cost factors. WebMo is based on past project data from 64 web applications, nine cost factors, and the software size measured in Web Objects. Regression analysis was applied to determine the cost estimates. The model has been calibrated and predicted “within 20% of the actual experience at least 68% of the time”. However, the results of the remaining 32% estimates are not reported at all.

More research has been done on estimating effort for web hypermedia systems [9, 10], but as mentioned before, this type of web system is very different from typical web applications in terms of cost estimation issues.

3. Research Method

This research is designed as a case study. The estimation of web applications is a very new research area with only a few experiences. Thus, we firstly need to gain comprehensive knowledge about the development techniques in small web development start-ups. Case studies are seen as an ideal method for achieving inside information about a new area of interest.

3.1. Data Set

Allette Systems is a small Australian software development company, with about twenty employees. The company’s main business is to develop web-based systems. Due to the projects’ diversity, we categorized them in order to find a suitable, homogenous subset of projects for the COBRA application.

Project managers of Allette Systems were asked to characterize their software applications in terms of functionality, and a given categorization schema. Based on the analysis of the survey responses, we used the projects categorized as web applications for our study. The project managers of this type of projects were briefly interviewed to ensure that the identified projects were similar according to predefined subjective and objective characteristics, such as functionality, target platform, or complexity. Finally, twelve typical web applications were assessed as appropriate projects according to the requirements of the COBRA method.

The considered web applications were developed between 1998 and 2002. The web applications were very typical: financial/trading, business-to-business, and intranet applications. Nine, one, and two projects were new developments, enhancements, and re-development projects, respectively.

Table 2 presents the descriptive statistics of the general project information of the twelve Web-COBRA projects.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort - Development effort in person hours (ph)</td>
<td>267</td>
<td>2504</td>
<td>883</td>
<td>710</td>
</tr>
<tr>
<td>Size - System size in Web Objects</td>
<td>67</td>
<td>792</td>
<td>284</td>
<td>227</td>
</tr>
<tr>
<td>Peak Staff - Maximum size of the project team at any time</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>1.5</td>
</tr>
</tbody>
</table>

The development effort spent on web applications at Allette Systems seems to be significantly higher than published effort results on web hypermedia systems (between 58 and 154 ph) [10]. Furthermore, the data collected at Allette Systems shows much higher data dispersion (710 ph) compared to the data on web hypermedia systems (26 ph). The comparison of development effort required confirms the difference in complexity between web applications and web hypermedia systems.

We measured system size using Web Objects introduced by Reifer. [3]. Web Objects are an extension of the traditional Function Points [16], addressing the needs of web development. So far, to our knowledge, no other alternative size measure for web applications has been published or initially validated.

The peak staff numbers at Allette Systems are in line with the published numbers for team size in the area of web development, which are usually small [4].

3.2. Adaptation of COBRA

The COBRA method has been modified due to the needs of a typical web development company. In the following, we outline the steps to develop our Web-COBRA model and point out the differences to the original COBRA™ method [1].

3.2.1. Refinements of the COBRA Method

Firstly, COBRA requires the identification of most important cost factors in a certain environment. In contrast to the first application of COBRA, web development as a new area of research has only few reported experiences. Hence, the literature does not provide experience on potential cost factors for this application domain. Instead of using the list of traditional cost factors and adjusting the definitions based on the expert’s comments, we decided to perform personal interviews with the experts of Allette Systems using open questions [19]. We identified five experts for the interviews and provided each of them with high-level definitions of groups of cost factors related to the software product, the personnel, the software project, and the process. During the interviews the expert explained his/her specific experience with cost factors corresponding to each of the
groups. This process ensured that only cost factors relevant to the area of web development were explored.

Secondly, a qualitative causal model needed to be developed. In contrast to the previous work, only direct relationships of cost factors with cost were modeled. Beside the increased complexity of the model, another drawback of modeling interactions is the necessity to ensure a common understanding among the experts of each interaction, which is not always the case. The literature does not provide adequate interview techniques for these purposes. Moreover, so far it has not been validated, whether the required additional effort to model interactions pays off and drastically improves prediction accuracy. In our study, we avoided interactions by deriving a minimal set of independent cost factors. From the authors point of view, this decision also contributes to a higher transparency of the cost estimation model. Therefore, dependent cost factors were either excluded from the causal model or their definition was adapted to ensure the orthogonality with other cost factors.

Finally, we refined the quantification of the relationships within the causal model. The previous study used a questionnaire to collect the cost overhead multipliers. In this study we performed personal interviews with Allette Systems experts to obtain the multipliers. In the previous study, an outlier analysis was performed to detect and exclude outlying multipliers. In our study, the group of experts discussed their understanding of the cost factors and the multipliers together to improve and validate the quantitative causal model. This additional step in the COBRA development process ensured that the initial multipliers were revised in terms of outliers. Therefore, no outlier analysis was performed.

In order to aggregate the multiple answers for cost overhead estimates, in the previous study alternative ways of aggregation were proposed selecting always the answer of a single expert (e.g., in each simulation run, the expert answers for each cost factor were randomly selected). In our study, we used a measure of central tendency. There are two common ways of determining the central tendency for the distribution of the data: The mean, defined as the average value, and the median, defined as the middle-most value in a set of data [19]. The median is generally more robust towards outliers. We decided to use the mean as a representative value, because outliers in the cost overhead data were excluded in the group discussion. Furthermore, weights can be used in order to take into account the different degrees of experience of the experts. No weights were used, because the experts from Allette Systems had a very similar experience. Consequently, in each simulation step each expert opinion was equally taken into account.

### 3.2.2. Sizing of Web Applications

An early effort estimate can only be derived from COBRA if size can be measured early on in the software development process. Therefore the literature was reviewed for a problem-oriented size measure for web-based software applications. Web Objects were chosen as the most appropriate size measure in the context of Allette Systems. In contrast to other proposed size measures for web applications, Web Objects are measurable just using the systems requirements [3]. The counting of COSMIC Full Function Points, for instance, requires at least the systems architecture [17]. Furthermore, COSMIC Full Function points are not specifically designed for web applications, whereas Web Objects are specifically tailored for web applications. Describing the full details of the work performed pertaining the sizing of web applications is beyond the scope of this paper. The interested reader is referred to a forthcoming paper on that topic.

### 3.3. Validation Method

#### 3.3.1. Compared Techniques

The following three techniques are used to validate the cost estimation model.

**Web-COBRA**

We applied the COBRA method as described in the previous section. The system size within Web-COBRA was modelled as an uncertain variable, which underlies a triangular distribution. This decision was made to also reveal the uncertainty in the size estimation. The Web Object counting is a subjective way of measuring size, for which not much experience exists so far. In the Web-COBRA model, an uncertainty of 5% was used.

**Ordinary Least Squares Regression**

OLS regression is the most common modelling technique applied to software cost estimation [6]. Regression modelling is one of the most widely used statistical modelling technique for fitting a response (dependent) variable as a function of predictor (independent) variable(s). We used development effort as a dependent variable and size measured in Web Objects as an independent variable. As the data was normally distributed we used a linear model specification [8].

**Allette Systems Informal Method**

Allette Systems previously applied an informal method to predict development effort for web applications. The method involves the structural decomposition of a system into basic components, which are familiar in terms of estimating effort. The project managers of Allette Systems then compare the basic components with similar work that has been done and estimate the component using personal memory. The final estimate is derived by aggregating the components.

The effort estimate of Allette Systems is documented in their timesheet system. It does not necessarily represent the initial estimate, because additional tasks might be added later on in the project and effort is adjusted accordingly. The system does not mark additional tasks. Thus, the “real” initial estimates are not known for all projects.

#### 3.3.2. Cross Validation

If one constructs a cost estimation model using a particular data set, and then computes the accuracy of the model using the same data set, the accuracy evaluation will be optimistic [11]. To avoid this, we applied a procedure known as cross-validation approach. Cross validation is a common way of validating a cost estimation model. The basic idea is to use different subsets for model building (training sets) and model evaluation (test sets). In our case there are twelve projects in the database and each cross validation step uses eleven projects as a training set to build a new model and apply it to the remaining project (test set). Thus, a separate model is built for each of the twelve training-test-set combinations.

#### 3.3.3. Evaluation Criteria

The estimates are compared with the actual effort by calculating the magnitude of relative error (MRE). This is a commonly used measure for the evaluation of estimation models
The magnitude of relative error as a percentage of the actual effort for a project, is defined as:
\[
\text{MRE} = \left| \frac{\text{Effort}_{\text{ACTUAL}} - \text{Effort}_{\text{ESTIMATED}}}{\text{Effort}_{\text{ACTUAL}}} \right|
\]

The MRE is calculated for each project in the data sets. Either the mean MRE (MMRE) or median MRE aggregates the multiple observations. In addition, we used the prediction level Pred. This measure is often used in the literature and is a proportion of observations for a given level of accuracy:
\[
\text{Pred}(l) = \frac{k}{N}
\]

Where, \( N \) is the total number of observations, and \( k \) the number of observations with an MRE less than or equal to \( l \). A common value for \( l \) is 0.25, which is used for this study as well. The Pred(0.25) gives the percentage of projects that were predicted with an MRE equal or less than 0.25.

Conte et al. [2] suggest an acceptable threshold value for the mean MRE to be less than 0.25 and for Pred (0.25) greater or equal than 0.75. In general, the accuracy of an estimation technique is proportional to the Pred (0.25) and inversely proportional to the MRE and the mean MRE.

We also used box-plots of residuals to graphically illustrate under- or overestimation for each estimation method.

The estimates obtained from the different methods were compared and it was tested whether the prediction accuracy of one method was significantly different from another method using a t-test [8].

### 4. Results and Discussion

The expert interviews revealed thirty-five potential cost factors in the area of web development, some of them are very similar to traditional cost factors, other cost factors are new. The ranking of the factors supplied the most important cost factors in the context of Allette Systems. A finally approved list of nine most important cost factors was approved at Allette Systems.

Table 3 lists the cost factors in the left column. A very high range was obtained between the minimum and the maximum cost overhead for the factors “Requirements Volatility” and “Importance of Project Management”. This indicated the highest uncertainty for these two factors.

The results of the interviews for the quantification of the causal model were analyzed regarding the given cost overhead estimates (in per cent). Table 3 presents the standard deviations of the cost overhead estimates given by the five experts of Allette Systems.

<table>
<thead>
<tr>
<th>Cost Factor</th>
<th>Minimum</th>
<th>Most Likely</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novelty of Requirements</td>
<td>0.10</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Importance of SW Maintenance</td>
<td>0.19</td>
<td>0.24</td>
<td>0.53</td>
</tr>
<tr>
<td>Novelty of Technology</td>
<td>0.11</td>
<td>0.36</td>
<td>1.35</td>
</tr>
<tr>
<td>Developer’s Technical Capabilities</td>
<td>0.18</td>
<td>0.27</td>
<td>0.68</td>
</tr>
<tr>
<td>Team Communication Skills</td>
<td>0.10</td>
<td>0.16</td>
<td>0.27</td>
</tr>
<tr>
<td>Quality of Project Management</td>
<td>0.14</td>
<td>0.29</td>
<td>0.61</td>
</tr>
<tr>
<td>Requirements Volatility</td>
<td>0.15</td>
<td>0.24</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 3 indicates high variance in the estimates for some of the cost factors: “Importance of Software Maintenance”, “Novelty of Technology”, “Developer’s Technical Capabilities”, “Quality of Project Management”, and “Requirements Volatility”. Especially the maximum cost overhead shows a wide response range between the five experts.

While exploring reasons for this behavior, two options appeared: there is high variance in the expert’s experience or there is a high variance in the understanding and interpretation of the cost factor definitions. In order to further investigate the situation, a group discussion with all five experts was performed. The goal of the meeting was to achieve a common understanding of the cost factors and estimate the cost overhead of each cost factor based on this. The discussion was guided in a way that avoided convergence. Each expert had to explain his/her understanding of the cost factor and estimate cost overhead.

From the experience of this group discussion we can give evidence that even though we carefully defined and tailored the cost factors to Allette Systems needs, experts still interpreted the definitions very differently in the personal interviews. Consequently, the cost overhead estimates showed a high variance. In the group discussion we came to an agreed understanding of the meaning of each cost factor and adjusted the definitions accordingly (see Table 4). After the group discussion we collected and analyzed the data again.

### Table 4. Std. Deviation after the Group Discussion

<table>
<thead>
<tr>
<th>Cost Factor</th>
<th>Minimum</th>
<th>Most Likely</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novelty of Requirements</td>
<td>0.00</td>
<td>0.04</td>
<td>0.11</td>
</tr>
<tr>
<td>Importance of SW Maintenance</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Novelty of Technology</td>
<td>0.05</td>
<td>0.12</td>
<td>0.31</td>
</tr>
<tr>
<td>Developer’s Technical Capabilities</td>
<td>0.00</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>Team Communication Skills</td>
<td>0.03</td>
<td>0.04</td>
<td>0.18</td>
</tr>
<tr>
<td>Quality of Project Management</td>
<td>0.00</td>
<td>0.05</td>
<td>0.22</td>
</tr>
<tr>
<td>Requirements Volatility</td>
<td>0.04</td>
<td>0.22</td>
<td>0.00</td>
</tr>
<tr>
<td>Quality of Specification Methods</td>
<td>0.05</td>
<td>0.11</td>
<td>0.22</td>
</tr>
<tr>
<td>Customer Input and Motivation</td>
<td>0.08</td>
<td>0.04</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Comparing the results in Table 3 with Table 4, we observe a reduction in the response variance for all the cost factors. For some cost factors there is almost no variance at all, which means the experts had the same opinion and/or experience about the cost factors influence on effort. The “Novelty of Technology” is the only cost factor with a standard deviation larger than 0.22. This may be due to different experiences regarding a novel web development technology. The “Importance of Software Maintenance” was a cost factor that showed a variance after the personal interviews but no variance at all after the group discussion. This is one example, where a high variance in the understanding of the cost factor definition was perceived in the group discussion. Therefore, we conclude that both the relevance and the tailoring of the cost factor definitions have a high influence on validity of a cost estimation model and thus the prediction accuracy.

Box plots were used to graphically illustrate the residuals between effort estimate and actual effort spent. If a residual for a
certain project is negative the effort was underestimated and vice versa. Figure 4 depicts the box plots of the residuals of the three estimation methods. The estimates done by Allette Systems generally tend to underestimate development effort. OLS regression and the Web-COBRA model do not show general trends like this.

Table 5 presents a summary of the MRE results. The different estimation methods are compared in terms of the Min, Max, Mean, and Median MRE. The Pred (0.25) indicates the prediction level.

### Table 5. Results summary

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>Min MRE</th>
<th>Max MRE</th>
<th>Mean MRE</th>
<th>Median MRE</th>
<th>Pred (0.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informal estimation method</td>
<td>0.12</td>
<td>0.68</td>
<td>0.37</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>(Allette)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS regression</td>
<td>0.00</td>
<td>0.60</td>
<td>0.24</td>
<td>0.23</td>
<td>0.67</td>
</tr>
<tr>
<td>Web-COBRA model</td>
<td>0.02</td>
<td>0.35</td>
<td>0.17</td>
<td>0.15</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Web-COBRA performs best with a mean MRE of only 0.17 and a high Pred (0.25) value of 75% and is within the thresholds suggested by Conte et al. [2]. OLS regression conforms to only the threshold of the mean MRE (smaller than 0.25). Allette Systems prediction accuracy is low when compared to the results of OLS regression and Web-COBRA. The prediction level is low, indicated by a low value of Pred (0.25). The mean MRE is 0.37. OLS regression shows higher prediction accuracy in terms of a higher value of Pred (0.25) and a lower mean MRE value. Web-COBRA performs best with a mean MRE of only 0.17 and a high Pred (0.25) value of 75%. The estimates derived from OLS regression or Allette Systems informal method show a wider range (min MRE, max MRE) than the estimates derived from the Web-COBRA model. Hence, the median MRE is higher for the first two methods than for Web-COBRA.

Table 6 shows the results from testing whether the differences in the MRE values among the different methods are significant using the matched paired t-test.

### Table 6. t-test results

<table>
<thead>
<tr>
<th>Compared Methods</th>
<th>Mean MRE_1</th>
<th>Mean MRE_2</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Allette Systems - (2) OLS regression</td>
<td>0.37</td>
<td>0.24</td>
<td>0.164</td>
</tr>
<tr>
<td>(1) OLS regression - (2) Web-COBRA</td>
<td>0.24</td>
<td>0.17</td>
<td>0.242</td>
</tr>
<tr>
<td>(1) Web-COBRA - (2) Allette Systems</td>
<td>0.17</td>
<td>0.37</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The significance test shows that the estimates derived from the Web-COBRA model are significantly better than the Allette Systems estimates on a confidence interval of 0.99. OLS regression did not derive significantly better results than Allette Systems. Also, no significant difference in prediction accuracy could be observed between OLS regression and Web-COBRA.

Besides this objective validation of the COBRA method, we also applied a subjective method, called the technology acceptance method (TAM) [27]. This method was used to determine the appropriateness of COBRA from a practical point of view. The results from analyzing the questionnaires showed a high perceived usefulness (81%). The ease of use was evaluated 86% on average. The self-predicted usage was predicted by 91%. These results show a high appropriateness of COBRA in the context of Allette Systems.

The initial application of the COBRA method achieved a prediction accuracy of 0.09 (MMRE). The developed COBRA
model included only six past projects. Furthermore, the developed causal model of cost factors involved the modeling of interactions between cost factors, which may have a positive influence on the prediction accuracy.

From a practical perspective, a strong weakness of the initial application of COBRA was its use of lines of code as size measure. This solution-oriented size measure is not available early on in the software development cycle, when the cost estimate is required. It is often more important to have an early, relatively accurate effort estimate, rather than a very accurate effort estimate later in the development process.

The Web-COBRA model outperforms the cost estimation methods presented in Table 1. In the summary of previous studies (Section 2), only one single study obtained accurate predictions (MMRE less than 0.25) for two estimation methods (COCOMO and OLS) [7]. Within this study a comparison between COCOMO and OLS regression models was performed. They used two different types of factor analysis to reduce the dimensionality, i.e. number of influential factors on cost. Their approach focused on reducing the dimensionality of the cost estimation model by only including context specific cost factors. Based on the results, they conclude that model simplicity and specificity is a possible improvement to state-of-the-art estimation models.

The study on dimensionality reduction and the COBRA method have in common that only the most relevant cost factors for a specific context are used for the cost estimation model building. Therefore, we conclude that tailoring a cost model using only most important factors has a positive influence on the prediction accuracy of cost estimation models.

A distinction between the two COBRA studies and previous empirical studies may be in the homogeneity of collected past project data. A lack of precise definitions of the cost factors causes a large variation in the method’s performance [6].

While developing a COBRA model, a size measurement method has to be investigated, which ensures consistent measurement. The data on the COBRA cost factors is collected with a questionnaire using a Likert-type scale as response category. The project manager has to evaluate the cost factors based on the definition of the cost factor and a worst-case statement. The questionnaire is designed in a way that ensures the easy use of the data collection instrument. Thus, COBRA also provides a means for collecting past project data rather easily and consistently. In the context of Allette Systems, the project managers filled out the questionnaire together with a researcher to assure completeness and consistency of the data. The Web Objects were counted by a researcher using the developed counting manual. Afterwards, the numbers were cross-checked with the project manager of the web application to ensure consistency.

Another important driver of the accuracy of a cost estimation model is the size measure. In the context of Allette Systems we used a size measure that is tailored to the specific needs of web applications, the Web Objects. Reifer’s approach was modified in a way that is most suitable to Allette Systems. A counting manual was developed including detailed instructions and counting examples. After measuring the twelve web applications at Allette Systems and analyzing the data a significant correlation between development effort and size in Web Objects was determined. Within the Web-COBRA evaluation, bivariate OLS regression was performed, where effort is the dependent and size measured in Web Objects the independent variable. A mean MRE of 0.24 was obtained from cross validation. The results implicitly show that size is a good predictor of effort. However, from a practical point of view we know, that it is generally rather difficult to accurately assess system size at an early project stage. Thus, the authors assume that early effort estimates are likely to be more accurate when derived from a cost estimation model that also uses other characteristics than only system size.

5. Conclusions

The work presented in this paper was based on the original COBRA model provided in [1]. We modified that work by (1) instantiating a new sizing metric for web applications based on the work of Reifer [4], (2) modified the data collection and validation process for the derivation, definition and collection of cost factor s and values, and (3) changed the nature of the cost factor model to one of orthogonal drivers thereby excluding interactions between cost drivers. This modified model (Web-COBRA) was then applied in a small web application development organization and results of this compared with both bivariate OLS regression model and the subjective estimates originally used by the organization during the project development.

The results show that bivariate OLS regression predicts effort less accurately than the Web-COBRA model, even though significantly. However, from a practical point of view the subjective results of the TAM indicate a high acceptance of the COBRA method and a relatively low complexity. In contrast to this, OLS regression lacks of transparency and ease of use.

Web-COBRA produced significantly better estimates than the subjective estimates developed in the organization. We believe that it is necessary to use an orthogonal cost factor definition structure in this type of work, based on the interviews carried out in the organization. We found that common agreement on the exact interpretation of an explicitly defined cost factor cannot be assumed, and that if a white box model is to be achieved in practice, then simplicity will be an important model characteristic. This further suggests that cost factor information and values cannot be reliably captured by questionnaire in the type of organization that was involved in this study. It is necessary to validate all definitions and subjective data values through interview and cross validation between experts within the organization.

We note that it is also generally rather difficult to accurately assess system size at an early project stage. Thus, we propose that early effort estimates are likely to be more accurate when derived from a cost estimation model that also uses characteristics other than system size alone. This deeper consideration of project characteristics should lead to a better understanding of the project at hand. Whether system size alone is a good effort predictor for web applications still needs to be investigated. For web
hypermedia systems it was shown that effort can be accurately predicted using only size measures \[9\]. We doubt that this also applies for web applications based on the experiences gained in this case study.

Several issues need to be investigated to improve the reliability and generalizability of the results. A follow-up study at Allette Systems is proposed to investigate questions regarding the acceptance of the model in the company as well as the prediction accuracy when estimating projects in the future. Further replications of this case study need to be performed in similar environments to allow more general conclusions. Instantiating Web-COBRA models in several similar environments will enable comparisons between the models.

Consistent and comprehensive comparisons between different COBRA models will require consistent size measurement. The Web Object counting approach is considered to be a future size measure for web applications, but this also needs to be validated by further case studies. Therefore, future research should focus on establishing Web Objects as a suitable future size measure for web applications.

Further case studies in small companies need to be performed to improve the understanding of their work practices. Once we achieve this, we can tailor research activities more towards the needs of small companies. Thereby, we will be able to better contribute to improved software project management in small companies.
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