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Abstract—An interference-aware relay selection scheme is proposed for two-hop relay networks with multiple source-destination (S-D) pairs, each of which is assisted by a relay selected from the candidates. We address the interference from relays to their non-intended destinations, and the interference level at any destination is jointly affected by relay selections of all S-D pairs. Upper and lower bounds of the two-hop transmission rate are derived, and the joint impact of the interference from multiple relays is decoupled to each S-D pair. Based on these bounds, an interference-aware relay selection metric for each S-D pair is proposed, which reflects both the relay-assisted two-hop rate and the induced interference to other destinations. The decoupled metric enables us to formulate the relay selection as a weighted bipartite matching problem, with the S-D pairs and the candidate relays as the two sides. Both centralized scheme based on Hungarian algorithm and distributed scheme based on matching games are presented. Simulation results show that the distributed scheme performs nearly the same as the centralized one, and both schemes substantially outperform the conventional min-max relay selection scheme in terms of the network sum-rate.

Index Terms—Collaborative relay, relay selection, interference limited system, bipartite matching.

I. INTRODUCTION

As an emerging technology for future wireless networks, cooperative transmission [1] [2] has been extensively studied recently, and also been adopted in Long Term Evolution Advanced (LTE-A) systems [3]. Due to the broadcast nature of wireless medium, a relay can hear the signal of a transmitter in its detection region and forward it to the destination, and thus cooperative diversity is exploited. However, active relays can cause additional interference to neighboring links [4]. For example, in relay-assisted cellular networks, relays are used to improve the performance of edge users, but at the same time potentially cause interference to neighboring cells. In ad hoc networks, if idle nodes serve as relays, they may cause severe interference to other concurrent transmissions within its interference region [6]. Therefore, interference must be carefully treated for collaborative relays. Relay selection, as one of the fundamental design issues, is the focus of this paper.

There has been much work on relay selection for isolated topologies, in which one or more selected relays assist one source-destination (S-D) pair [7]. Ref. [8] shows that selecting one “best” relay achieves the same diversity gain as distributed space-time codes [1]. Two relay selection metrics, “max-min” and “harmonic mean” are proposed. Ref. [9] uses a scaled version of harmonic mean of the source-relay and relay-destination channels as the selection metric, and increases the spectral efficiency. The authors of [10] consider the uplink of a single cell with multiple users, and users select relays from their nearest neighbors towards the access point. Game theoretical approaches are also exploited for relay selection [11]–[14], especially for distributed implementations. However, none of the above consider interference among relay assisted transmissions.

Large-scale networks often comprise multiple concurrent transmissions that cannot be perfectly isolated, and thus interference causes performance degradation. This impact becomes even more severe and complicated due to the interference elevated by transmitting relays [4]. The effect of multi-user interference is analyzed with relay selection in [15], where an extension to conventional max-min selection is proposed, taking the interference from sources to relays into consideration. However, interference from relays to destinations is not dealt with. Ref. [16] analyzes both the interference on the relays and destinations. Nevertheless, the relay selection scheme is purely local, ignoring the impact of interference to other destinations. In [17], the authors use prices to reflect the sensitivity of nodes to the interference level and adjust their power to maximize the profit. A distributed relay selection and spectrum allocation scheme based on non-cooperative game is proposed in [18], with a conservative interference model assuming all source and active relays cause interference on both hops. To summarize, very few work design relay selection scheme jointly with the consideration of the induced interference from relays.

Therefore in this paper, we propose an interference-aware relay selection scheme, addressing the potential interference elevated from relays. Our first challenge is to characterize the interference from relays. On one hand, the rate of a relay to destination link depends on multiple interfering relays. On the other hand, an active relay also interferes multiple destinations. Therefore the impact of the interference couples with the relay...
selections of multiple S-D pairs. We derive upper and lower bounds of the relay to destination link rate, and show that the rate can be written in a linear combination of interference items, only requiring local channel state information (CSI). Then a decoupled metric for relay selection is derived, which consists of two parts: the conventional max-min metric, pluses a cost term reflecting the interference induced by the relay. To maximize the sum-rate of the network, we model the relay selection as weighted bipartite matching with the S-D pairs and the relays as the two sides, and the proposed metric is the matching weight. We further design centralized as well as distributed relay selection algorithms based on Hungarian algorithm and the stable marriage problem [23] from matching game theory [20], respectively. Through extensive simulations, the performance gain of the proposed relay selection scheme over conventional max-min scheme is verified.

The rest of the paper is organized as follows. System model is introduced in Section II. Section III presents the problem formulation. In Section IV, the impact of multiple interfering relays is decoupled into a linear combination form. Section V derives the relay selection metric. Both centralized and distributed relay selection algorithms are proposed in Section VI. Simulations are provided in Section VII, after which the paper is concluded in Section VIII.

II. System Model

We consider a wireless network with multiple concurrent S-D transmission pairs. Each S-D pair, denoted by \((s_i, d_i)\), including a source \(s_i\) and a destination \(d_i\), together with their selected relay form a transmission cluster. For different network architectures, the cluster has different forms. For example, in relay-assisted cellular networks, a cluster refers to a cell with several relay stations. For unplanned ad hoc networks, the cluster depends on the location of a S-D pair and the idle nodes around them. As shown in Fig. 1, \(N\) busy S-D pairs form the source set \(S = \{s_1, s_2, \ldots, s_N\}\) and the corresponding destination set \(D = \{d_1, d_2, \ldots, d_N\}\). The set of all S-D pairs is denoted as \(P = \{(s_1, d_1), (s_1, d_2), \ldots, (s_N, d_N)\}\). The \(M\) candidate relays form the set \(R = \{r_1, r_2, \ldots, r_M\}\). We denote the selected relay for S-D pair \((s_i, d_i)\) as \(k_i \in R\). In order to focus our work on the relay selection process, it is assumed that a direct link from \(s_i\) to \(d_i\) is not available (i.e. source to destination channel is with high path-loss) and communication can only be established via two-hop relaying. The reason for making this assumption is that this paper focuses on the interference from relays when making relay selection decisions, while the direct link is not affected by relay selections. Moreover, in real systems like LTE-A, most relays use two-hop transmission without the direct link [3]. In each cluster, two orthogonal channels (time slots or frequency bands, etc.) are available, i.e., the source \(s_i\) transmits, say, on channel 1 and the relay \(k_i\) transmits on channel 2. Although the transmissions of the source \(s_i\) and relay \(k_i\) are separated on two different channels, the simultaneous transmissions on channel 1 from source nodes in neighboring clusters will cause interference to \(k_i\), and so do those from relays in neighboring clusters on channel 2 to \(d_i\).

We consider Decode-and-Forward (DF) relaying. The channels are assumed static during the whole relay selection process and are precisely estimated, and the channel estimation methods are discussed in Section VI-C. We also assume there is no power control, i.e., the transmission power of each node is fixed. We first observe the interference-free signal to noise ratio (SNR) as the indication of the channel quality. In an isolated transmission cluster, both source to relay link and relay to destination link transmit have no interference. For a specific S-D pair \((s_i, d_i)\) assisted by relay \(k_i\), the received SNR of the source to relay link is given by

\[
\gamma_{s_i, k_i} = \frac{P_s |h_{s_i, k_i}|^2}{N_0},
\]

where \(P_s\) is the transmit power, and \(h_{s_i, k_i}\) is the channel gain between \(s_i\) and \(k_i\), and \(N_0\) is the noise power. Similarly, the received SNR of the relay to destination link is given by

\[
\gamma_{k_i, d_i} = \frac{P_k |h_{k_i, d_i}|^2}{N_0}.
\]

We then analyze the signal to interference and noise ratio (SINR) of each hop, and the two-hop transmission rate.

A. The Source to Relay Link

When interference from neighboring clusters is considered, the SINR of the source to relay link is

\[
\hat{\gamma}_{s_i, k_i} = \frac{P_s |h_{s_i, k_i}|^2}{\sum_{j: j \neq i} P_s |h_{s_j, k_i}|^2 + N_0}.
\]

Substituting (1) into (3), we get

\[
\hat{\gamma}_{s_i, k_i} = \frac{\gamma_{s_i, k_i}}{\sum_{j: j \neq i} \gamma_{s_j, k_i} + 1},
\]

and then the rate of the source to relay link is

\[
c_{i}^{SR} = \log(1 + \hat{\gamma}_{s_i, k_i}).
\]
B. The Relay to Destination Link

When interference from neighboring clusters is considered, the SINR of the relay to destination link is

\[ \tilde{\gamma}_{k_i, d_i} = \frac{P_{k_i} |h_{k_i, d_i}|^2}{\sum_{j:j \neq i} P_{k_i} |h_{k_j, d_i}|^2 + N_0}. \]  

(6)

Although (3) and (6) have similar forms, eq. (6) is more complicated since it depends on the selection decision \( k_i \) of other S-D pairs. Substituting (2) into (6) respectively, we get

\[ \tilde{\gamma}_{k_i, d_i} = \frac{\gamma_{k_i, d_i}}{\sum_{j:j \neq i} \gamma_{k_j, d_i} + 1}. \]  

(7)

The rate of the relay to destination link is

\[ c_{i}^{RD} = \log(1 + \tilde{\gamma}_{k_i, d_i}). \]  

(8)

C. Two-Hop Rate

Because we consider DF relaying, the equivalent SINR for the S-D pair \((s_i, d_i)\), assisted by relay \( k_i \), is given by

\[ \tilde{\gamma}_{d_i} = \min\{\gamma_{s_i, k_i}, \tilde{\gamma}_{k_i, d_i}\}. \]  

(9)

Assuming unit system bandwidth on each channel, the achievable rate \( c_i \) of this transmission cluster is

\[ c_i = \log(1 + \tilde{\gamma}_{d_i}) = \log(1 + \min\{\gamma_{s_i, k_i}, \tilde{\gamma}_{k_i, d_i}\}) = \min\{\log(1 + \gamma_{s_i, k_i}), \log(1 + \tilde{\gamma}_{k_i, d_i})\}, \]  

(10)

where we assume full-duplex relay, therefore there is no \( 1/2 \) coefficient in the rate expression. Note that making this assumption is for neat rate expressions, and as we restrict all transmissions being two-hop, the assumption does not change the nature of the relay selection problem.

III. PROBLEM FORMULATION

We use matrix \( A_{N \times M} \) to represent the relay selection result. Each entry \( a_{ir} \) denotes whether relay \( r \) is selected by S-D pair \((s_i, d_i)\), i.e., we put integer constraints on \( a_{ir} \)

\[ a_{ir} = \begin{cases} 1, & \text{if } r \text{ is assigned to } (s_i, d_i) \\ 0, & \text{otherwise} \end{cases}. \]  

(11)

Note that the selected relay for S-D pair \((s_i, d_i)\) satisfies: \( k_i = \{r | a_{ir} = 1\} \). The optimization problem to maximize the sum-rate is formulated as

\[ \text{maximize } \sum_{i=1}^{N} c_i \]  

subject to \( \sum_{j=1}^{M} a_{ij} = 1, \forall i \) \hspace{1cm} \text{(12)}

\[ \sum_{i=1}^{N} a_{ij} \leq 1, \forall j. \]

The problem is complicated, not only due to its combinatorial integer programming nature, but also due to the SINR values.

If we look at the source to relay link SINR \( \tilde{\gamma}_{s_i, k_i} \), the interference at the relay \( k_i \) is from the source nodes of neighboring clusters. Since these source nodes are predetermined, one can always find the optimal relay selection to maximize the source to relay link rate regardless of the relay selection of other S-D pairs.

However, the relay to destination link SINR \( \tilde{\gamma}_{k_i, d_i} \) is much more complicated. The interference signal is from the relays of other clusters so that when making the relay selection decision, the accurate impact of interference is unknown, nor is how much interference itself will introduce to the network. To choose the relay that maximizes the interference-free SNR \( \gamma_{k_i, d_i} \) can be a simple solution. However, the neighboring clusters may suffer severe interference by the choice of \( k_i \), making the selection unfavorable from the network point of view. In the following analysis, we mainly focus on the optimization of the relay to destination link, addressing the potential interference induced by relays.

Remark that in this paper, we consider the interference-limited scenario. For noise-limited scenario, relay selection has negligible impact on the rate of other S-D pairs, therefore the relay selection is nothing but the isolated network problem [1], [7]–[9], [11]–[14]. For the interference-limited scenario, the interference power dominates and is much larger than the noise power, i.e., \( \sum_{j:j \neq i} \gamma_{k_j, d_i} \gg 1 \). Therefore, we can ignore the noise power as

\[ \tilde{\gamma}_{k_i, d_i} \approx \frac{\gamma_{k_i, d_i}}{\sum_{j:j \neq i} \gamma_{k_j, d_i}}. \]  

(13)

For the tractability of the analysis in this paper, we make a further approximation of the rate as

\[ c_{i}^{RD} = \log(1 + \tilde{\gamma}_{k_i, d_i}) \approx \log(\gamma_{k_i, d_i}), \]  

(14)

where the rational of this approximation is: Optimized selection of relays can lead to proper SINR so that ignoring the 1 in the log operation will not lead to notable error. Moreover, this assumption is a conservative approximation of the link rate.

Substituting (13) into (14) leads to

\[ c_{i}^{RD} \approx \log \gamma_{k_i, d_i} - \log \sum_{j:j \neq i} \gamma_{k_j, d_i}. \]  

(15)

The rates \( c_{i}^{RD} \) of clusters are coupled through the decision variable \( a_{ij} \). An exhaustive search involves the following procedures. For a given selection of the relays for all S-D pairs, compute the rate of each cooperative link. Then find the selection that maximizes the sum-rate. Hence, the complexity is on the order of \( M^N \) which is impossible for practical implementations. Moreover, S-D pairs are distributed and not aware of the channel conditions of other pairs. Hence, even for exhaustive search, there must be a central controller who collects the global CSI and informs each cluster the final decision. It extremely increases the signalling and processing cost. Therefore, we try to explore tractable solutions.

A common solution is to set up a selection metric. Every S-D pair calculates the value of the metric and selects the relay with the maximum value. There have been some relay selection metrics such as “Max-min” [15] and “Harmonic
Mean” [8]. However, they are all derived for interference-free scenarios. To design a metric for networks with multiple concurrent transmissions, the impact of interference should first be decoupled. In the next section, we decouple the impact of interference induced by multiple relays based on the expression in (15).

IV. DECOUPLING THE IMPACT OF INTERFERENCE ON THE RELAY TO DESTINATION LINKS

As mentioned previously, it is difficult to quantify the impact of interference induced by relay \( k_j \) on the rate of the link from relay \( k_i \) to its associated destination \( d_i \). That is because the second item in (15) always exerts a joint impact on the SINR. In this section, we decouple this joint impact into a linear combination directly from the mathematical expression of the rate \( c_{k}^{RD} \). Specifically, we provide a lower bound and an upper bound of the relay to destination link rate, and they are both linear combinations of the log functions of the relay to destination link SINR, and the coefficients are also decoupled. Based on the analysis in this section, a metric is proposed in the next section by utilizing the commutative property of the addition operation, where the impact of the relay selection of each S-D pair is decoupled into its useful signal and the interference induced to other clusters.

We first show that the relay to destination link rate can be upper and lower bounded by a linear combination of the log functions as functions of the SNRs as

\[
\log \gamma_{k_i,d_i} - \log L_i.
\]

**Theorem 1** (Lower bound). For each S-D pair \((s_i,d_i)\), the rate \( c_{k}^{RD} \) defined in (15) can be lower bounded by a linear combination of the log functions as

\[
c_{i}^{RD} \geq \log \gamma_{k_i,d_i} + \sum_{j:j \neq i} \alpha_{k_j,d_i} \log \gamma_{k_j,d_i} - \log L_i,
\]

where,

\[
\alpha_{k_j,d_i} = -\frac{\gamma_{k_j,d_i}}{\sum_{j:j \neq i} \gamma_{k_j,d_i}}.
\]

**Proof:** According to log-sum inequality,

\[
\sum_{j:j \neq i} \gamma_{k_j,d_i} \log \gamma_{k_j,d_i} \geq \left( \sum_{j:j \neq i} \gamma_{k_j,d_i} \right) \log \frac{1}{L_i},
\]

and thus

\[
\log \sum_{j:j \neq i} \gamma_{k_j,d_i} \leq \sum_{j:j \neq i} \frac{\gamma_{k_j,d_i}}{\sum_{j:j \neq i} \gamma_{k_j,d_i}} \log \gamma_{k_j,d_i} + \log L_i.
\]

Substituting (19) into (15), we obtain the result.

The coefficients are still coupled with each other by the denominator. However, if \( \sum_{j:j \neq i} \gamma_{k_j,d_i} \) is bounded for each S-D pair \((s_i,d_i)\), a relatively looser lower bound can be obtained. Then the coefficient becomes

\[
\alpha_{k_j,d_i} = -\frac{\gamma_{k_j,d_i}}{B},
\]

where \( B \) is the lower bound of \( \sum_{j:j \neq i} \gamma_{k_j,d_i} \) for each \( i \). For example, one can choose the sum of \( L_0 \), smallest \( \gamma_{k_j,d_i} \), where \( L_0 = \min L_i \). In this way, the coefficients are decoupled.

**Theorem 2** (Upper bound). For each S-D pair \((s_i,d_i)\), the rate \( c_{k}^{RD} \) defined in (15) can be upper bounded by a linear combination of the log functions of SNRs as

\[
c_{i}^{RD} \leq \log \gamma_{k_i,d_i} + \sum_{j:j \neq i} \beta_{k_j,d_i} \log \gamma_{k_j,d_i} - \log L_i,
\]

where,

\[
\beta_{k_j,d_i} = \frac{1}{L_i}.
\]

**Proof:** According to Jensen’s inequality,

\[
\log \sum_{j:j \neq i} \gamma_{k_j,d_i} \leq \sum_{j:j \neq i} \frac{1}{L_i} \log \gamma_{k_j,d_i} + \log L_i.
\]

Substituting (24) into (15), we obtain the result.

The above two theorems indicate that the coefficients of the log functions are important for describing the impact of multiple interference sources. We now focus on a particular S-D pair \((s_i,d_i)\). For simplicity, we use \( \alpha_j, \beta_j, \gamma_{j} \) instead of \( \alpha_{k_j,d_i}, \beta_{k_j,d_i}, \gamma_{k_j,d_i} \), and stack them into \( 1 \times L_i \) vectors \( \alpha, \beta \) and \( \gamma \), respectively. Remark that \( \alpha \) and \( \beta \) provide the upper and lower bounds of the mathematical expression of the relay to destination link rate. They only require partial CSI. In the following, we show that by combining the coefficients of the upper and lower bounds, a new coefficient vector can be obtained which renders the accurate rate in (15).

**Corollary 1.** For a specific transmission cluster \( i \), there exists a \( 1 \times L_i \) vector \( \pi \) such that the rate defined in (15) can be written in a decoupled expression of interference, specifically, a linear combination of the log functions of SNRs as

\[
c_{i}^{RD} = \log \gamma_{i} + \sum_{j:j \neq i} \pi_{j} \log \gamma_{j} - \log L_i,
\]

such that \( \pi = \mu \alpha + \nu \beta \), where \( \mu + \nu = 1 \) and \( \pi \cdot e = -1 \), where \( e \) is an \( L_i \times 1 \) vector with all elements equaling 1.

**Proof:** We first define:

\[
\tilde{c}_{i} = c_{i}^{RD} + \log L_i - \log \gamma_{i}.
\]

From the rate bounds obtained in (16), (21)

\[
\alpha \cdot \log \gamma \leq \tilde{c}_{i},
\]

\[
\beta \cdot \log \gamma \geq \tilde{c}_{i}.
\]

Therefore,

\[
\alpha \cdot \log \gamma = \varepsilon_1 \tilde{c}_{i},
\]

\[
\beta \cdot \log \gamma = \varepsilon_2 \tilde{c}_{i},
\]

where \( \varepsilon_1 \leq 1 \) and \( \varepsilon_2 \geq 1 \).

Through some simple calculations, let \( \mu = \frac{1-\varepsilon_2}{\varepsilon_1-\varepsilon_2} \) and \( \nu = \frac{1-\varepsilon_1}{\varepsilon_2-\varepsilon_1} \), then the conditions are satisfied.
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Then, as previously mentioned, we use $\alpha_j$, $\beta_j$, $\gamma_j$, ($j \neq i$) instead of $\alpha_{k_j,d_i}$, $\beta_{k_j,d_i}$, $\gamma_{k_j,d_i}$, and stack them into vectors $\alpha$, $\beta$ and $\gamma$, respectively. We therefore have

$$\pi \cdot e = \mu \sum_{j:j \neq i} \alpha_j + \nu \sum_{j:j \neq i} \beta_j$$

$$= -\mu \sum_{j:j \neq i} \frac{\gamma_{k_j,d_i}}{\gamma_{k_j',d_i}} - \nu \sum_{j:j \neq i} \frac{1}{L_i}$$

$$= -\mu - \nu = -1,$$ (33)

where $L_i$ is the number of transmission clusters that cause interference to S-D pair $(s_i, d_i)$, and thus $L_i = \sum_{j:j \neq i} 1$.

Note that the coefficients $\mu$ and $\nu$ are not identical for different clusters, and they also depend on the relay selection result of other clusters. To have a purely decoupled relay selection metric, we will propose a heuristic identical coefficient setting for the linear combination of lower and upper bounds (16), (21), in the next section.

V. RELAY SELECTION METRIC FOR DF WITH INTERFERENCE

A. Baseline Relay Selection Scheme

The conventional “max-min” relay selection metric is used in interference-free configurations, i.e., from S-D pair $i$’s point of view:

$$k_i^* = \arg \max_{k_i \in \mathbb{R}} \min \{ \gamma_{s,k_i} ; \gamma_{k_i,d_i} \},$$ (34)

and will be compared with our proposed interference-aware relay selection schemes in the simulations. The “max-min” criterion is an efficient selection metric for both AF and DF relaying schemes. Especially it is the optimal solution for DF protocols. Also, it simplifies the implementation complexity.

B. Relay Selection for the Source to Relay Link

Taking the interference from other sources into consideration, from the S-D pair $i$’s point of view, the metric for the source to relay link should be modified as follows

$$k_i^* = \arg \max \{ \tilde{\gamma}_{s,k_i} \} = \arg \max_{k_i \in \mathbb{R}} \left\{ \frac{\gamma_{s,k_i}}{\sum_{j:j \neq i} \gamma_{s,j} + 1} \right\}.$$ (35)

In [15], a similar metric is designed on the consideration of outage probability.

C. Relay Selection for the Relay to Destination Link

Based on the SINR of the relay to destination link obtained in interference-limited networks, the relay selection metric could be

$$k_i^* = \arg \max_{k_i \in \mathbb{R}} \{ \tilde{\gamma}_{k_i,d_i} \}.$$ (36)

However, $\tilde{\gamma}_{k_i,d_i}$ depends on the selection decisions of other links. Fortunately, based on the decoupling feature of the interference, especially the resultant Corollary 1 in the last section, the rate $c_i^{RD}$ can be written as a linear combination of the log functions of the SNRs. The sum-rate objective in (12) can then be written as a linear combination of the log functions of the SNRs as well. According to the commutative property of the summation operation, we can rearrange the items of the linear combination, and decouple the contribution of the relay selection of each S-D pair into its useful signal strength and the possible interference induced to other pairs.

First, we define a global parameter $p$ (independent of $i$) for combining the lower and upper bounds, and the resultant coefficients of the log $\gamma_{k_i,d_j}$ are

$$\xi_{k_i,d_j} = p\alpha_{k_i,d_j} + (1-p)\beta_{k_i,d_j}.$$ (37)

Then the existence of the $p^*$ that precisely describe the system sum-rate is shown as follows.

Lemma 1 (Existence of $p^*$). If the relay selection result \( \{k_1^*, k_2^*, \ldots, k_N^*\} \) maximizes the sum-rate, i.e.,

$$\{k_1^*, k_2^*, \ldots, k_N^*\} = \arg \max_{k_i \in \mathbb{R}} \sum_i c_i^{RD},$$ (38)

there exists a unique constant $p^* \in (0, 1)$ such that

$$\sum_i \left( \log \gamma_{k_i^*,d_i} + \sum_{j:j \neq i} \xi_{k_i^*,d_i} \log \gamma_{k_i^*,d_j} - L_i \right) = \max_{k_i \in \mathbb{R}} \sum_i c_i^{RD},$$ (39)

where \( \forall i, \xi_{k_i^*,d_i} = p^*\alpha_{k_i,d_i} + (1-p^*)\beta_{k_i,d_i} \).

Proof: The left hand of (39) is a function of $p$, denoted by $f(p)$. For a fixed selection $\{k_1^*, k_2^*, \ldots, k_N^*\}$, the rate has a constant value, $f(p)$ is a monotonic continuous function of $p$, with $f(p = 0) \geq \max_i c_i^{RD}$ and $f(p = 1) \leq \max_i c_i^{RD}$, due to the lower and upper bound properties from Theorem 1 and 2. Therefore, there must be an unique constant $p^* \in (0, 1)$ that satisfies (39).

This lemma can be regarded as a network-wise version of Corollary 1, where Corollary 1 is for a specific transmission cluster.

With the commutative property of summation operation, we can rewrite the left-hand side of (39) as

$$\sum_i \left( \log \gamma_{k_i^*,d_i} + \sum_{j:j \neq i} \xi_{k_i^*,d_i} \log \gamma_{k_i^*,d_j} - L_i \right),$$ (40)

and notice that the items inside the brackets only depend on the relay selection decision $k_i^*$ of S-D pair $(s_i, d_i)$. Therefore, by selecting appropriate $p$, with the resulting coefficients $\xi_{k_i,d_j}$ given by (37), the relay selection metric is decoupled into each S-D pair $i$, i.e., S-D pair $i$ seeks to select the relay as

$$k_i^* = \arg \max_{k_i \in \mathbb{R}} \left\{ \log \gamma_{k_i,d_i} + \sum_{j:j \neq i} \xi_{k_i,d_j} \log \gamma_{k_i,d_j} \right\}.$$ (41)

where $L_i$ is eliminated since it does not depend on the relay selection. We can see that $p$ plays an important role for the network performance. Some discussions regarding the selection of $p$ are listed as sequel.

- If $p = 0$, the selection metric aims to maximize the upper bound of the sum-rate.
If \( p = 1 \), the selection metric aims to maximize the lower bound of the sum-rate.

Generally, parameter \( p \) should be selected according to the network condition, and its impact on the system performance will be discussed in detail with simulation results. Although Lemma 1 states that given the relay selection result, there exists a unique \( p \), with which we can precisely express the sum-rate in a decoupled way. But generally the inverse does not hold. In other words, if there is a genie-aided optimal relay selection result \( \{k_1^*, k_2^*, ..., k_N^*\} \), one can get the the corresponding \( p^* \). However, using the relay selection metric (41) given by this \( p^* \) does not guarantee the same relay selection result. This is because using \( p^* \) only precisely describes the sum-rate with the relay selection combination \( \{k_1^*, k_2^*, ..., k_N^*\} \), which can not predict the sum-rate when other candidate relays are selected. Nevertheless, the lower and upper bounds always hold, and thus using a unique \( p \) to generate all \( \xi_{k_i,d_j} \) is a reasonable heuristic. Its performance will be evaluated in the simulations.

We will see that the optimal \( p \) is generally small, i.e., the upper bound is favorable. Comparing \( \alpha_{k_j,d_i} \) and \( \beta_{k_j,d_i} \) in (22) and (20), we can see that \( \beta_{k_j,d_i} \) is in fact a rough approximation of \( \alpha_{k_j,d_i} \), where we have

\[
\mathbb{E} \left\{ \frac{\gamma_{k_j,d_i}}{\sum_{j' \neq i} \gamma_{k_j',d_i}} \right\} \geq \frac{\mathbb{E} \left\{ \gamma_{k_j,d_i} \right\}}{\mathbb{E} \left\{ \sum_{j' \neq i} \gamma_{k_j',d_i} \right\}} = \frac{1}{L_i}, \quad (42)
\]

where \( \mathbb{E} \{\} \) is the expectation operator, and the last equality holds when the transmission power of the relays is the same. Even though \( \beta_{k_j,d_i} \) dominate for determining \( \xi_{k_i,d_j} \), a slight change of \( p \) can still have notable impact on system performance. In conclusion, setting \( p \) is non-trivial.

**D. Proposed Relay Selection Metric**

Combining the source to relay link metric (35) and relay to destination link metric (41), our relay selection metric for networks with interference finally becomes

\[
\min \left\{ \log \gamma_{s_i,k_i}, \log \gamma_{k_i,d_i} \right\} + \sum_{j:j' \neq i} \xi_{k_i,d_j} \log \gamma_{k_i,d_j}. \quad (43)
\]

It is interesting to view the physical meaning of the metric: The first term corresponds to the equivalent two-hop transmission rate, and is identical to the conventional “min-max” metric (34). The second item in (43) represents the penalty\(^1\) paid for the interference induced by a selected relay to other clusters, which is the unique feature of our interference-aware relay selection metric.

The metric represents the relay selection preferences of S-D pairs themselves. However, when two pairs’ preferences conflict, the selection should be globally optimized. Now, the objective of relay selection is to optimize the following summation of the metric as

\[
\max_{\{k_1,k_2,\ldots,k_N\}} \sum_i \left( \min \left\{ \log \gamma_{s_i,k_i}, \log \gamma_{k_i,d_i} \right\} + \sum_{j:j' \neq i} \xi_{k_i,d_j} \log \gamma_{k_i,d_j} \right). \quad (44)
\]

The above problem is in fact a bipartite graph matching problem, where the metric value acts like the weight on the edge connecting a S-D pair and a candidate relay. Algorithms for relay selection, both centralized and distributed, are proposed in the next section.

**VI. RELAY SELECTION ALGORITHMS**

With the proposed relay selection metric, when two or more S-D pairs’ best candidate relay conflicts, the duty of relay selection algorithm is to choose the relay for each pair that is best for the sum-rate (12). We formulate the relay selection as a weighted bipartite matching problem [22]. Recall that we denote all S-D pairs as set \( P \) (with \( N \) elements) and all candidate relays as set \( R \) (with \( M \) elements). Each element in \( P \) and \( R \) is a vertex in the graph. There is an edge between any two elements, one of which is from \( P \), and the other is from \( R \). Corresponding to (43), the weight of each edge between \( i \in P \) and \( r \in R \) is

\[
w_{i,r} = \min \left\{ \log \gamma_{s_i,r}, \log \gamma_{r,d_i} \right\} + \sum_{j:j' \neq i} \xi_{r,d_j} \log \gamma_{r,d_j}. \quad (45)
\]

where we use \( r \) for candidate relays to distinguish from the selected relay \( k_i \) used in previous sections. Finally, the bipartite graph \( G \) is denoted as \( G = (P \cup R, P \times R) \) [22], where \( P \cup R \) represents all vertexes, and \( P \times R \) represents all edges. We also denote matrix \( W_{N \times M} \) as the weight matrix, of which the elements are \( w_{i,r} \). For example, assume that there are 4 candidate relays for 3 S-D pairs to choose, and the weight matrix is assumed as follows

\[
W = \begin{pmatrix}
4 & 4 & 3 & 0 \\
1 & 2 & 4 & 1 \\
0 & 3 & 4 & 3 
\end{pmatrix}. \quad (46)
\]

Fig. 2 shows the corresponding bipartite graph of this particular system. There is a weighted line between each S-D pair and relay. At most one link is allowed to be attached on each node in the final matching decision.

To incorporate the distributed design of relay selection, we define the following relevant states as the terminology in matching games [20]:

- Ground State (GS: state with the maximal utility)

\(^1\)It is a penalty since \( \xi_{k_i,d_j} \) is always negative.
- Optimal Stable State (OSS: stable state with the maximal utility)

The first one is global optimal, but there is no reason why selfish S-D pairs should be able to find it distributively, and do not move away from it once reached. Only a centralized controller can help S-D pairs in such a profitable way. The second (OSS) is a constrained optimal state, it will not change once reached. In this section, we present methods to reach these two states with centralized and distributed algorithms, respectively.

A. Centralized Scheme Based on Ground State

Hungarian algorithm [22], as a common approach in weighted bipartite problem, is used to solve the centralized relay selection. The standard Hungarian algorithm requires $M = N$. However, if $N \leq M$, we can easily introduce $M - N$ virtual S-D pairs, from which the weights to each relay are set small enough, i.e., smaller than the minimum of the weights from all the real S-D pairs to the relays. The computational complexity of the Hungarian algorithm is $O(M^3)$, and it requires significant signalling overhead, or at least a central controller. For the example as shown in Fig. 2, a perfect matching is demonstrated by the solid lines in Fig. 2. The globally maximum weight sum is $w_{1,1} + w_{2,3} + w_{3,4} = 11$.

B. Distributed Scheme Based on Stable State

With the proposed selection metric in (43), a distributed implementation is carried out in this subsection, which is based on the concept of stable state. We first provide the formal definition of stable and unstable relay selection, and then prove the existence of the stable selection with the distributed relay selection algorithm.

**Definition 1** (Unstable selection). A selection result $A$ is unstable if $\exists r,r' \in R$ and $\exists i,i' \in P$, $i$ selects $r$ and $i'$ selects $r'$, although $w_i r > w_i r$ and $w_{i'} r > w_{i'} r'$.

**Definition 2** (Stable selection). If a selection is not unstable, it is a stable selection.

**Theorem 3** (Existence of stable selection). There always exists a stable selection for our relay selection problem.

**Proof:** This is a direct result for the stable marriage problem [23]. A constructive proof is as follows based on the “Deferred Acceptance Procedure Algorithm”, or DAP in the traditional marriage problem [23]. We employ it in our case and summarize it in Algorithm 1.

**Algorithm 1:** Deferred acceptance procedure algorithm

| input | Preference List $PL_P(i)$ for S-D pairs and $PL_R(r)$ for relays |
| output | Relay selection result |
| engaged (i) = $\emptyset$, $\forall i \in P$ |
| engaged (r) = $\emptyset$, $\forall r \in R$ |
| while $\exists i \in P$ s.t. engaged (i) = $\emptyset$ do |
| for $i \in P$ do |
| if engaged (i) = $\emptyset$ then |
| $r' \leftarrow$ first ranked item in $PL_P(i)$ |
| candidates (r') $\leftarrow$ candidates (r') $\cup$ {i} |
| Remove $r'$ from $PL_P(i)$ |
| end |
| end |
| for $r \in R$ do |
| candidates (r) $\leftarrow$ candidates (r) $\cup$ engaged (r) |
| $i' \leftarrow$ first ranked item in candidates (r) according to $PL_R(r)$ |
| engaged ($i'$) $\leftarrow$ $\emptyset$ |
| engaged ($i'$) $\leftarrow$ engaged ($i'$) $\cup$ $i'$ |
| candidates (r) $\leftarrow$ $\emptyset$ |
| end |
| end |
| engaged (i) is the final selection, $\forall i \in P$ |

The iteration in the algorithm terminates when all the S-D pairs are labeled as “engaged”, i.e., a relay has been selected for each of them.

In the first group of iterations (line 4 to 10), each S-D pair without being engaged proposes to its favorite relay from $PL_P(i)$. The proposal is stored in the candidate list of the corresponding relay (line 7). Accepted S-D pairs are “engaged” and will not propose. To avoid proposing the same relay in the next iteration if the proposal is rejected, the proposed relay is removed from its preference list (line 8).

In the second group of iterations (line 11 to 18), each relay selects its favorite S-D pair from the already “engaged” one and those proposes (stored in the candidates list) this time. The winner will be the new “engaged” one. If the winner is different from the previously engaged S-D pair, the original S-D pair is reset to “not engaged” (line 14 to 16).

As the algorithm terminates, no relay will deviate to a more favorable relay, and no S-D pair can select a better relay without switching another S-D pair to a worse selection, so that the system is stable.

As proved in [23], the above algorithm has the complexity of $O(MN)$. It can be briefly explained as follows. Firstly, $N$ S-D pairs propose to select their most favorite relays. Then any relay may turn to a more favorable S-D pair, which will happen at most $N - 1$ times as if the relay tries all the S-D pairs. And since there are $M$ relays, the worst case is $N + M(N - 1)$ iterations so that the complexity is on the order of $MN$.

Even though DAP could not guarantee the optimal stable state [20], it is still an efficient way to find a stable relay selection. We will compare the distributed relay selection algorithm with the centralized one (Hungarian algorithm based) in the simulations.
C. Overall Flow of Distributed Relay Selection

The complete distributed relay selection procedure is summarized as follows.

1) The S-D pairs should calculate the weight \( (43) \) with each candidate relay. The proposed metric relies on the CSI from the relay to the neighboring destinations. Therefore, the channel estimation is performed first.

- **In-cluster channel**: \( \gamma_{k_i,d_j} \) can be estimated at the destination \( d_i \), and relays get this information through feedback.

- **Cross-cluster channel**: Channel information such as \( \gamma_{k_i,d_j} \) can also be obtained through feedback between clusters. However, if we exploit the channel reciprocity, the relay can estimate the channel from the destinations and use the transpose of it. This kind of estimation does not need to be explicit, and relays can opportunistically listen to the channel when the destinations are transmitting, if there exist two-way communications.

- **Far-away cluster**: Since a relay will only elevate effective interference in a certain range, the interference caused by far-away clusters can be ignored.

2) When the metric weight \( (43) \) is ready at each S-D pair, say stored at the destination, the destination will send the weight to the candidate relay. This requires \( MN \) transmissions of a real number. Then the candidate relay will store these weights in its preference list.

3) As Algorithm 1 starts, the proposal from a S-D pair for selecting a relay requires transmission of a 1-bit information, and upon receiving it, the relay will send back another 1-bit information indicating acceptance or reject. This requires \( 2N \) transmissions of the 1-bit information. Finally, as lines 11 to 18 of Algorithm 1 show, the relay may readapt its “engaged” S-D pair. According to the complexity analysis, this will include at most \( 2MN(N - 1) \) 1-bit information transmissions.

To conclude, besides the channel estimation overhead, the signalling overhead of the distributed relay selection scheme includes \( MN \) real number transmissions and approximately \( 2N + MN(N - 1) \) 1-bit information transmissions. In practice, this can be coordinated by synchronized round-robin polling before the data transmission starts.

D. Existence of the Direct Link

If the direct link is taken into account, the algorithm can be adapted under two different scenarios, where we take full-duplex relay for example:

- In one case, the S-D pair either uses a relay for two-hop transmission or uses the direct link alone. We can construct a virtual relay to represent the direct link for each S-D pair as one of its candidates. The virtual relay has no second-hop interference to other destinations. In this case, the weight of selecting direct link can simply be \( \log \gamma_{s,d} \), where \( \gamma_{s,d} \) is the direct link SINR.

- In the second case, the destination will combine the signal received from the direct link and from the relay if selected. Here the direct link is always utilized. Using the maximum ratio combining scheme, the rate \( c_i \) for S-D pair \( i \) in (10) should be

\[
\log(1 + \gamma_{s,d} + \min\{\tilde{\gamma}_{s,k_i}, \tilde{\gamma}_{k_i,d_i}\}).
\]

The case for half-duplex relay with direct link is more complicated and will be left for future work.

VII. Simulations and Discussions

In this section, the performance of the proposed relay selection metric and the corresponding algorithms are validated through computer simulations. The simulation settings follow the system model in Section II. The default simulation topology is generated as shown in Fig. 3(a): We first generate a square grid with \( 4 \times 4 \) grid nodes. Within the grid there are 9 squares, of which the side length is denoted by \( S_1 \). We randomly place one S-D pair in each square, and the distance between each source and its corresponding destination is 100m. We then place one candidate relay randomly in a circular area with radius 0.5\( S_1 \) centering at each grid node.

In Fig. 3, we provide two exemplary circular areas with

\[
\log(\gamma_{s,d} + \min\{\gamma_{s,k_i}, \gamma_{k_i,d_i}\}) + \sum_{j: j \neq i} \xi_{k_i,d_j} \log \gamma_{k_i,d_j}.
\]

But here the decoupling property does not hold even if we use the approximation in (43). However as a conservative approximation, metric (43) can be adapted as
TABLE I
SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference distance ((d_0))</td>
<td>1m</td>
</tr>
<tr>
<td>channel gain at reference distance</td>
<td>30dB</td>
</tr>
<tr>
<td>path-loss exponent ((n))</td>
<td>3</td>
</tr>
<tr>
<td>shadowing standard deviation ((\sigma))</td>
<td>7dB</td>
</tr>
<tr>
<td>bandwidth ((B))</td>
<td>5MHz</td>
</tr>
<tr>
<td>side length</td>
<td>100m</td>
</tr>
<tr>
<td>no. of interfering clusters to each S-D pair ((L_i))</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 4. The cumulative distribution function of the network sum-rate with different relay selection metrics. For “interference-aware”, we use fixed \(p = 10^{-1}\), while for “adaptive interference-aware”, we search for the optimal \(p\). The optimal is found by exhaustive search.

dotted line as their border. As a result, there are 16 candidate relays. We also simulate more random topologies as depicted in Fig. 3(b), in which the S-D pairs are randomly distributed in the whole square area with each side \(3S_i\), and the relays are placed in the same way except that the center of the circular is randomly placed in the whole square area. For both topologies, we can vary the side length of each square to investigate the impact of interference level. By decreasing the side length, the network becomes denser and thus more interference-limited. We apply the log-normal shadowing channel model [21] to take both path-loss and shadowing effect into account. Fading is not considered. Note that although approximation is made in (14) for the ease of analysis, in the simulations all the SINRs are calculated according to their true value without any approximation. Unless otherwise specified, all the curves about our proposed interference-aware metric are based on the distributed relay selection algorithm, and the default simulation topology is used according to Fig. 3(a). We simulate 300 randomly generated topologies for each set of parameters. The default simulation parameters are summarized in Table I.

Firstly, the performance improvement is verified in Fig. 4. Four curves, representing the conventional max-min metric, interference-aware metric with fixed \(p = 10^{-4}\), interference-aware metric with optimal \(p\) and the optimal selection by exhaustive search\(^2\), are demonstrated. The optimal result pushes forward the average sum-rate by 35\% over the conventional max-min metric. It shows that the conventional max-min metric is not efficient especially in interference-limited scenarios. The interference-aware metric with adaptive \(p\) improves the performance by 25\%. It is obtained by numerically optimizing the selection of \(p\). Even with \(p\) fixed at \(p = 10^{-4}\), our interference-aware metric still outperforms conventional max-min metric by 15\%.

In this set of simulations, we focus on the outage probability. From Fig. 4 we can see that the average rate per S-D pair is larger than 2Mbps, however, as will be shown in Fig. 7, the rates of different clusters are unfair, therefore there exist some links with very low rate.

Fig. 5. Outage probability with different relay selection metrics. The threshold rate is 5 kbit/s. Although as Fig. 4 shows, the average rate is high, the rates of different clusters are unfair, therefore there exist some links with very low rate.

Fig. 6. The impact of interference on the sum-rate. By decreasing the side length of each square, the network becomes denser, and thus more interference-limited. Two sets of topologies are simulated.

\(^2\)We ignore far-away relays from a S-D pair so that the complexity is reduced.
links with very low rates. Outage occurs when a S-D pair can not achieve the target transmission rate, whichever relay the pair selects. The threshold rate is 5 kbps in our settings. As shown in Fig. 5, about 7% to 10% percent of the S-D pairs are in outage. In addition, remark that in interference-limited scenarios, increasing transmit power dose not always improve outage probability. This is because when transmit power is high enough, interference rather than noise dominates the SINR, and the interference level also increases with the useful signal strength.

Next we show how the level of interference affects the sum-rate. Fig. 6 is obtained by varying the side length of the grid squares. Both default topology and more random topology are simulated, and the parameter \( p \) for our interference-aware metric is optimized as shown in Table II. For both kinds of topologies, the sum-rate increases as the side length \( l \) becomes larger as expected. Moreover, the proposed metric outperforms the conventional one by a constant rate gap. Because when \( l \) grows large enough, we can treat each S-D pair as isolated. However in the more random topology, some S-D pairs and corresponding relays could be very close to each other even when the average node density is low, therefore the average rate is lower than the case in the default topology. Also note that with 100m square side length, as we have 9 S-D pairs, the average per S-D pair rate is around 2Mbps (about 1.5Mbps for more random topology), and thus the average spectral efficiency is around 0.4b/s/Hz (0.3b/s/Hz for more random topology). In this case, the approximation condition of high SINR in (14) actually does not hold, while we still achieve substantial gain over the conventional metric.

Based on Fig. 4 and Table II, we summarize the impact of SNR or interference level on choosing appropriate values of \( p \): 1) Interference-aware metric with fixed \( p \) is not always better than the conventional one. 2) The optimal \( p \) depends on the average transmit power. As shown in Fig. 4, there exists an effective region for a specific value of \( p \) and the curve is in a “U” shape. This is because the precision of the bounds depends on the SNR values. As the transmit power increases (interference level increases), the optimal \( p \) shifts to other values, and thus the outage probability may increase for a given \( p \). Specifically, for larger transmit power, we tend to choose a smaller \( p \) to get better performance. The value of \( p \) is often small because the lower bound is much looser than the upper bound. 3) We provide the optimal \( p \) under different node densities (equals to \( 1/S^2 \)m\(^{-2} \), where \( S \) is the side length) in Table II. Same as what we observe from Fig. 4, with larger node density, i.e., smaller side length, the interference level increases, and the optimal \( p \) decreases. In addition, high randomness also requires smaller \( p \), this is due to more often occurrence of severe interference scenarios. The table can serve as guideline for the choice of optimal \( p \) under different node densities, with moderate to high node distribution randomness. Conservatively, a small \( p \) around \( 10^{-4} \) to \( 10^{-3} \) can be chosen in most cases, because these values work well under high interference level, while with low interference or low SNR conditions, the differences among the performances of various \( p \) values are small as shown in the low SNR regime of Fig. 4.

A snapshot of the cluster rates for one topology is demonstrated in Fig. 7. We remark that even though our interference-aware metric tries to reduce the interference caused to others, it is not a fairness-guaranteed criteria, since the optimization objective in (12) is to maximize the sum-rate. Some relay selection decision may benefit the sum-rate, however, it may cause very low rate for some S-D pairs. In this example, S-D pairs 3-8 and 9 get benefits while S-D pairs 1 and 4 suffer from performance degradation. This also explains

<table>
<thead>
<tr>
<th>Side Length (m)</th>
<th>Default Topology</th>
<th>More Random Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>( 18.87 \times 10^{-5} )</td>
<td>( 4.894 \times 10^{-4} )</td>
</tr>
<tr>
<td>200</td>
<td>( 68.68 \times 10^{-4} )</td>
<td>( 10.43 \times 10^{-4} )</td>
</tr>
<tr>
<td>300</td>
<td>( 109.3 \times 10^{-4} )</td>
<td>( 17.79 \times 10^{-4} )</td>
</tr>
<tr>
<td>400</td>
<td>( 161.5 \times 10^{-4} )</td>
<td>( 24.43 \times 10^{-4} )</td>
</tr>
</tbody>
</table>

Figure 7. A snapshot of transmission rate for a specific topology with 9 S-D pairs, labeled by ID 1-9.

![Fig. 7](image_url)
why even with small target rate as low as 5kbps, the outage probability is not small, as shown in Fig. 5. However, we can handle these fairness issues by incorporating other schemes in our selection framework. One can employ proportional fairness like coefficients [19], or incorporating the queue-length information into the proposed selection metric. For example, higher priority are given to the S-D pairs with longer queues to use a better relay so that the interference it causes to other transmissions is less penalized. The detailed scheme design is left for our future work.

Fig. 8 shows the performance comparison between distributed (DAP algorithm based) and centralized relay selection algorithms (Hungarian algorithm based), for both conventional metric and interference-aware metric. It is proved that the distributed relay selection scheme has similar performance as the centralized one. Therefore, our method can be well utilized in distributed scenarios, e.g., wireless ad hoc networks.

VIII. CONCLUSION

In this paper, we have proposed an interference-aware relay selection scheme for cooperative networks with concurrent relay assisted transmissions. We model the relay selection as a weighted bipartite matching problem, where the S-D pairs and the relays are the two sides, and the weights are set according to the proposed interference-aware relay selection metric. To get this metric, the impact of interference from concurrent relay transmissions on a particular relay to destination link is decoupled based on the lower and upper bounds of the link rates. The relay selection metric is a linear combination of log functions of relay to destination SNRs. The first part of the metric represents the expected two-hop interference-free rate for the S-D pair by selecting a relay, and the second part represents the the rate lost of others due to the interference from the relay. Distributed relay selection algorithm is proposed based on matching game theory, and its performance is very close to the centralized one based on Hungarian algorithm. Our scheme improves the sum-rate by over 15% compared to the conventional max-min relay selection scheme. Since the objective is to maximize sum-rate, the proposed scheme is not rate-fair for different S-D pairs, and guaranteeing fairness is left for our future investigation.
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