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1. Introduction 

Cellular automata (CA) were introduced to provide a formal framework for investigating 
the behaviour of dynamic complex system in which time and space are discrete. They 
comprise an array of cells, where each cell can be in one of a finite number of possible states, 
which is updated synchronously in discrete time steps according to local transition rules 
(cell rules). A state of a cell at the next time step is determined by its neighboring cell’s 
current state. A substantial numbers of CA activities occurred in the 1970s with the 
introduction of artificial life.  There were a number of distinguished papers and books to 
date has investigated artificial life (Raghawan, 1993; Langton, 1986, 1992; Pesavento, 1995; 
Rietman, 1993).   Interest in important features of physics was spawned largely by Tommaso 
Toffoli. Spephen Wolfram was responsible for capturing the wider interest of the physics 
community with a series of papers in the 1980s, while others were applying CAs to a variety 
of problems in other fields (Sarkar & Abbasi, 2006; Xiao et al., 2008; Bandini et al., 2001; 
Mizas et al., 2008).  In present, CA are being studied from many widely different angles, and 
the relationship of these structures to existing problems in being constantly sought and 
discovered (Reynaga & Amthauer, 2003; Mitchell et al., 1994; Hecker et al., 1999).   As the 
topology of CA, they appear as natural tools for image processing due to their local nature 
and simple parallel computation implementation.  To date, there are a number of papers 
which generally discuss cellular automata for image processing (Hernandez & Herrmann, 
1996; Rosin, 2006; Chen & Horng, 2010; Chen & Lai, 2007; Eslami et al., 2010; Tzionas et al., 
1997; Umeo, 2001). In this regard, there were some papers discuss medical image processing 
using CA model (Cheng et al, 2006; Viher et al, 1998, Ferrari et al., 2004; Chen et al., 2008).   
This paper presents a number of cellular automata-based algorithms for medical image 
processing. It starts by introducing cellular automata fundamentals necessary for 
understanding the proposed algorithms. Then, a number of cellular automata algorithms for 
medical image edge detection, noise filtering, spot detection, pectoral muscle identification 
and segmentation was presented. In this regard, 2-D mammogram images for the breast 
cancer diagnosis were investigated. 

2. Cellular automata 

Let  I  denote  the  set of integer.  A 2-D cellular space is a 4-tuple, (IxI, V, N, f),  where  IxI  is 
a set of cartesian product of two integer sets, V is a set of cellular states, N is the type of 
neighborhood, and f is the local transition function from Vn into V. The relevant 

neighborhood function is a function from IxI  into 2IxI defined by g (α) = {α+δ1, α+δ2,…, 
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α+δn}, for all α ∈ IxI,  where  δi (i = 1,2,…,n) ∈ IxI  is fixed.  The neighborhood state function  

of a cell α at time t is defined by ht(α) = (νt(α+δ1), νt(α+δ2), …,νt(α+δn)). For 2-D von 

Neumann neighborhood,  the neighborhood state function of the central cell (α) is defined  

by: ht(α) = (νt(α+(0,0)), νt (α+(0,1)), νt(α+(1,0)), νt(α+(0,-1)), νt(α+(-1,0)),  where νt(α+(0,0) is 

current state of the central cell, νt(α+(0,1) (νt (α+(0,-1))  for  the  north  (south)  cells,   

νt(α+(1,0) (νt(α+(-1,0)) for the east (west) cells. 

Now we relate the neighborhood state of a cell α at time t to the cellular state of that cell at 

time t+1 by f (ht(α)) = νt+1(α). The function f is referred to as the 2-D CA rule and is usually 

given in the form of a state table, specifying all possible pairs of the form (ht(α), νt+1(α)).   

Figure 1 shows 2-D digital image and 2-D CA. 

 
 
 

            
 

(a) 2-D digital  image.                                                  (b) 2-D cellular automata with 256 states. 

Fig. 1. A 2-D digital image vs  A 2-D  CA.  

3. Cellular automata for medical image edge detection 

As stated previously, cellular automata techniques appear as a natural tool for image 

processing due to their local nature and simple parallel computing implementation. This 

section presents one main algorithm and investigates its variation for processing 

mammogram images. The algorithms will cope with edge detection and noise removal for 

both binary and grayscale images, while the last one will correspond to hypothesized spots 

detection for breast cancer analysis.  Examples of the application of these cellular automata 

techniques to real mammogram images will be presented, which together with the results 

will show the performance characteristics.   

The main cellular automata algorithm for  k gray levels of digital images is on the basis of a 

two dimensional cellular automata  (IxI, V, N, f) with V = {0, 1, 2, …, k-1}, where k is a 

number of states, N is the type of neighborhood, while the local transition function  f  is 

from Vn  into V. The proposed algorithm is shown in (1) below:    
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t t t t
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                                                               B( ),     otherwise
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α
−
=+ + … + = >

=
=

  (1) 

where  Cj  is the j th class of the pixel values (states)  in its neighborhood (h t (α)) for j = 0, 1, 

2,..,m and  νt(α+δi) ∈ Cj. 

N(Cj) is a number of  neighbors of  α which fall into class Cj. 

sum(νt(Ctarget)) is summation of νt(Ctarget). 
Ctarget  is the majority class containing maximal  number of neighbors. 

νt(Ctarget) denotes all of  νt(α+δi) ∈ Ctarget. 

E(α)  is the edge pixel value. 

B(α)  is the background pixel value. 
k  is a number of states. 
For class arrangement, histogram distribution will be utilized to supervise an identification 
of each class.  Automatic class arrangement can be implemented using Otsu algorithm 
(Otsu, 1979).  

3.1 Grayscale images 

The objective of the edge detection techniques is to enhance the magnitude of the local 
differences in gray level values between regions of the images.  Over regions which are 
different, changes must be made to enhance the edges. The proposed variation of (1) which 
deals with this task is shown in formula (2) for Von Neumann’s neighborhood, four classes 
and 256 gray levels as following:                   

( )3

j
j 0

if max N(C )t t t t
1 2 5 target targetf (( ( ), ( ), , ( ))    255,      and  sum( C )  255

                                                               0,         otherwise

Cν α δ ν α δ ν α δ ν=+ + … + = >
=

=
 (2) 

where Cj  is the j th class of the pixel values in its neighborhood (h t (α)) for  j = 0, 1, 2, 3 and νt(α+δi) ∈ Cj. 

N(Cj) is number of  neighbors of α which fall into class Cj. 

Ctarget  is the majority class containing maximal number of neighbors (νt(α+δi) ∈ Ctarget). 

sum(νt(Ctarget)) is summation of νt(Ctarget). νt(Ctarget) denotes all of νt(α+δi) ∈ Ctarget. 
Prior to implementing the formula (2) on a particular image, a class arrangement using 

histogram information was determined.  Figure 2 shows an original mammogram image (a) 

and its histogram information (b).  Results for four classes arrangement and the edge image 

were shown in Figure 2 (c) and (d), respectively. 

It is explicitly shown that the cellular automata algorithm simply provides the promising 

edge maps shown in Fig. 3(d). 

3.2  Binary images 

In case of edge detection on binary mammogram, the cellular automata algorithm given in 

the formula (2) directly enables carrying out to two states efficiently. There is no need to be 

changed. Figure 3 shows the promising result implementing the algorithm. An Edge result 

exhibits the superb quality with one pixel wide and edge has no break.  
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                   (a) Original mammogram.                                         (b) Histogram. 

  

                    (c)  Four class image.                                                  (d) Edge map result. 

Fig. 2. (a) Original mammogram, (b) histogram information, (c) four classes of image, and 
(d) result of edge detection. 

 

         

(a) Original binary image.                                      (b) Edge result. 

Fig. 3. Edge result as dealing with binary image. 

3.3 Noise  filtering 

The objective of the noise filtering is to reduce the local differences in gray level values 
between regions of the images. Over regions which are similar, no changes must be made, in 
order to avoid the destruction of the main characteristics of the image. The proposed 
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variation of cellular automata algorithm given in (1) using von Neumann’s neighborhood 
and two states dealing with this task is shown in formula (3) as follow: 

 ( ) 3

j
j 0

if max N(C )t t t t
1 2 5 target targetf (( ( ), ( ), , ( ))    max ( C ),     

                                                               0,                              otherwise

Cν α δ ν α δ ν α δ ν =+ + … + =
=

=
  (3) 

where Cj  is the j th class of the pixel values in its neighborhood (h t (α)) for  j = 0, 1, 2, 3 and νt(α+δi) ∈ Cj. 

N(Cj) is number of  neighbors of α which fall into class Cj. 

Ctarget  is the majority class containing maximal number of neighbors (νt(α+δi) ∈ Ctarget). νt (Ctarget) denotes all of νt(α+δi) ∈ Ctarget. 

max(νt(Ctarget)) is the maximal state of νt(Ctarget). 
Figure 4  shows an original binary mammogram with 2% salt and pepper noise.   The noise 
filtering result obtained by implementing the algorithm (3) using one step of iteration was 
shown in Figure 4 (b).  In this respect, the cellular automata algorithm (3) explicitly provides 
the promising  result.  
 

              

                      (a) Noisy binary image.                                       (b) Noise removal. 

Fig. 4. Binary image with 2% salt and pepper noise (a) and the image after noise removal (b). 

3.4 Spot detection 

The objective of the spot detection is to assist the physicians and doctors in locating 
hypothesized spots for masses in breast cancer. The shape and spread region of  spots play a 
vital role for further steps of analyses and have to be comprehensively taken into account.   
For this purpose, a set operator is implemented as follow: 

 W = X – Y  (4) 

where  X  denotes an investigating original image, 
Y  denotes an edge map resulting from implementing the formula (2), and 
W denotes the spot detection image. 
The operator (-) represents the subtraction, meaning that it simply carries out the 
subtraction of pixel values in the same coordinate between two images (sets). By 
implementing such an operator in an original image (X) shown in Fig. 5(a) with respect to 
the edge image Y obtained by implementing the formula (2) on grayscale and binary 
images, the resulting spot detection was shown in Figure 5 (b) and (c), respectively. 
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     (a) Malignant mammogram                                   (b) Spot detection using grayscale image. 

 
(c) Spot detection using binary image. 

Fig. 5. Spot detection due to (2) for binary and grayscale images. 

Figure 5. shows mammogram processing with white spot detection: (a) original malignant 
mass in mammogram, (b) hypothesized mass detection using algorithm (2) for grayscale,  
and  (c) hypothesized mass detection using  algorithm (3) for binary image. 

4. Cellular automata for identification of the pectorial muscle in 
mammograms 

The pectoral muscle represents a predominant density region in most medio-lateral oblique 
(MLO) views of mammograms. Its inclusion can affect the results of intensity-based image 
processing methods. To date, there were some papers has investigated identification of the 
pectorial muscle in mammograms (Ferrari et al., 2004; Ma et al., 2007).  This section presents a 
new method on the basis of cellular automata model for the identification of the pectoral 
muscle in MLO mammograms. A dataset of 84 MLO mammograms from the MIAS 
(Mammographic Image Analysis Society, London, U.K.) database (Suckling et al., 1994) was 
implemented throughout for evaluation.  In this respect, the pectoral muscle edge detected  in  
the mammograms  was carried out based upon the percentage of false-positive (FP) and false-
negative (FN) pixels determined by comparison between the numbers of pixels enclosed in the 
regions delimited by the edges identified by a radiologist and by the proposed method.    

4.1 Proposed CA-based algorithm 

In this section, the method for identification of pectoral muscle in mammogram images were 
presented. It starts by computing the edge detection by using the formula (2) stated earlier 
dealing with grayscale images. Then, the result will be segmented by using the rule-based 
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algorithm, leading to the identification of the pectoral muscle.  Examples of the application 
of the proposed method to real mammogram images will be presented, which together with 
the results will show the performance characteristics.   
The proposed cellular automata algorithm  for  256 gray levels of digital images are on the 
basis of a two-dimensional cellular automata  (IxI, V, N, f) with V = {0, 1, 2, …, 255}, N is von 
Neumann type of the neighborhood, while the local transition function  f  is from  Vn  into V.    

4.1.1 Edge detection 
Referred to the formula (2) stated previously, the cellular automata algorithm for this task 
was revisited as follow: 

3

j
j 0

if max N(C )t t t t
1 2 5 target targetif (( ( ), ( ), , ( ))    255,      and  sum( (C ))  255

                                                                0,         otherwise

Cν α δ ν α δ ν α δ ν=+ + … + = >
=

=
 

where   Cj  is the j th class of the pixel values in its neighborhood (h t (α)) for  j = 0, 1, 2, 3 and νt(α+δi) ∈ Cj. 
N(Cj) is number of  neighbors of α which fall into class Cj. 
Ctarget  is the majority class containing maximal number of neighbors (νt(α+δi) ∈ Ctarget). 
sum(νt(Ctarget)) is summation of νt(Ctarget). νt(Ctarget) denotes all of νt(α+δi) ∈ Ctarget. 
      

  

 (a) Original image mdb005.                                             (b)  Four class image. 

  

 (c) Edged image.                  

Fig. 6. Results obtained for the image mdb005: (a) Original image,  (b) Its four class image, 
and (c) Edged image obtained by implementing (2).  
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Prior to implementing the algorithm (2), an original mammogram image of mdb005 
(Suckling et al., 1994) was classified into four classes (Cj) due to Otsu algorithm (Otsu, 1979).  
The results were shown in Figure 6.  

4.1.2  Pectoral muscle identification 

As already mentioned, the inclusion of pectoral muscle in mammogram can affect the 
results of intensity-based image processing methods or bias procedures in the detection of 
breast cancer. The objective of the pectoral muscle identification is to determine the pectoral 
muscle for the exclusion from the mammograms prior to process in further steps for breast 
cancer diagnosis. In this regard, the edge resulting image was used in the segmentation 
algorithm given as follow: 
 

Algorithm: 1 Pectoral muscle identification    
Step 1:  Removal of unqualified objects. 
1. Implement the formula (2) in a mammogram  image  P, resulting in the image  Q. 
2. Filter unqualified objects, objects consisting of contiguous edge less than 2,500 pixels, 

out of the Q   resulting in the image R. 
Step 2: Identification of pectoral muscle. 
1.     FOR  i:= 1   TO   n   DO 

Find  the area of  ROIr(i). 
{ ROIr(i) is a region of interest  i  inside the image R.  ROIr at region i is the i-th  area  
surrounded by an edge boundary on image R.} 

2.    Pectoral muscle segmentation: 
2.1  MUSCLE := NIL {empty set} 
2.2  FOR  j:=1  TO   n  DO 
IF ROIr (j) >  max_size AND  ROIr (j) ≤ min_size  
THEN  ROIr(j) := background 

{ Set the ROIr(j)  to background when it is not  of interest regions. In practical uses in 
our implementation,  max_size = 95,200 pixles, and  min_size = 2,500 pixles.} 

ELSE IF   min (y, ROIr (j)) >  min_upper  
THEN  ROIr(j) := background 

{ min (y,ROIr(j)) denotes minimal value of y for a coordinate (x,y) of any pixels in the 
region of ROIr(j).  In our implementation,  min_upper = 60.} 
{ Regions of interest will locate at  min(y, ROIr(j)) in which is at the topmost part of 
the image R. } 

ELSE IF  mean (y, ROIr (j)) > min_y_average  
THEN  ROIr(j) := background 

{ mean (y,ROIr(j))  is an average of y for  coordinates (x,y) inside the region of ROIr(j) 
             In our implementation, min_y_average = 350. } 

ELSE IF   mean (I, ROIr (j))  >  min_average_intensity 

THEN   MUSCLE := MUSCLE ∪ ROIr(i) 
{ mean (I, ROIr(j)) is an average intensity of all pixels inside the  region of ROIr(j).  
In our implementation,  min_average_intensity = 157.  } 

The results in implementing the proposed segmentation algorithm on mdb005 and  mdb011 
were shown in  Fig. 7. Fig. 8 shows hand-drawn pectoral muscle edge by radiologist as 
applied to mdb005, the result obtained by the proposed algorithm, and the pectoral muscle 
removal according to the proposed algorithm. 
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(a) Original image mdb005.                                       (b) Result obtained by the algorithm 2. 

 

  

(c) Original image mdb011.                                           (d) Result obtained by the algorithm 2. 

    

(e)  Pectoral muscle identification of mdb005.      (f) Pectoral muscle identification of mdb011. 

Fig. 7. Results obtained from proposed  algorithm: (a) and (c) are original images  mdb005 
and mdb011, respectively,   (b) and (d) are edge results due to original images (a) and (c), 
respectively, and (e) and (f) are results obtained from  the pectoral muscle identification 
algorithm due to original images (a) and (c), respectively. 
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(a) Original image                                      (b) Hand-drawn pectoral muscle edge by radiologist 

  

(c) Pectoral muscle edges detected by the algorithm. (d) Pectoral muscle removal using the 
algorithm. 

Fig. 8. Results obtained for the image mdb005: (a) original image,  (b) hand-drawn pectoral 
muscle edge by radiologist superimposed on the original image, (c) pectoral muscle edges 
detected by the CA-based method superimposed on the original image, and (d) pectoral 
muscle removal using the CA-based method. 

4.2 Performance evaluation and results 

For performance evaluation purpose, the total of 84 images, randomly selected from the 

Mammographic Image Analysis Society, London, U.K. (Suckling et al., 1994), were used in 

experimentation. The spatial resolution of these images is 200 µm and depth resolution in 8 

bit. The images in the database are 1024x1024 pixels in size. The result obtained from the 

proposed method was evaluated in consultation with radiologists experienced in 

mammography. Then, the pectoral muscle edges were manually drawn by the author under 

the supervision of radiologists, without referring to the results of detection by the proposed 

method. The segmentation results of the proposed method was evaluated based upon the 

number of false-positive (FP) and false-negative (FN) pixels in the regions demarcated by 

the manually drawn edges. An FP pixels was defined as a pixel outside the reference region 

that was included in the pectoral region segmented.  An FN pixel was defined as a pixel in 

the reference region that was not present within the segmented region.  Table 1 shows mean 
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and standard deviation values of the FP and FN pixels for the result of the proposed method 

with 84 images. 
 

CA-based algorithm Statistics 

Analysis of area enclosed  

FP ± σ 1.99±8.19% 

FN ± σ 18.89±14.19% 

# images with (FP and FN) < 5% 13 

# images with 5% <(FP and FN) <10% 15 

# images with (FP and FN) > 10% 56 

Table 1. Mean and standard deviation values of the FP and FN pixels for the results of CA-
based algorithm with 84 images. 

Table 1 shows an interesting statistical results that the identification obtained by the CA-
based algorithm provides the promising results with minimal FP and FN.  In this regard, the 
proposed CA-based algorithm is one of promising methods in pectoral muscle identification 
for mammogram processing. 

5. Cellular automata for mass segmentation in mammograms 

This section investigates algorithms on the basis of cellular automata model for coping with 

the segmentation of hypothesized masses in mammograms. The 256-states cellular automata 

algorithms were developed to deal with 256 grayscale mammogram images for determining 

masses. The proposed cellular automata algorithms investigated here are on the basis of two 

dimensional CAs (IxI, V, N, f) with V = {0, 1, 2, …, 255}, Von Neumann’s neighborhood   N, 

while the local transition function f is from Vn into V. The results will be used for 

determining mass features in breast cancer diagnosis. An empirical experimentation shows 

that the proposed cellular automata algorithms provide  the superior results.   

The proposed segmentation algorithm utilizes a concept of two-types bacteria propagation.   

The first type confiscates a mass seed, which is an object image, while the second one 

confiscates the background which is declared by a circle surrounding the mass seed.  Both 

types of bacteria propagate to their neighbors in parallel at each time step depending on its 

and their neighbor’s strengths. A circle surrounding a mass seed shown in Fig. 4 (a)  

represents the background seed being seized by the other type of bacteria.  Both types of 

bacteria continue propagating in parallel in discrete time steps as stated earlier.  In order to 

reduce the computation time, the proposed algorithm can be stopped anytime earlier so far 

as the propagation of bacteria taken up the mass seed is consistent. The CA-based 

segmentation algorithm is given as follow: 

 
Algorithm: 2  CA-based algorithm for mass segmentation 
//  Identify  hypothesized mass seed from a mammogram image P; mark the mass seed 
//  Identify object seed from a mammogram image P; mark the object seed 
// For each cell  (pixel) in P 

          for  ∀p∈ P 
          // copy previous state 
           lpt+1  = lpt; 
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           θpt+1  = θpt; 
         // neighbors try to attack current cell 

                 for ∀q∈ N(p)  

                       if g(||Cp-Cq||2).θqt > θpt  then  
                              lpt+1  = lqt;   θpt+1 = g(||Cp-Cq||2).θ qt 
                       end if 
                 end for 

   end for 
 

where  P denotes an image,  p denotes a pixel. 

θqt    denotes the strength of a cell q ∈ Q at time t. 

θpt   denotes the strength of a p’s  neighboring cells at  time t. 

lpt,lpt+1 denote the centering cell  state of p at time  t  and  t+1,  respectively. 

lqt,lqt+1 denote the neighboring cell state of q at   time t  and  t+1, respectively. 

N(p) denotes neighboring cells of p. 

||Cp-Cq||2 denotes the Euclidian distance between a cell q and a neighboring cell p. 

g(x)  represents a monotonous decreasing   function   defined  by (2) as following    

 
2

( ) 1
max

x
g x

C
= −  (5)   

In implementing the algorithm 2, the termination condition was satisfied if the configuration 
of mass seed has not been changed, meaning that their states were steady.  This abundantly 
reduces time complexity in practical implementation. Figure 9 shows the results of 
implementing the proposed mass segmentation algorithm on the mammogram mdb028.    
The hypothesized mass seeds, depicted by red shadow, and background seeds, depicted by 
blue circle, are represented two types of bacteria as shown in in Fig. 8 (a) and (b), 
respectively. Fig. 8 (c) and (d) show a series of propagating results on the 40 evolution steps 
and the final result at iteration 72. Fig. 10 shows the results of mass segmentation of mdb005 
and mdb092 superimposed on the original mammograms, respectively.  

6. Conclusions and discussions 

The behavior of cellular automata is fascinating not only from theory but also from 
applications. They offer the beauty and elegance of results in medical image processing as 
reported in literature. In this work we have presented a number of uniform cellular 
automata algorithms for mammogram image processing. Based on empirical 
experimentation, the proposed algorithms give the promising results when tested on MIAS 
mammograms. This quite encourages in determining other tasks for the research.  In this 
regard, we have more investigations on applications for mammogram and other medical 
image processing and hope report in the near future. 
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(a) Original image mdb028.                          (b) Seeds of object and background. 

 

             
 

         (c) Evolution result at 40 time steps                  (d)  Result at final time steps (72) 

Fig. 9. Mass segmentation results obtained from the image mdb028:  (a) original image,  (b) 
initial seeds, (c) result after 40 time steps of evolution, and (d) final result at iteration 72. 

 
 

         

(a) Mass segmentation result of mdb005.        (b) Mass segmentation result of mdb092. 
 

Fig. 10. Mass segmentation obtained from the image mdb005 and mdb092: (a) mass 
segmentation result of mdb005 superimposed on the original mammogram, and (b) mass 
segmentation result of mdb092 superimposed on the original mammogram. 
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