Comparison of Formant Enhancement Methods for HMM-Based Speech Synthesis
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Abstract

Hidden Markov model (HMM) based speech synthesis has tendency to over-smooth the spectral envelope of speech, which makes the speech sound muffled. One means to compensate for the over-smoothing is to enhance the formants of the spectral model. This paper compares the performance of different formant enhancement methods, and studies the enhancement of the formants prior to HMM training in order to preemptively compensate for the over-smoothing. A new method for enhancing the formants of an all-pole model is also introduced. Experiments indicate that the formant enhancement prior to HMM training improves the quality of synthetic speech by providing sharper formants, and the performance of the new formant enhancement method is similar to the existing method.

Index Terms: speech synthesis, hidden Markov model, over-smoothing, formant enhancement

1. Introduction

Hidden Markov model (HMM) based parametric speech synthesis techniques [1, 2, 3, 4] have gained much popularity due to their flexibility, but the quality and naturalness of the parametric HMM-based speech synthesis has remained poorer than that of the best unit selection methods. This degradation is mainly caused by three factors: oversimplified vocoder techniques, acoustic modeling accuracy, and over-smoothing of the generated speech parameters [4]. This paper concentrates on alleviating the third factor, the over-smoothing.

Over-smoothing is inherent to statistical parametric speech synthesis, since the speech sounds are synthesized from a parameter set that is an average of similarly sounding instances of natural speech. The averaging occurs at least in two phases. First, the training process of HMMs statistically averages the speech parameters in order to construct robust models. Second, in the synthesis stage, the parameter generation algorithm uses dynamic features [1] that enable the generation of continuous and smooth parameter trajectories. Although smoothing reduces artefacts caused by rapid changes in the speech parameters, the generated parameters are often over-smoothed, which results in muffled voice quality.

The over-smoothing is especially severe perceptually when it affects the formant structure of speech. There are two common methods in speech synthesis for modeling the speech spectrum: linear predictive coding (LPC) [5] and mel-cepstral analysis and synthesis [6], both of which are prone to the over-smoothing effect caused by the statistical modeling and parameter generation. The over-smoothing results in formants of large bandwidth (low Q-value), which deteriorates especially the perceptibility of vowels.

The over-smoothing can be alleviated by using better acoustical modeling, such as trajectory HMMs [7] or minimum generation error (MGE) training [8]. However, the over-smoothing cannot be completely prevented with acoustic modeling. Several previous studies have addressed the problem of over-smoothing in the statistical context by using, e.g., global variance [9], or reducing the over-smoothing by explicitly using original speech material for generating the parameters [10]. However, the most straightforward way to compensate for the over-smoothing is to emphasize the spectral envelope by post-filtering [11]. Post-filtering modifies the spectral model so that dynamics between the formant peaks and the spectral valleys is increased, aiming at a more prominent formant structure. Post-filtering was originally developed for speech coding, but it is widely adopted to speech synthesis for enhancing the spectral structure of the synthesis filter. However, extensive use of post-filtering results in an overly sharp formant structure, which makes the quality of the synthetic speech unnatural.

In this paper, different formant enhancement methods are studied in order to tackle problems caused by over-smoothing. First, a comparison between different formant enhancement methods is carried out. A new method for enhancing the all-pole spectral model is introduced and compared to a widely used existing method. Second, the effect of applying the spectral enhancement before the parameter training is assessed. Usually, the averaging effect of the statistical modeling is compensated for after the speech parameter generation. In contrast, this paper also studies the enhancement of the formants prior to HMM training in order to preemptively compensate for the over-smoothing.

The rest of the paper is organized as follows: Section 2 describes two all-pole model based formant enhancement methods, one existing method and one completely new method. The idea of pre-enhancement is also introduced. Objective experiments and experiments on using the methods in a HMM-based speech synthesis framework are described in Section 3. Discussion on the proposed methods is presented in Section 4, and Section 5 concludes the paper.

2. Formant Enhancement Methods

Formant enhancement methods were originally developed for speech codecs in order to alleviate the perceptual effect of the quantization noise. The output of the decoder was processed with an adaptive post-filter [12] that emphasized the formants and attenuated the noise at spectral valleys. The post-filter in
[12] consists of three main parts: short-term post-filter, long-term post-filter, and spectral tilt compensation filter. The short-term part of the post-filter has a pole-zero structure, and it is derived from the LPC filter by scaling the radii of the poles and zeros.

In speech synthesis, similar approaches can be used to enhance the formant structure over-smoothed by the statistical mapping. There are two main methods for enhancing the structure of the synthesis filter. First, for mel-cepstrum based modeling, post-filtering is widely used, especially as the the post-filter is implemented in the HTS system [13, 14], a commonly used platform for HMM-based speech synthesis. Recently, a line spectral frequency (LSF) [17] based post-filtering method was introduced in [11] for enhancing the all-pole spectrum. These two post-filtering methods are based on different spectral modeling techniques, and this paper will focus on methods based on the all-pole modeling. The LSF-based enhancement method will be used as a baseline system for the spectral enhancement, and it is described more detailed in the following section. A new spectral enhancement method based on the modification of the all-pole power spectrum is introduced in Section 2.2.

2.1. LSF-based Formant Enhancement Method

The post-filter method described in [11] is based on converting the all-pole model to line spectral frequencies (LSF) and modifying the LSF positions in order to make the spectral peaks sharper. The modified LSFs are calculated from index two to \( D - 1 \) recursively as

\[
{l'_i} = l_{i-1} + d_{i-1} + \frac{d_{i-1}^2}{d_{i-1}^2 + \alpha^2} ((l_{i+1} - l_{i-1}) - (d_i + d_{i-1})) \tag{1}
\]

\[
d_i = \alpha(l_{i+1} - l_i), \quad 0 < \alpha < 1, \quad i = 2, \ldots, D - 1 \tag{2}
\]

[11] where \( l_i \) is the original \( i \)th LSF of a frame, \( l'_i \) is the modified \( i \)th LSF, \( D \) is the order of the all-pole model, and \( \alpha \) controls the degree of the enhancement. The effect of the enhancement increases as \( \alpha \) approaches zero. The algorithm shifts the LSFs that are close to each other even closer, which makes the spectral peaks sharper. This effectively enhances the formant structure, but it also makes the peaks slightly shift from the original positions. Figure 1 illustrates the enhancement procedure showing the original and the enhanced spectra and the corresponding LSF positions.

The LSF-based post-filtering method, described in Equations 1 and 2, was shortly covered in the paper by Ling et al. [11], but the rationales behind the method are not documented in detail. Studies of the method are also published in Chinese [15] and Japanese [16].

2.2. Proposed Formant Enhancement Method

A new technique, referred to as the LPC-based formant enhancement method, for enhancing the structure of speech spectrum is proposed. The method is based on modifying the power spectrum of the LPC model and then re-evaluating LPC based on the modified power spectrum.

The enhancement begins with the evaluation of the power spectrum from the LPC coefficients. This yields the spectral model of speech, which can then be modified in order to emphasize certain spectral components. The power spectrum is modified so that the low-energy parts of the spectrum, i.e., the valleys, are additionally reduced by multiplying spectral components in those regions with a small real-valued coefficient. The spectral peaks are left unmodified. All the spectral peaks are easily found from the smooth LPC envelope by searching for the zero-crossing points in the differentiated spectral envelope. There are two parameters in the modification procedure that control the effect of the enhancement: the width (\( \delta \)) of the unmodified area within a spectral peak, and parameter \( \gamma \) (\( 0 \leq \gamma < 1 \)) controls the reduction of the low-energy areas of the spectrum. The original power spectrum (solid), the modified power spectrum (dash-dotted), and the enhanced spectrum (dashed) are shown.

The modified power spectrum is inverse Fourier transformed to get a new autocorrelation function. This autocorrelation function is used in the Yule–Walker equations [5] to compute a new LPC filter. Since LPC analysis focuses in the frequency domain on spectral peaks, the new LPC model will most likely show sharper spectral resonances than the original LPC filter. Figure 3 shows an example of the proposed formant enhancement procedure.

Although the modification is symmetric with respect to the spectral peaks, the different proportions of energy on each side of a peak can make the modification to slightly shift the spectral peaks. Formant shift due to the spectral enhancement will be assessed in Section 3.
Figure 3: Illustration of the proposed formant enhancement method. In the upper figure, the original (solid) and the modified (dashed) power spectra are shown. The energy of the modified spectrum is reduced in the low-energy regions, which results in relatively higher energy in spectral peaks. In the lower figure, the original (solid) and the enhanced (dashed) LPC spectral envelopes are shown. The enhanced spectrum is calculated from the modified power spectrum, and thus the spectral peaks are enhanced.

2.3. Formant Enhancement Prior to HMM Training

Conventionally, the averaging effect of the statistical modeling is compensated for after the speech parameter generation. In contrast, this paper studies the enhancement of formants prior to HMM training in order to preemptively compensate for the over-smoothing. The flow chart in Figure 4 shows two possible formant enhancement implementations: (1) enhancement prior to the training of HMMs (pre-enhancement), and (2) enhancement after the parameter generation from HMMs (post-filter).

In the case that the enhancement is performed before the training stage, the spectrum that is used to train the HMMs has more dynamics compared to the conventional LPC spectrum. In the synthesis stage, however, the generated parameters are slightly smoothed, and they should correspond more closely to the real speech spectrum if the pre-enhancement parameters are chosen appropriately. As a result, the over-smoothing of the formants is effectively prevented. Additionally, the pre-enhancement provides formant information that has higher dynamics for training material, which also affects the entire training process of the HMMs. More prominent formant information may yield more robust models and enhance the quality of synthesized speech. However, the training and parameter generation are complex processes, and thus the effect of pre-enhancement on the overall speech quality is difficult to predict.

Figure 5 shows two synthetic speech spectra of which the left one is obtained without formant enhancement, and the right one is from a system that uses formant pre-enhancement before the training of HMMs. The spectral peaks are sharper in the spectrum generated by the enhanced system.

3. Experiments

The formant enhancement methods were evaluated both objectively by measuring the emphasis of individual formants, and subjectively by assessing the quality of synthetic speech with different formant enhancement methods.

3.1. Objective Evaluation

The performance of the two formant enhancement methods, LSF-based (Section 2.1) and LPC-based (Section 2.2) methods, were first evaluated by analyzing their effect on formants. A database of eight Finnish vowels [a, æ, e, i, o, œ, u, y] spoken by ten Finnish speakers (5 males and 5 females) was used. Vowels were first analyzed with LPC with a fixed first-order pre-emphasis (zero at $z = 0.68$), and then formant enhancement methods were applied to the LP coefficients. The enhancement performance was measured by comparing the bandwidths ($-3$ dB) of the two first formants of every vowel before and after the enhancement. The ratio of the enhanced and the original bandwidth ($R = B_{enh}/B_{orig}$) was evaluated, indicating the sharpening of the formants. The formant shift due to the enhancement was also measured, and was indicated in percents from the original formant center frequency. The LSF-based formant enhancement method was evaluated on three different values of $\alpha$ ($0.3, 0.4,$ and $0.5$), and the LPC-based formant enhancement method was evaluated on three values of $\gamma$ ($0.2, 0.3,$ and $0.4$). An appropriate range of the parameters that control the effect of the enhancement ($\alpha$ and $\gamma$) was selected according to the rea-
Table 1: Average bandwidth (−3 dB) ratio \( R = B_{\text{enh}}/B_{\text{orig}} \) and the average formant shift \( \Delta F \) of the first two formants for the two methods. The number after the method indicates the values of \( \alpha \) and \( \gamma \) for the LSF and LPC-based methods, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>( R )</th>
<th>( \Delta F ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSF-Enh-03</td>
<td>0.46</td>
<td>3.38</td>
</tr>
<tr>
<td>LSF-Enh-04</td>
<td>0.52</td>
<td>2.82</td>
</tr>
<tr>
<td>LSF-Enh-05</td>
<td>0.58</td>
<td>2.28</td>
</tr>
<tr>
<td>LPC-Enh-02</td>
<td>0.28</td>
<td>6.95</td>
</tr>
<tr>
<td>LPC-Enh-03</td>
<td>0.37</td>
<td>5.83</td>
</tr>
<tr>
<td>LPC-Enh-04</td>
<td>0.45</td>
<td>4.79</td>
</tr>
</tbody>
</table>

An HMM-based speech synthesizer [19, 20] that utilizes glottal inverse filtering for separating the vocal tract from the glottal source was used as a test system. Although the synthesizer is built on a basic framework of an HMM-based speech synthesis system [13], the parametrization and synthesis methods are different from other HMM-based synthesizers, and therefore they are explained in detail below.

In the parametrization, the signal is first high-pass filtered and windowed with a rectangular window to 25-ms frames at 5-ms intervals. The speech features, presented in Table 2, are then extracted from each frame. The log-energy of the window is evaluated, after which glottal inverse filtering is performed in order to estimate the glottal volume velocity waveform from the speech signal. An automatic inverse filtering method, Iterative Adaptive Inverse Filtering (IAIF) [22, 21], is utilized in the system. IAIF iteratively cancels the effects of the vocal tract and the lip radiation from the speech signal using all-pole modeling. The outputs of the IAIF block are the estimated glottal flow signal and the LPC model of the vocal tract. The spectral envelope of the glottal flow is further parametrized with LPC. The fundamental frequency and a harmonic-to-noise ratio (HNR) are determined from the glottal flow signal. The spectral envelope of the glottal flow is further parametrized with LPC. The fundamental frequency and a harmonic-to-noise ratio (HNR) are determined from the glottal flow signal. The outputs of the IAIF block are the estimated glottal flow signal and the LPC model of the vocal tract. The spectral envelope of the glottal flow is further parametrized with LPC. The fundamental frequency and a harmonic-to-noise ratio (HNR) are determined from the glottal flow signal. The spectral envelope of the glottal flow is further parametrized with LPC. The fundamental frequency and a harmonic-to-noise ratio (HNR) are determined from the glottal flow signal.
The durations and the training data due to the pre-enhancement did not have effect on only the quality of the formant enhancement. Thus, different samples for each method. The ranking of the four methods with the ones used in the first test, were used for generating the test samples for each method. The mean score has no explicit meaning, but the distances between the scores are essential. The 95 % confidence intervals are presented for each score.

### 4. Discussion

The results show that the spectral enhancement prior to HMM training effectively alleviates the over-smoothing. The new method (lpc-pre) performed better than the existing method (lsf-pre) in pre-enhancement and produced equally good results when compared to the existing method when it was used in post-processing (lsf-post). However, comparison between the two listening tests, not-aligned and aligned one, shows that the pre-enhancement methods have effect on the overall quality of the system. The prosodic features, durations and \( F_0 \) are slightly degraded with the systems using pre-enhancement.

This paper provided preliminary results on the proposed formant enhancement method. However, there are several ways to modify the method. For example, the parameter \( \gamma \) may be defined as a varying vector ranging from zero to sampling frequency. Since the first two formants are most important in the perception of vowels, the enhancement could be configured to emphasize the lowest frequencies (e.g., 0–3500 Hz) more than the highest frequencies. Similarly, the parameter \( \delta \) could be

<table>
<thead>
<tr>
<th>Feature</th>
<th>Parameters per frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fundamental frequency</td>
<td>1</td>
</tr>
<tr>
<td>Energy</td>
<td>1</td>
</tr>
<tr>
<td>Harmonic-to-noise ratio</td>
<td>5</td>
</tr>
<tr>
<td>Voice source spectrum</td>
<td>10</td>
</tr>
<tr>
<td>Vocal tract spectrum</td>
<td>30</td>
</tr>
</tbody>
</table>

Figure 6: Ranking of the four systems with synthetic speech: No formant enhancement \( \text{(off)} \), formant enhancement prior to HMM training with LSF-based method \( \text{(lsf-pre)} \) and LPC-based method \( \text{(lpc-pre)} \), and post-enhancement with LSF-based method \( \text{(lsf-post)} \). The mean score has no explicit meaning, but the distances between the scores are essential. The 95 % confidence intervals are shown in Fig. 7.
varied according the frequency, for example to reduce the ocasional shifting of the first formant. In addition, information from adjacent frames could be used to improve the robustness of the enhancement.

5. Conclusions
In this study, a comparison between different formant enhancement methods for alleviating the over-smoothing of the statistical mapping in HMM-based speech synthesis was conducted. A new method for formant enhancement was introduced, and the pre-enhancement for preemptively compensating for the over-smoothing was experimented. The results showed that the new method performed similarly or better to the existing method, and the pre-enhancement produced almost as good quality as the post-enhancement. Although the results are promising, more experiments are required to fully evaluate the performance of the pre-enhancement and the new formant enhancement method.
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