Support Vector Machines (SVMs) were applied to interactive document retrieval that uses active learning. In such a retrieval system, the degree of relevance is evaluated by using a signed distance from the optimal hyperplane. It is not clear, however, how the signed distance in SVMs has characteristics of vector space model. We therefore formulated the degree of relevance by using the signed distance in SVMs and comparatively analyzed it with a conventional Rocchio-based method. Although vector normalization has been utilized as preprocessing for document retrieval, few studies explained why vector normalization was effective. Based on our comparative analysis, we theoretically show the effectiveness of normalizing document vectors in SVM-based interactive document retrieval. We then propose a cosine kernel that is suitable for SVM-based interactive document retrieval. The effectiveness of the method was compared experimentally with conventional relevance feedback for Boolean, Term Frequency and Term Frequency-Inverse Document Frequency representations of document vectors. Experimental results for a Text Retrieval Conference data set showed that the cosine kernel is effective for all document representations, especially Term Frequency representation.
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1. Introduction

The amount of text data is rapidly increasing with the development of information technology, and document retrieval is expected to become more sophisticated. The task of finding relevant documents is known as document retrieval. It can also be defined as a task for finding as many relevant documents as possible, even if there is a cognitive load imposed on the user. In interactive document retrieval including relevance feedback [1], users need to judge whether a document is relevant or irrelevant to their interest, and this judgment imposes a significant cognitive load on the user. This interactive document retrieval is the focus of our study. Document retrieval systems that use information from interactive user feedback have been studied in many ways [2, 3].

In most frameworks for information retrieval, a Vector Space Model (VSM) is used in which a document is described by using a high-dimensional vector [4]. An information retrieval system that uses a VSM computes the degree of relevance between a query vector and document vectors by using the cosine similarity of the two vectors. It then provides a list of retrieved documents to the user.

Since it is generally rare that a user describes a query precisely on the first attempt, an interactive approach has been proposed that modifies a query vector with a user’s evaluation of documents in a list of retrieved documents. This method is called relevance feedback [1] and is used widely in information retrieval systems. With this method, a user directly evaluates whether a document in a list of retrieved documents is relevant, and the system modifies the query vector based on the user’s evaluation. One conventional way to modify a query vector is through a simple learning rule that reduces the difference between the query vector and the documents evaluated as relevant by the user.

One relevance feedback method based on a VSM uses the Rocchio algorithm [1]. In this algorithm, new query vector $Q_{m+1}$ is calculated using the following equation:

$$Q_{m+1} = Q_m + \beta \sum_{x \in R^m} x - \gamma \sum_{x \in R^n} x.$$  \hspace{1cm} (1)

Here, $x$ represents document vectors and $R^m$ and $R^n$ are document sets that are determined as relevant and irrelevant, respectively, when feedback is obtained $m$ times. $\beta$ and $\gamma$ are parameters that adjust the relative impact of relevance and irrelevance, respectively. The Rocchio algorithm evaluates the degree of relevance by using cosine similarity between new query vector $Q_{m+1}$ and document vectors.

Another approach has been proposed in which relevant and irrelevant document vectors, respectively, are classified as positive and negative examples for a target concept based on classification learning [5]. Some studies have proposed that Support Vector Machines (SVMs) [6],...
which have excellent ability for classifying input data into
two classes, be applied to classification learning for relevance
feedback. Drucker et al. applied SVMs to relevance
feedback and confirmed its effectiveness in cases where the
document database has few relevant documents [7]. They experimented with differences between document vectors such as the rate of change of relevant documents in the document database. In such a SVM system, the degree of relevance is evaluated by using a signed distance from the optimal hyperplane. It is not clear how the signed distance in SVMs has characteristics of VSM. We thus formulated the degree of relevance using the signed distance in SVMs and comparatively analyzed it with the Rocchio algorithm. Tong and Koller studied active learning for text classification based on SVMs [8]. They proposed a sample selection method for effectively cutting version space based on a margin and showed its effectiveness experimentally. They discussed only the application of text classification, however, and did not inspect the method from the viewpoint of interactive document retrieval.

Although vector normalization has been utilized as preprocessing for document retrieval [9], few studies have explained why vector normalization was effective. From the results of that analysis, we theoretically show the effectiveness of normalizing the document vector in SVM-based interactive document retrieval. We then propose a cosine kernel that expresses distance in SVMs by using cosine similarity. The cosine kernel is equivalent to a normalized linear kernel. A normalized linear kernel was proposed and its effectiveness evaluated experimentally by Hotta [10]. It was only derived, however, and no theoretical discussion was provided. In contrast, we derive the cosine kernel through comparative analysis of relevance evaluation and we show the reason for its effectiveness.

We also conducted various experiments on large document data sets with different document representations, such as Boolean, Term Frequency (TF) and Term Frequency-Inverse Document Frequency (TFIDF). Results confirmed the effectiveness of our proposed method.

In Section 2 of this paper, we describe an information retrieval system that uses SVM-based relevance feedback. We propose the cosine kernel in Section 3. To evaluate the effectiveness of our approach, we present results of experiments performed with a Text REtrieval Conference (TREC) data set in Sections 4 and 5. We present conclusions in Section 6.

Basic ideas and contributions developed in this paper were published in [11].

2. Comparative Analysis of SVM-Based and Rocchio-Based Relevance Feedback

2.1. SVM-Based Relevance Feedback

The concept of relevance feedback based on SVMs is shown in Fig. 1. The white and black circles represent documents that have been labeled as relevant and irrelevant, respectively. Let us consider labeled document vec-
By using the previous results, we obtain
\[
W(\alpha) = \sum_{i=1}^{\ell} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{\ell} \alpha_i \alpha_j y_i (x_i \cdot x_j) . . . . (8)
\]
subject to
\[
\alpha_i \geq 0 \; (i = 1, \ldots, \ell), \quad \sum_{i=1}^{\ell} \alpha_i y_i = 0. . . . . (9)
\]

Document vectors \(x_i\), at \(\alpha_i = 0\) have no affect on optimizing the hyperplane. Only document vectors \(x_i\) that are shown by circles on dashed lines in Fig. 1 decide the optimal hyperplane. These documents are obtained under condition \(\alpha > 0\). These \(\alpha_i > 0\) data are called “support vectors.” The distance between the document and the optimal hyperplane is defined as the degree of relevance in SVM-based relevance feedback.

### 2.2. Comparative Analysis of Relevance Feedback

The signed distance between the optimal hyperplane and an unlabeled document vector, which is shown by a double circle in Fig. 1, is expressed as
\[
\frac{w \cdot x + b}{||w||} = \left| \frac{||w||}{||w||} \right| \cos \theta_{w} + b
\]
\[
= \left| \frac{||x||}{||x||} \cos \theta_{x} + \frac{b}{||w||} \right| . . . . . . (10)
\]
where \(\theta_{w}\) is the angle between \(w\) and \(x\).

Labels for relevant and irrelevant documents are thus \(y_i = 1\) and \(y_j = -1\), respectively, and
\[
w = \sum_{j} \alpha_j x_j - \sum_{k} \alpha_k x_k . . . . . . . . . . . (11)
\]
where \(j\) and \(k\) are indices of relevant and irrelevant documents, respectively.

The query update equation of the Rocchio-based method, as shown in Eq. (1), is transformed as follows:
\[
Q_{m+1} = Q_0 + \sum_{j} \beta_j x_j - \sum_{k} \gamma_k x_k . . . . . . . . (12)
\]
where \(Q_0\) is an initial query vector that is derived from a user’s initial input query.

A comparison of Eqs. (11) and (12) suggests that the vector \(w\) equation of SVM-based relevance feedback is equivalent to the query update equation of the Rocchio-based method when the initial query vector is a zero vector.

The degree of relevance determines the documents to be initially retrieved. The cosine similarity of the initial query is used in a SVM-based relevance feedback and the Rocchio-based method for determining the degree of relevance. Initially retrieved documents therefore contain words in the initial query and there is negligible difference between Eqs. (11) and (12).

Moreover, vector \(w\) in Eq. (11) does not include documents corresponding to nonsupport vectors with \(\alpha_i = 0\), and the update in Eq. (12) includes all document vectors containing nonsupport vectors. This shows that the SVM-based method weights all documents including \(\alpha_i = 0\), and the Rocchio-based method method weights relevant and irrelevant documents with constant values \(\beta\) and \(\gamma\), respectively.

The above discussion suggests that the equation of vector \(w\) for SVM-based relevance feedback is equivalent to the query update equation of Rocchio-based relevance feedback, and vector \(w\) is very similar to the updated query vector of Rocchio-based relevance feedback.

Furthermore, in Eq. (11), the SVM-based method decides the weights of individual document vectors as \(\alpha_i\). This weight \(\alpha_i\) is calculated to minimize structural risk under zero empirical risk. In contrast, in the Rocchio-based method, individual document vectors have the same weights as \(\beta\) and \(\gamma\). These parameters are labeled through trial and error.

In one study of text classification applying a Rocchio-based method, document weights were automatically decided by maximizing the break-even point at which recall is equal to precision [12]. This method needs training documents and evaluation documents, so applying it to relevance feedback is difficult.

A study was also conducted to automatically determine document weights for relevance feedback [13]. The study proposed a method to determine feedback weight \(\alpha\) for balancing queries and feedback documents in a Kullback-Leibler divergence retrieval model by machine learning. In this study, weight \(\alpha\) was determined through logistic regression by using heuristically selected features. This method needs training queries, however, and \(\alpha\) changes with these queries. The SVM-based method automatically decides weights by using feedback results. This method is therefore more feasible.

### 2.3. Improvement of Document Representation Based on Comparative Analysis

In the previous section, we showed that \(w\) of relevance feedback based on SVMs is equivalent to the query update equation of the Rocchio-based method. The degree of relevance in SVM-based method is evaluated as \(||x|| \cos \theta_{w}\) from Eq. (10) because unique values of \(w\) and \(b\) are determined from labeled document vectors. The degree of relevance in the Rocchio-based method is evaluated, however, as \(\cos \theta_{w}\), which denotes the cosine similarity of angle \(\theta_{w}\) between the document vector and the query vector.

This comparison suggests that the degree of relevance in the SVM-based method increases with target document vector \(||x||\). This means that the degree of relevance increases with a large \(||x||\) rather than a small \(\theta_{w}\). A document that includes many words therefore has high relevance, and a document that includes fewer words has low relevance. To avoid this problem, we define the degree of relevance in the SVM-based method as genuine cosine similarity \(\cos \theta_{w}\). A simple method for achieving this is to normalize a document vector.
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3. Cosine Kernel Based on Comparative Analysis

We substituted kernel $K$ for the dot product in Eq. (8). The kernel corresponds to a dot product in a feature space that is related to input space via nonlinear map $\Phi$, which can have high dimensionality:

$$K(x, x') = \Phi(x) \cdot \Phi(x').$$  \hspace{1cm} (13)

By using $K$, the classifier takes the form (cf. Eqs. (2) and (7)):

$$f(\Phi(x)) = w \cdot \Phi(x) + b = \sum_{i=1}^{\ell} \alpha_i y_i \Phi(x_i) \cdot \Phi(x) + b = \sum_{i=1}^{\ell} \alpha_i y_i K(x_i, x) + b.$$ \hspace{1cm} (14)

The dual optimization problem of Eq. (8) is rewritten to maximize

$$W(\alpha) = \sum_{i=1}^{\ell} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{\ell} \alpha_i \alpha_j y_i y_j K(x_i, x_j),$$ \hspace{1cm} (15)

with the same constraints.

We consider that kernel $K(x, x')$ has cosine similarity when the angle between the two vectors $x$ and $x'$ is $\theta$ such that

$$K(x, x') = \cos \theta = \frac{x \cdot x'}{|x||x'|}. \hspace{1cm} (16)$$

It can be seen from this equation that using cosine similarity as a kernel is equivalent to normalizing the document vector. We call this the "cosine kernel."

4. Experimental Evaluation

4.1. Experimental Setting

We proposed a cosine kernel that expresses distance in the SVMs by using cosine similarity. As seen from the comparative analysis developed in Sections 2 and 3, the cosine kernel theoretically has a function similar to normalizing document vectors in advance. Since the effectiveness of the cosine kernel had not been investigated, however, we needed to evaluate it through experiments with large data sets. This is the objective of these experiments.

We conducted various experiments on large document data sets and several document vector representations to examine the effect of the cosine kernel. Note that the purpose of these experiments is to experimentally investigate the effectiveness of our proposed method for various document vector representations rather than showing that our method outperforms state-of-the-art methods.

The document data set used was a set of articles in an ad hoc task, which was widely used in the 6th, 7th and 8th Text REtrieval Conferences (TREC). The data set has about 530,000 newspaper articles. Each TREC provides 50 retrieval problems and information on relevant documents for each retrieval problem. Hereafter, we call the retrieval problem a "topic." In these experiments, 150 topics were tested. Each topic had three tags: a title tag, a description tag, and a narrative tag. The title tag had two or three terms to describe the topic. The description tag introduced the topic. The narrative tag reported the topic. An example of a topic is shown in Fig. 2. Our experiments used two or three terms from the title tag as a query. Experiments also removed stopwords and created stemming for documents and queries.

We compared differences in document vector representations that were due to dependence on classification performance. We used Boolean, TF, and TFIDF methods to represent a document vector. The TFIDF used was

$$w(t, d) = \frac{\log(tf(t, d) + 1)}{\log(\text{uniq}(d))} \cdot \log \frac{N}{df(t)}.$$ \hspace{1cm} (17)

In this equation,

- $w(t, d)$ is the weight of term $t$ in document $d$.
- $tf(t, d)$ is the frequency of term $t$ in document $d$.
- $N$ is the total number of documents in a data set.
- $df(t)$ is the number of documents including term $t$.
- $\text{uniq}(d)$ is the number of different terms in document $d$.

One document vector has about 760,000 dimensions.

The SVM algorithm was implemented by using LibSVM software. The selection rule deciding which documents to display was "all documents are mapped onto feature space." The learned SVM classified the documents as relevant or irrelevant. Displayed documents were selected from the relevant area of SVMs. Top $S$-ranked documents, which were ranked by using the distance from the optimal
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hyperplane, were displayed to a user as results of the system’s information retrieval.

To compare the retrieval performance of our proposed method with that of other methods, we evaluated the following criterion:

$$P: \text{Precision of all displayed documents, where } P = \frac{N_{rel}}{N_{dis}}.$$ 

Here, $N_{rel}$ denotes the number of relevant documents among all displayed documents and $N_{dis}$ denotes the total number of displayed documents.

To compare the learning performance of our proposed method with that of other methods, we evaluated the following criterion:

$$P_{30}: \text{Precision within the top 30 documents, which is the proportion of relevant documents in the top 30 documents [13].}$$

The performance of relevance feedback changes with the number of evaluated documents [14]. It was thus necessary to change the number of evaluated documents and the number of feedback iterations in the experiment. The size $S$ of retrieved and displayed documents at each iteration was set at 10 or 20. Feedback iterations $M$ were decided according to the total number of displayed documents. In these experiments, we set the total number of displayed documents at 100, which includes initial search documents. When size $S$ of retrieved and displayed documents at each iteration was 10, feedback iterations $M$ were between 1 and 9. When $S$ was 20, feedback iterations $M$ were between 1 and 4.

4.2. Experimental Results

Experimental results for $P$ are shown in Figs. 3 and 4, and experimental results for $P_{30}$ are shown in Figs. 5 and 6. Vertical axes show $P$ or $P_{30}$, respectively, and horizontal axes show the number of feedback iterations. In these figures, 0 as the number of feedback iterations indicates the performance of initial retrieval, bold lines indicate results of the cosine kernel, and solid lines indicate results of a linear SVM.

These figures suggest that the cosine kernel showed better performance, especially when used with the TF method (comparison of lines with crosses in figures).

We furthermore compared the proposed method with the Rocchio-based method that applies normalized document vectors. Parameters of the Rocchio algorithm were $\beta = 1.0$, $\gamma = 0.5$ in a previous work that compared performances of SVM-based and Rocchio-based methods [15]. Experimental results for $P$ are shown in Figs. 7 and 8 and the experimental results for $P_{30}$ are shown in Figs. 9 and 10. These figures are results for TFIDF, which is the most popular document representation. Retrieval performance $P$ of the SVM was better than that of Rocchio when the number of feedback documents was over 30 ($M = 3$ or more at $S = 10$ in Fig. 3, and $M = 2$ or more at $S = 20$ in Fig. 4). Similarly, learning performance $P_{30}$ of SVM was better than that of Rocchio when $M = 2$ or more at $S = 10$ and $S = 20$ in Figs. 5 and 6, respectively.

5. Discussion

5.1. Effectiveness of Cosine Kernel

The degree of relevance in a SVM-based method is evaluated as $||x|| \cos \theta_w$ from Eq. (10). The degree of relevance in the Rocchio-based method, however, is evaluated as $\cos \theta_q$, which denotes the cosine similarity of angle $\theta_q$ between the document vector and the query vector. This comparison suggests that the degree of relevance in the SVM-based method increases with the length of document vector $||x||$. This means that the degree of relevance increases with a large $||x||$ rather than a small $\theta_w$. To avoid this problem, we proposed the cosine kernel, which
is equivalent to normalizing the document vector. Figs. 3 to 6 suggest that TF representation greatly improves document retrieval. TF representation is strongly affected by vector length. A comparison of displayed vector lengths $||x||$ with the SVM-based method when $m = 1, N = 10$ is shown in Table 1. The TF representation has some very large vectors compared with other representations. We consider these large vectors to have a negative effect on retrieval accuracy. The cosine kernel evaluates the angle between vectors without length, so the cosine kernel improves retrieval performance.

TFIDF is the most popular representation of document vectors in VSM. Calculating TFIDF requires the frequency of a term in a document (TF) and the number of documents that include a term (DF). TF can be calculated from one document. The calculation of DF, however, assumes that a whole document set is known. This assumption required for DF calculation is not satisfied in the retrieval of Web pages and microblogs [16, 17]. A whole document set is rarely obtained in such document retrieval. TF is therefore an important representation of documents, especially for document retrieval on the Web.

In contrast, Boolean and TFIDF approaches are effective in the early stage of feedback iteration, although the improvement in results gradually decreases as iteration progresses. For this reason, the display order is not changed significantly by $||x||$ because the classification accuracy of the discriminant hyperplane with SVMs gradually increases due to an iterative feedback process and $||x||$ does not change greatly, as Table 1 shows.

The high performance in the early stage of feedback iteration suggests that a small number of user evaluations is useful. The evaluation of documents in relevance feedback is a task with a high cognitive load for the user. The proposed method, which obtains high retrieval performance by using a small number of evaluations, therefore has significant advantages in usability and practical use.
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5.2. Performance Comparison Between Proposed Method and Rocchio Method

In order to verify the effectiveness of the proposed method, we compared the proposed method with a Rocchio-based method that applies normalized document vectors.

Figures 7 and 8 show that the proposed method had better retrieval performance than the Rocchio-based method when feedback was iterated. Figs. 9 and 10 show learning performance trends. The cause of low performance for the first feedback iteration is that active learning did not appear at that point because the system did not select training data actively.

As Figs. 7 and 8 show, the decay rate of the precision of the Rocchio-based method was larger than that of the proposed method. Drucker et al. also reported that the precision of the Rocchio-based method decreased as feedback was iterated [7]. A similar effect appeared in our experiments.

Table 1. Comparison of displayed vector lengths $||x||$ with the SVM-based method when $m = 1, N = 10$.

<table>
<thead>
<tr>
<th>Method</th>
<th>mean</th>
<th>median</th>
<th>min</th>
<th>max</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>23.0</td>
<td>16.1</td>
<td>2.6</td>
<td>118.7</td>
<td>20.1</td>
</tr>
<tr>
<td>TF</td>
<td>248.4</td>
<td>77.7</td>
<td>3.5</td>
<td>12258.6</td>
<td>724.2</td>
</tr>
<tr>
<td>TFIDF</td>
<td>29.1</td>
<td>16.2</td>
<td>3.2</td>
<td>228.4</td>
<td>32.9</td>
</tr>
</tbody>
</table>

SD: Standard Deviation

6. Conclusions

The degree of relevance in an SVM-based retrieval system was evaluated by using the signed distance from the optimal hyperplane. It was not clear, however, how the signed distance in SVMs had characteristics of vector space model. In this paper, we formulated the degree of relevance by using the signed distance to SVMs and analyzed it comparatively with a conventional Rocchio-based method. We showed that the degree of relevance is expressed as $||x|| \cos \theta_w$, where $\theta_w$ was the angle between document vector $x$ and vector $w$. The equation of vector $w$ for SVM-based relevance feedback was equivalent to the query update equation of Rocchio-based relevance feedback, and vector $w$ was very similar to the updated query vector of Rocchio-based relevance feedback.

We then proposed a cosine kernel that denotes cosine similarity, suitable for SVM-based interactive document retrieval, from comparative analysis. Since the effectiveness of the cosine kernel had not been investigated, however, we needed to evaluate it through experiments with large data sets. We thus conducted various experiments on large TREC data sets to examine the effect of the cosine kernel. We compared differences in document vector representation that were due to dependence on classification performance. We used Boolean, TF, and TFIDF methods to represent a document vector. In particular for TF representation, our proposed approach was demonstrated experimentally to show better performance.

We furthermore compared the proposed method with a conventional Rocchio-based method that applies normalized document vectors. The proposed method had better retrieval performance than the Rocchio-based method when feedback was iterated.

In future work, we will study extending our comparative analysis to interactive information retrieval with other classification learning excluding SVMs.
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