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Abstract— Dynamic consolidation techniques optimize resource utilization and reduce energy consumption in Cloud data centers. They should consider the variability of the workload to decide when idle or underutilized hosts switch to sleep mode in order to minimize energy consumption. In this paper, we propose a Reinforcement Learning-based Dynamic Consolidation method (RL-DC) to minimize the number of active hosts according to the current resources requirement. The RL-DC utilizes an agent to learn the optimal policy for determining the host power mode by using a popular reinforcement learning method. The agent learns from past knowledge to decide when a host should be switched to the sleep or active mode and improves itself as the workload changes. Therefore, RL-DC does not require any prior information about workload and it dynamically adapts to the environment to achieve online energy and performance management. Experimental results on the real workload traces from more than a thousand PlanetLab virtual machines show that RL-DC minimizes energy consumption and maintains required performance levels.
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I. INTRODUCTION

As the world of computing has become very large and complex, cloud computing as a popular model delivers the computing resources on a pay-as-you-go basis. The major IT companies, such as Microsoft, Google, Amazon, and IBM are operating large-scale data centers around the world to handle the ever-increasing demand. However, the growing demand of Cloud infrastructure has considerably increased the energy consumption of data centers, which has become a critical issue. A 3% reduction in energy cost for a large company like Google can translate into over a million dollars in cost savings [1]. High energy consumption not only translates to the high cost, but also leads to high carbon emissions which are not environmentally friendly. Energy costs are increasing, data center equipment is stressing power and cooling infrastructures, and the main issue is not the current amount of data center emissions but the fact that these emissions are raising faster than any other carbon emission [2].

One of the most important reasons for energy inefficiency in data centers is the idle power wasted when servers run at a low load. Even at a very low utilization, such as 10% CPU usage, the power consumed is over 50% of the peak power [3]. Dynamic consolidation has proven to be an effective technique for power reduction in data centers by turning off idle or under-utilized servers [3-5]. However, achieving the desired level of Quality of Service (QoS) between user and a data center is critical. Therefore, the dynamic consolidation can save energy while maintaining an acceptable QoS. The QoS requirements are formalized via Service Level Agreement (SLA) that describes such characteristics as minimal throughput, maximal response time or latency delivered by the deployed system. Moreover, virtualization is the most popular power management and resource allocation technique used by a data center. It allows a physical server (host) to be shared among multiple Virtual Machines (VMs) where each VM can run multiple application tasks. The CPU and memory resources can be dynamically provisioned for a VM according to the current resource requirements. This makes virtualization perfectly fit for the requirements of energy efficiency in a data center [4].

Reinforcement learning (RL) [7] is a machine learning paradigm that has been applied for energy management in large-scale systems. In RL, a decision-maker or agent percepts the environment and chooses an action at each state. After each action execution, the agent receives a feedback indicating the quality of the applied action. The final goal of the agent is to learn a policy for selecting the best action among all possible actions.

In this paper, we present a dynamic VM consolidation method to optimize the number of active hosts according to the current resources utilization. The method needs to make intelligent decision on when switch a host into the active or sleep power mode. For this purpose, the proposed consolidation method utilizes a learning agent. The agent learns host power mode detection policy through Q-learning which is a strong method of RL. In Q-learning [9], the agent learns on-line through experience from the environment and utilizes its knowledge to find an effective control policy for the given task. Thus, Q-learning provides a self-optimizing controller design without a prior knowledge of the environment. Results obtained from the real workload clearly show that our dynamic consolidation method based on RL outperform other dynamic consolidation schemes [10] in terms of energy consumption and SLA violation.
The remainder of this paper is structured as follows. Related work is discussed in Section II. The Q-learning algorithm is described in Section III. The proposed system architecture and consolidation method are discussed respectively in Section IV and V. The learning agent as a part of consolidation method explained in Section VI. The results are given in Section VII, together with a description of the simulation environment used to evaluate the performance of the proposed consolidation method. Finally, we summarize and conclude in the last section.

II. RELATED WORK

In recent years, significant research has been done to reduce the energy cost in the cloud data centers. The pMapper [11] presents a power-aware application placement controller in virtualized heterogeneous systems for minimizing power consumption and migration cost at each time frame. In [12] a dynamic server migration is described to improve the amount of required capacity and the rate of SLA violation. It predicts variable workloads over intervals shorter than the time scale of demand variability. This work focuses on dynamic consolidation utilizing but it does not perform energy-aware placement on servers. Moreover, the sandpiper [13] implements heuristic algorithms to control VMs migration. It determines which VM to migrate from an overloaded server, where to migrate it, and a resource allocation for the virtual machine on the target server.

In some approaches, the VM consolidation have formulated as an optimization problem [13][14][15]. Although an optimization problem is associated with constraints like data center capacity and SLA. Therefore, these works utilize a heuristic method for the multi-dimensional bin packing problem as an algorithm for the workload consolidation. Data centers are bins and VMs are objects, with each data center being one dimension of the size. Algorithms solve this problem to minimize the number of bins while packing all the objects. The VirtualPower architecture [16] utilizes a power management system based on local and global policies. On the local level, the system leverages guest operating system’s knowledge of workloads.

Machine learning approaches have been investigated for resource and power management in the large-scale distributed systems such as computational grid and cloud. The task consolidation policy in [2] executes all tasks with a minimum number of resources and takes scheduling as a main role in reducing power consumption. The work used a machine-learning approach that learns from the current information of the system, such as power consumption level, CPU loads and completion time; and this contributes to improving the quality of scheduling decisions. The objective of that policy is to maximize user satisfaction without increasing power consumption. In [18] an online learning algorithm is proposed that dynamically selects different experts to make power management decisions at runtime, where each expert is a predesigned power management policy. Different experts outperform each other under different workloads and hardware characteristics.

In addition, recent studies showed the feasibility of RL approaches in resource allocation [19][20], power management [2][21] and self-optimizing memory controller [22]. In [20] allocates servers among multiple web applications dynamically using online hybrid RL to maximize the expected sum of SLA payments in each application. This hybrid approach allows the RL controller to bootstrap from existing management policies, substantially reducing learning and costliness. The effectiveness of the approach is tested in the context of a simple data center prototype. Moreover, in [21], a system level power management policy based on RL provided 24% reduction in power. It learns the optimal policy without any prior information of workload. The authors set the delay in producing an action as a performance constraint while minimizing power consumption. Considering the existing machine learning based power management techniques, the RL based learning can explore the trade-off in the power-performance design space and converging to a better power management policy.

Compared to the previous works, this work offers the following major contributions:

1. We present a dynamic consolidation method that minimizes energy cost, while meeting the performance guarantees. In order to reduce energy consumption, this method switches an underutilized hosts to the sleep mode after all VMs migration from the host. Moreover, the method turns on the sleep hosts to avoid the SLA violation of this host when the amount of workload increases. For this purpose, we utilize a CPU usage prediction algorithm to forecast an over-loaded host. The prediction algorithm is presented in a previous work [23] to predict the short-term future resource utilization based on linear regression.

2. As the proposed dynamic consolidation method use a learning agent, it is called Reinforcement Learning–based Dynamic Consolidation algorithm (RL-DC). The learning agent decides about the power mode of each host in a data center according the current resource usage. The agent learns the host power mode detection policy at runtime through the Q-learning technique. It is achieved by trying an action in a certain system state, and adjusting the action when this state is re-visited next time based on the penalty value that is calculated after all power mode changes. Therefore, the learning agent, as an essential part of consolidation method, can learn online the host power mode detection without prior knowledge of workloads.

3. We apply the RL-based dynamic consolidation technique in a large-scale data center. The performance of proposed consolidation method is evaluated by CloudSim simulation on the real workload traces that is obtained from more than a thousand VMs from servers located at more than 500 places around the world. It learns the best power mode detection policy that gives the minimum energy consumption for a given performance constraint.
III. REINFORCEMENT LEARNING

In Reinforcement Learning (RL), an agent can obtain the optimal solution by trial-and-error interaction with a dynamic environment without prior knowledge about the environment. In general, a framework for RL consists of [7][8]:

- State space $S$: a set of states that agent can perceive from the environment.
- Action space $A$: a set of actions that agent can perform.
- A reinforcement signal $r$: a signal that agent receives from the environment. In fact, this signal reflects the success or failure of the system after an action has occurred. In this paper, we consider the signal as a penalty value that the agent pays for performing an action. So, the agent aims to minimize its average long-term penalties during the learning process.

Q-learning is one of the most popular RL methods that employed in many research areas. At each iteration of Q-learning algorithm, the agent first observes the current system state $s$ and chooses the action $a$. After performing the action, the system moves to the next state $s'$ and the agent also receives the reinforcement signal $r$. The signal updates the Q-value based on the following equation at the beginning of next iteration.

$$Q(s, a) = Q(s, a) + \alpha [r + \gamma \min_{a' \in A} Q(s', a') - Q(s, a)] \tag{1}$$

where $Q(s, a)$ represents the expected long-term cost of taking action $a$ in state $s$. The learning rate $\alpha$ is determined which rate the new information overwrites the old one. Learning rate can take a value between zero and one; the value of zero means that no learning takes place by the algorithm; while the value of one indicates that only the most recent information is used. The discount factor $\gamma$ is a value between 0 and 1 which gives more weight to the penalties in the near future than the far future. The next time an agent visits state $s$ again, it selects the action with the minimum Q-value. The policy $\pi$ for choosing the best action in state $s$ is:

$$\pi(s) = \min_{a \in A} Q(s, a) \tag{2}$$

Therefore, the learning agent’s goal is to find the optimal policy $\pi$, mapping states to actions. The standard Q-learning algorithm has several stages as follows:

Algorithm 1. Q-learning

1. For each $s$ and $a$, initialize $Q$-values to zero.
2. Observe the current state $s$.
3. Select action $a$ through one of these methods and execute it:
   - Exploration or random
   - Exploitation by Equation (2)
4. Receive reinforcement signal $r$
5. Observe the new state $s'$ and update $Q(s, a)$ using Equation (1).
6. $s \leftarrow s'$
7. Go back to step 1.

There are two ways for selecting an action from the possible actions in every state:

- Exploration or random action selection: at the beginning of learning, optimal actions are not chosen yet. Therefore, the agent chooses an action randomly.
- Exploitation: actions are selected according to learned policy $\pi$.

IV. SYSTEM MODEL

We consider a large-scale data center as a resource provider that consists of $m$ heterogeneous physical nodes. Each node has a processor, which can be multi-core, with performance defined in Millions Instructions Per Second (MIPS). Besides that, a host is characterized by the amount of memory, processing capacity and network bandwidth. Several users submit requests for provisioning of $n$ VMs characterized by requirements to CPU performance, RAM, network bandwidth and disk storage. Initially, the VMs are allocated according to the requested characteristics assuming 100% CPU utilization. The length of each request specifies by millions of instructions (MI). As the VMs experience dynamic workloads, the CPU usage by a VM arbitrarily varies over time. In order to reduce SLA violation and energy consumption, VMs consolidate on the minimum number of hosts according to the current requested resources. When the utilization of resources on a host is low, all VMs reallocate to other hosts and the under-loaded host switch to the sleep mode. In addition, some VMs on a host must be migrated in order to reduce SLA violation while the host becomes overloaded. The quality of VM consolidation algorithm can improve using a learning agent to determine the host power mode (sleep or active). The agent learns the efficiency of resource allocation and energy consumption based on Q-learning.
migrate from a host to other hosts if the host mode is active and it becomes over-loaded. So, the VM consolidation uses the VM selection policy to choose which VM to migrate from the over-loaded host. Finally, the consolidation algorithm generates an allocation map and sends it to VMM. The allocation map determines which VM should be allocated to which host.

(3) VMs migration commands. The VMMs perform reallocation of some VMs according to the received allocation map from VM consolidation. So, the VMM sends the migration commands to VMs that should be migrated to other hosts.

V. REINFORCEMENT LEARNING-BASED DYNAMIC CONSOLIDATION METHOD

In this paper, a dynamic consolidation method is proposed in order to reduce energy cost and SLA violation of data center and named Reinforcement Learning–based Dynamic Consolidation (RL-DC) algorithm. RL-DC can dynamically adapt a number of active hosts to the variable workload. An important part of the consolidation algorithm, is to decide whether (1) additional host are required to provide efficient resource utilization with an increasing workload, or (2) redundant hosts can be put sleep to save energy or (3) the current amount of hosts is sufficient. To make this decision, a learning agent is assumed as an essential part of RL-DC. The details of the proposed consolidation algorithm are presented in Algorithm 2.

Algorithm 2. RL-DC

1. for each host h do
2.   powerMode ← learningAgent(h)
3.   if (powerMode = sleep && currentMode ≠ sleep) then
4.     for each VM on host h do
5.       selectedHost ← VMAllocation(VM)
6.       migrate VM to selectedHost
7.     end for
8.   end if
9. end for
10. if (powerMode = active) then
11.   if (currentMode ≠ active) then
12.     switch the host h to active mode
13. end if
14. predictUtil ← LiRCPU(h, CurrUtil)
15. while (predictedUtil > AvailableUtil) do
16.   selectedVM ← VMSelection(h)
17.   selectedHost ← VMAllocation(selectedVM)
18.   migrate selectedVM to selectedHost
19. end while
20. end if
21. end for

The agent first percepts the information about the current power consumption, total CPU utilization and power mode of hosts at beginning a time slot. The time between two iteration of the consolidation algorithm is called the time slot. Then, the host power mode (active or sleep) in the next time slot based on this information and its experience of previous host state is determined by the agent (line 2). The RL-DC algorithm optimizes the resource allocation according to the specified power mode of hosts. While the learning agent decides a host should be switched to the sleep, RL-DC migrate all VMs from the host to other hosts (line 3-9). The VM allocation algorithm (Algorithm 3) selects a host to allocate VM from the host that must be switched to the sleep mode (line 5). Therefore, the energy cost and CO2 emissions can be reduced in a data center by switching the under-loaded hosts to the sleep mode. Moreover, when the host power mode is decided to be active and the current mode is not the active mode; the host will be switched to the active mode (line 11-13). RL-DC employs a prediction method, LiRCPU, to avoid the SLA violation (line 14). Based on the past CPU utilization values in a host, LiRCPU approximates a function based on the linear regression [23]. The function can forecast the short-term utilization of host by considering on the historical data of usage. If the predicted usage exceeds of available host usage, the host becomes over-loaded. So some VMs on the host must migrate to other hosts before a SLA violation happen (while loop). The VM selection algorithm selects which VM should be migrating to other hosts (line 16). The selected VM reallocate to the host that is chosen with the VM allocation algorithm (line 17 and 18).

When RL-DC needs to select a host for allocating a VM, it uses the VM allocation policy. This policy first finds the hosts are not be over-loaded at current and next times after VM allocation (NotOverLoadedList). This means these hosts have free resources that can be shared among VM. Then, it chooses a host from NotOverLoadedList so that the power increasing is minimize after VM allocation (Selected host). Algorithm 3 describes the proposed VM allocation algorithm.

Algorithm 3. VM Allocation

Input: VM
Output: selectedHost

1. for each host from hostList do
2.   predictUtil ← LiRCPU(h, CurrUtil)
3. if (availableUtil > predictedUtil + RequestedUtilByVM) then
4.   NotOverLoadedList ← h
5. end if
6. end for
7. minPower ← MAX
8. for each host from NotOverLoadedList do
9.   power ← estimatePower(host, VM)
10. if (power < minPower) then
11.   selectedHost ← host
12.   minPower ← power
13. end if
14. end for
15. return selectedHost

Since we compared the proposed consolidation with four algorithms in [6], we assumed the same VMs selection policy on these algorithms. This policy is named Minimum Migration Time (MMT) because it selects a VM for migration that requires the minimum migration time than other VMs on the host. The migration time is calculated with dividing the memory assigned to the VM, by the available network bandwidth between the original and the target host. Since all network links has 1GBPS bandwidth in our simulation, only the amount of RAM utilized on the VM is considered as migration time measure.
VI. LEARNING AGENT

An efficient consolidation method should reduce the number of active hosts according to the current workload. It needs to make intelligent decisions on when to put the hosts into the sleep or active power mode. For this reason, we propose a learning agent as an important part of RL-DC. The agent specifies the host power mode based on past history of data and improves itself as the environment changes. For this purpose, it learns online the host power mode detection policy upon incoming requests and adjusts the policy accordingly through Q-learning. The agent first perceives the current state space consisting status of all hosts at the beginning of the current time slot \( t \). The state space set \( S \) includes of \( m \) members, where \( m \) is the number of host in the data center. Each element of \( S \) represents the current total requested CPU utilization of all VMs on a host. Since recent studies show the CPU utilization has a linear relationship on power consumption, when dynamic voltage and frequency scaling is applied. The power consumption by servers can be accurately described by a linear relationship between the power consumption and CPU utilization [10] [25]. Therefore, the resource capacities of the host and resource usage by VMs are characterized by a single parameter, the CPU performance.

The agent performs an action based on the observed state. The action space is defined as a set \( A = \{PM_{\text{active}}, PM_{\text{sleep}}, ..., PM_{\text{all}}\} \), with \( n \) members that indicate the all power mode of hosts. Each element of set \( A \), \( PM_{\text{active}} \), represents the power mode of host \( i \) (active, sleep) on next time slot \( t+1 \). The RL-DC switches each host to the specified power mode based on the agent decision. Then, the agent calculates the action penalty as the reinforcement signal after changing all power modes at the beginning of the time slot \( t+1 \). As the main objective of RL-DC is to minimize the energy cost and SLA violation values, calculating the penalty value \( P \) consisting of two values: the SLA violation penalty and the energy consumption penalty.

\[
P_t = P_t(SLA) + P_t\text{(power)} \tag{3}
\]

A. The SLA violation penalty

Achieving desirable QoS requirements is extremely important for a Cloud computing environment. The QoS requirements are commonly defined in term of SLA that describes such characteristics as throughput or response time. Since these characteristics can change for different applications, it is necessary to define a metric that is independent of workload and it can be used to evaluate the SLA delivered to any VM deployed in a data center. We computed the SLA violation as the difference between the requested MIPS (\( U_r \)) by all VMs and the actually allocated MIPS (\( U_a \)) over a time slot.

\[
SLA_t = \sum_{i=1}^{n} (U_r - U_a)
\]

where \( n \) is the number of VMs. The penalty of SLA violation is calculated by dividing the SLA value after action \( a_t \) execution by the value of SLA before performing an action.

\[
P_t(SLA) = \frac{SLA_{t+1}}{SLA_t} \tag{4}
\]

If the current SLA violation is less than the previous time slot \( (SLA_{t+1} < SLA_t) \), the value of penalty is small than one. It means the chosen action by the agent is a proper action to minimize the SLA violation.

B. The power consumption penalty

Our simulation environment is an extension of the CloudSim 3.0 toolkit [26]. We have selected two server configurations in CloudSim: HP ProLiant ML110 G4 (Intel Xeon 3040, 2 cores -1860 MHz, 4 GB) and HP ProLiant ML110 G5 (Intel Xeon 3075, 2 cores- 2660 MHz, 4 GB). Table I illustrates the power consumption characteristics of the selected servers in the simulator. The reason why we have not chosen servers with more cores is that it is important to simulate a large number of servers to evaluate the effect of consolidation. Nevertheless, dual-core CPUs are sufficient to evaluate resource management algorithms designed for multi-core CPU architectures [6].

The power consumption penalty is measured by dividing the power consumption value at current time slot by the power consumption of previous time slot. So, \( P_t\text{(power)} \) represents the total power consumption penalty of \( m \) hosts.

\[
P_t\text{(power)} = \sum_{i=1}^{m} \left( \frac{\text{power}_{i+1}}{\text{power}_{i}} \right) \tag{5}
\]

All of VM consolidation and allocation are completed at the beginning of next time slot \( t+1 \). Then the Q-value that is related for each pair of action and state of time slot is updated through the total penalties value \( (P_t) \). We suppose a 50-50 weight is assigned to old and new information \( (\alpha = 0.5) \). Thus simple weighting assignment has performed the best compared to other cases, so that a value of 0.7 is assigned to \( \gamma \). Therefore, the equation (1) is rewritten as:

\[
Q(s_t, a_t) = Q(s_t, a_t) + 0.5 \left[ P_t \cdot 0.7 \min_{s, a} Q(s, \hat{a}) - Q(s_t, a_t) \right]
\]

The Q-value of state-action pair, \( Q(s,a) \) represents the expected total power and SLA violation caused by the action \( a \) taken in the state \( s \). When the agent observes the state \( s \) next time, it selects the power mode of hosts that is provided the minimum Q-value. The best action that has the lowest Q-value (SLA violation and power consumption) will be selected by the learning agent. So, the proposed dynamic consolidation

<table>
<thead>
<tr>
<th>Server</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP ProLiant G4</td>
<td>86</td>
<td>89.4</td>
<td>92.6</td>
<td>96</td>
<td>99.5</td>
<td>102</td>
<td>106</td>
<td>108</td>
<td>112</td>
<td>114</td>
<td>117</td>
</tr>
<tr>
<td>HP ProLiant G5</td>
<td>93.7</td>
<td>97</td>
<td>101</td>
<td>105</td>
<td>110</td>
<td>116</td>
<td>121</td>
<td>125</td>
<td>129</td>
<td>133</td>
<td>135</td>
</tr>
</tbody>
</table>

Table I. The power consumption at different load levels in Watts
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The algorithm can achieve the performance and power trade-off in cloud data centers. The pseudo code of learning agent algorithm can be summarized in six steps:

**Algorithm 4. Learning Agent**

1. Percepts the current state $s_t$ at the beginning time slot $t$.
2. Select an action $a_t = \text{(active/sleep)}$ based on static threshold or by using Equation (2) (agent knowledge).
3. Calculate the SLA violation penalty $P_{\text{SLA}}$ using Equation (4).
4. Calculate the power consumption penalty $P_{\text{power}}$ using Equation (5).
5. Compute the total penalty $P_t$ after all power mode changes using Equation (6).
6. Update the $Q(s_t,a_t)$ value using Equation (6).

During the beginning of the learning process and whenever the agent has not visited the current state before, an action is based on static lower threshold. The threshold is more efficient than the random selection in the standard Q-learning.

If the host utilization exceeds of 40% of the total amount of CPU available capacity on the host, the agent set the sleep mode of host to active. Otherwise, the host is under-loaded and it should be switch to the sleep mode.

**VII. SIMULATION RESULTS**

To evaluate the efficiency of our approach, implementations have been performed on the CloudSim toolkit. CloudSim is becoming increasingly popular in the cloud computing community due to it support for flexible, scalable, efficient, and repeatable evaluation of provisioning policies for different applications [26]. We simulated a data center comprising 800 heterogeneous hosts. The number of VMs depends on the type of workload: random or real workload. In random workload, the users submit requests for provisioning of 800 heterogeneous VMs that fill the full capacity of the simulated data center. Each VM runs an application with a variable workload, which is modeled to generate the utilization of CPU according to a uniformly distributed random variable. The application runs for 150,000 MI that is equal to 10 minutes of the execution on 250 MIPS CPU with 100% utilization. In real workload, the number of VMs on each day is specified in Table II. Real workload data is provided as a part of the CoMon project, a monitoring infrastructure for PlanetLab [27]. In this project, the CPU utilization data is obtained from more than a thousand VMs from servers located at more than 500 places around the world. Data is collected every five minutes and is stored in a variety of files. We selected five days from the workload traces collected during April 2011 of the project. During the simulation, each VM is randomly assigned a workload trace from one of the VMs from the corresponding day. The characteristics of the VM types correspond to Amazon EC2 instance type with the only exception that all the VMs are single-core, which is explained by the fact that the workload data used for the simulations come from single-core VMs.

We compared the RL-DC method with three algorithms in [10] which are presented heuristics for dynamic reallocation of VMs with workloads originating from web applications and online services. The main idea of these algorithms is to set upper and lower utilization thresholds and keep the total CPU utilization of a node between these bounds. When the upper bound is exceeded, VMs are reallocated for load balancing and when the utilization of a host drops below the lower bound, VMs are reallocated for consolidation. The algorithms adopt the utilization threshold dynamically based on the Median Absolute Deviation (MAD), the Interquartile Range (IQR) and Local Regression (LR) approach to estimate the CPU utilization. In addition, we consider the static threshold method (THR) in [10] that monitors the CPU utilization and migrates a VM when the current utilization exceeds of 80% of the total amount of CPU available capacity on the host. We supposed two metrics for performance evaluation of proposed dynamic VM consolidation process based on the Q-learning.

**A. Average SLA violation percentage**

This metric represents the percentage of average CPU performance that has not been allocated to an application when requested, resulting in performance degradation [5]. It is calculated by Equation (7) as a fraction of the difference between the requested by all VMs and the actually allocated MIPS relatively to the total requested MIPS over the life-time of the VMs, where $n$ is the number of VMs.

$$\text{SLA} = \frac{\sum_{t=1}^{n} \int (U_r(t) - U_a(t))dt}{\sum_{t=1}^{n} \int U_a(t)dt}$$  \hspace{1cm} (7)$$

Table III illustrates the SLA violation levels caused by the RL-DC, THR, MAD, IQR and LR methods in the random workload. RL-DC can reduce the percentage of SLA violation rate more efficiently than other techniques. The obtained results can be explained by the fact that the RL-DC avoids the SLA violation by the over-loaded host prediction. Moreover, it learns to minimize the SLA violation by considering the current resource requirements.
Table IV demonstrates the percentages of average SLA violation for the real workload. The results show the RL-DC lead to significantly less SLA violation than other four benchmark algorithm. The reason is that the RL-DC learn to switch the host to the active mode before a SLA violation happens. Moreover, VM allocation algorithm allocates the VM on a host that it does not becomes over-utilized in short-time.

Table IV. Average SLA violation percentage in the real workload

<table>
<thead>
<tr>
<th>Date</th>
<th>RL-DC(%)</th>
<th>THR(%)</th>
<th>MAD(%)</th>
<th>IQR(%)</th>
<th>LR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 April</td>
<td>8.43</td>
<td>10.07</td>
<td>10.11</td>
<td>10.05</td>
<td>10.05</td>
</tr>
<tr>
<td>9 April</td>
<td>8.62</td>
<td>10.25</td>
<td>10.05</td>
<td>10.01</td>
<td>10.16</td>
</tr>
<tr>
<td>11 April</td>
<td>9.05</td>
<td>10.08</td>
<td>10.10</td>
<td>10.01</td>
<td>10.41</td>
</tr>
<tr>
<td>12 April</td>
<td>9.65</td>
<td>10.27</td>
<td>10.04</td>
<td>10.17</td>
<td>10.45</td>
</tr>
<tr>
<td>20 April</td>
<td>9.80</td>
<td>10.75</td>
<td>10.49</td>
<td>10.35</td>
<td>11.28</td>
</tr>
</tbody>
</table>

B. Energy consumption

This metric is the total energy consumption by the physical resources of a data center caused by the application workloads. Table I illustrates the power consumption characteristics of the selected servers in the simulator. Since the utilization of the CPU may change over time due to the workload variability. Thus, the CPU utilization is a function of time and is represented as $U(t)$. Therefore, the total energy consumption by a physical node (E) can be defined as an integral of the power consumption function over a period of time as shown in Equation (8).

$$ E = \int_{t_0}^{t_1} P(U(t)) dt \quad (8) $$

Figure 2 shows the proposed dynamic VM consolidation based on RL can bring higher energy saving in comparison to other policies without learning of previous information. By enabling the learning algorithms presented in the RL-DC, a significant reduction of the energy consumption of 12.5%, 19.4%, 22.6% and 28.5% can be reached by comparing LR, MAD, THR and IQR in the real workload on 11 April, respectively.

In addition, Figure 3 shows the RL-DC consumes less power than other benchmarks algorithms in the random workload. The proposed method can learn to detect an under-utilized host through the learning agent and allocated all VMs to other hosts for switching it to the sleep mode. Moreover, VMs allocate to hosts which are increases the least power consumption in a data center. So, with learning ability that is presented in this paper, we can achieve a significant reduction of 15.6%, 33.6%, 44.3% and 46.8% of the energy consumption can be reached compared to LR, THR, MAD and IQR methods in the random workload, respectively.

VIII. CONCLUSION

In this paper, we presented a dynamic consolidation method to reduce power consumption and SLA violation in the cloud data centers. It employs the reinforcement learning approach to learn the host power mode detection policy without prior knowledge of the environment and workload. Therefore, the method can adapt the number of active hosts to the current resources requirements. Compared with the existing dynamic consolidation methods in CloudSim simulation, the proposed reinforcement learning-based dynamic consolidation method is able to minimize energy cost and SLA violation rate efficiently.
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