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ABSTRACT

As a soft computing tool, rough set theory has become a popular mathematical framework for pattern recognition, data mining and knowledge discovery. It can only deal with attributes of a specific type in the information system by using a specific binary relation. However, there may be attributes of multiple different types in information systems in real-life applications. Such information systems are called as composite information systems in this paper. A composite relation is proposed to process attributes of multiple different types simultaneously in composite information systems. Then, an extended rough set model, called as composite rough sets, is presented. We also redefine lower and upper approximations, positive, boundary and negative regions in composite rough sets. Through introducing the concepts of the relation matrix, the decision matrix and the basic matrix, we propose matrix-based methods for computing the approximations, positive, boundary and negative regions in composite information systems, which is crucial for feature selection and knowledge discovery. Moreover, combined with the incremental learning technique, a novel matrix-based method for fast updating approximations is proposed in dynamic composite information systems. Extensive experiments on different data sets from UCI and user-defined data sets show that the proposed incremental method can process large data sets efficiently.

1. Introduction

Rough set theory, proposed by Pawlak [23–26], is a powerful mathematical tool for analyzing various types of data. It can be used in an attribute value representation model to describe the dependencies among attributes, evaluate the significance of attributes and derive decision rules [11,18,27,31]. Since the classical rough set model can only be used to deal with categorical attributes, many extended rough set models have been developed for attributes of multiple different types, such as numerical ones, set-valued ones, interval-valued ones and missing ones [6,8,9,11,13,15,32,33]. For example, Hu et al. generalized classical rough set model with a neighborhood relation to deal with numerical attributes [9,11]. Guan et al. defined a tolerance relation and used the maximal tolerance classes to derive optimal decision rules from set-valued information systems [8]. Qian et al. used a binary dominance relation to process set-valued data in set-valued ordered information systems [28]. Leung et al. defined z-tolerance relations and employed the z-misclassification rate for rule acquisition from interval-valued information systems [15]. In incomplete information systems, the toleration and similarity relations as well as the limited tolerance relation were proposed respectively to
deal with missing data in [13,32,34], Grzymala-Busse combined the toleration and similarity relations and presented characteristic relations for missing data in incomplete information systems [6].

In real-life applications, there are attributes of multiple different types in information systems, e.g., categorical ones, numerical ones, set-valued ones, interval-valued ones and missing ones. Such information systems are called as composite information systems. Most of the rough set based methods fail to deal with more than attributes of two different types. To solve this problem, Abu-Donia proposed multi knowledge based rough approximations using a family of finite number of relations [1]. In our previous work, we introduced the composite rough set model and proposed the basic idea to deal with attributes of multiple different types [38]. Here, we continue with this work and improve the composite rough set model. In addition, a matrix-based method is introduced into our work. It helps compute the approximations, positive, boundary and negative regions intuitively from the composite information system and composite decision table. To adapt to the dynamic changes of the composite information system, we employ an incremental technique and propose a matrix-based incremental method for fast updating the approximations from dynamic composite information systems. Extensive experiments on different data sets from UCI and user-defined data sets show that the proposed matrix-based incremental method can process large data sets efficiently.

The remainder of this paper is organized as follows: Section 2 introduces basic concepts of rough sets and its extended models. Section 3 proposes the composite rough set model to deal with attributes of multiple different types. Section 4 gives matrix-based methods for computing the approximations, positive, boundary and negative regions in composite information systems. Section 5 presents matrix-based incremental methods for updating the approximations in dynamic composite information systems. Section 6 designs and develops the static and incremental algorithm based on matrix for computing and updating the approximations in composite information systems. In the Section 7, the performances of static and incremental methods are evaluated on UCI and user-defined data. Section 8 discusses about some related work on rough sets using matrix-based and incremental techniques. The paper ends with conclusions and further research work in Section 9.

2. Rough set models

In this section, we first briefly review the concepts of rough set model as well as its extensions [7–9,11,13,23,32].

2.1. Classical rough set model

Given a pair $K = (U,R)$, where $U$ is a finite and non-empty set called the universe, and $R \subseteq U \times U$ is an indiscernibility relation on $U$. The pair $K = (U,R)$ is called as an approximation space. $K = (U,R)$ is characterized by an information system $IS = (U,A,V,f)$, where $U$ is a non-empty finite set of objects; $A$ is a non-empty finite set of attributes; $V$ is a domain of attribute $a$; $f: U \times A \rightarrow V$ is an information function such that $f(x,a) \in V_a$ for every $x \in U, a \in A$. Let $B \subseteq A$, in the classical rough set model, a binary indiscernibility relation $R_B$ is defined as follows:

$$R_B = \{(x,y) \in U \times U | f(x,a) = f(y,a), \ \forall a \in B\}$$ (1)

$R_B$ is an equivalence relation, and $[x]_{R_B}$ denotes an equivalence class of an element $x \in U$ under $R_B$, where $[x]_{R_B} = \{y \in U | x R_B y\}$.

Classical rough set model is based on the equivalence relation. The elements in an equivalence class satisfy reflexive, symmetric and transitive. It does not allow the non-categorical data (e.g., numerical data, set-valued data, and interval-valued data) and requires the information table should be complete. However, non-categorical data appears frequently in real-life applications [6,10,13,28]. Therefore, it is necessary to investigate the situation of non-categorical data in information systems. In what follows, we introduce several representative rough set models [8,11], which will be used in our examples. More rough set models for dealing with non-categorical data are available in the literatures [7,10,13,15,21,28,37].

2.2. Neighborhood rough set model

To deal with numerical data in neighborhood information systems, Hu et al. first employed a neighborhood relation and proposed neighborhood rough sets [9,11].

**Definition 1** ([9,11]). Let $B \subseteq C$ be a subset of attributes, $x \in U$. The neighborhood $\delta_B(x)$ of $x$ in $B$ is defined as

$$\delta_B(x) = \{y \in U | d_B(x,y) \leq \delta\}$$ (2)

where $d$ is a distance function. $\forall x, y, z \in U$, it satisfies:

(I) $d(x,y) \geq 0, d(x,y) = 0$ if and only if $x = y$;

(II) $d(x,y) = d(y,x)$;

(III) $d(x,z) \leq d(x,y) + d(y,z)$. 

There are three metric functions widely used in pattern recognition. Considered that \(x\) and \(y\) are two objects in an \(m\)-dimensional space \(A = \{a_1, a_2, \ldots, a_m\}\). \(f(x, a_j)\) denotes the value of sample \(x\) in the \(j\)th attribute \(a_j\). Then a general metric, named Minkowsky distance, is defined as

\[
D_p(x, y) = \left( \sum_{j=1}^{m} |f(x, a_j) - f(y, a_j)|^p \right)^{1/p}
\]  
(3)

where (3) is called: (a) Manhattan distance \(A_1\) if \(p = 1\); (b) Euclidean distance \(A_2\) if \(p = 2\); (c) Chebychev distance if \(p = \infty\) [35].

The neighborhood relation is reflexive and symmetric.

2.3. Set-valued rough set model

To deal with set-valued data in set-valued information systems, Guan et al. employed a tolerance relation [8].

**Definition 2** 8. In the set-valued information system \((U, A, V, f)\), for \(b \in A\), the tolerance relation \(T_b\) is defined as:

\[
T_b = \{ (x, y) | f(x, b) \cap f(y, b) \neq \emptyset \}
\]

(4)

and for \(B \subseteq A\), the tolerance relation \(T_B\) is defined as follows:

\[
T_B = \{ (x, y) | \forall b \in B, f(x, b) \cap f(y, b) \neq \emptyset \} = \bigcap_{b \in B} T_b
\]

(5)

When \((x, y) \in T_b\), we call \(x\) and \(y\) are indiscernible or \(x\) is tolerant with \(y\) w.r.t. \(B\). Let \(T_B(x) = \{ y | y \in U, y \in T_Bx \}\), we call \(T_B(x)\) the tolerance class for \(x\) w.r.t. \(T_B\). The tolerance relation is reflexive and symmetric.

2.4. Characteristic relation-based rough set model

To deal with missing data in incomplete information systems, Grzymala integrated the tolerance relation [13,14] and the similarity relation [32] and presented a characteristic relation [7].

**Definition 3** [7]. In the incomplete information system \((U, A, V, f)\), for \(B \subseteq A\), the characteristic relation \(K_B\) is defined as follows:

\[
K_B = \{ (x, y) | \forall b \in B, f(x, b) \neq ? \land (f(x, b) = f(y, b) \lor f(x, b) = * \lor f(y, b) = \ast) \}
\]

(6)

where “?” and “*” are missing values which mean the lost value and “do not care”, respectively.

The characteristic relation is reflexive, but not symmetric and transitive. It is a generalization of tolerance relation and similarity relation.

3. Composite rough set model

In many practical issues, there are attributes of multiple different types in the information system, we call it a composite information system in this paper. A composite information system can be written as \(CIS = (U, A, V, f)\), where

\[
\begin{aligned}
U, & \quad \text{a non-empty finite set of objects} \\
A = \bigcup_{A_k \subseteq A} A_k, & \quad \text{a union of attribute sets} \\
V = \bigcup_{A_k \subseteq A} V_{A_k}, & \quad \text{where } A_k \text{ is an attribute set with the same data type} \\
V_A = \bigcup_{a \in A_k} V_a, & \quad a \text{ is a domain of attribute } a \\
f : U \times A \rightarrow V, & \quad \text{namely, } U \times \bigcup_{A_k} A_k \rightarrow \bigcup_{V_{A_k}} \\
& \text{where } U \times A_k \rightarrow V_{A_k} \text{ is an information function} \\
f(x, a) & \text{denotes the value of object } x \text{ on attribute } a \\
\end{aligned}
\]

More specifically, a composite information system is also called a composite decision table if there are condition and decision attributes in the information system, which is denoted by \(CDT = (U, A \cup D, V, f)\).

**Definition 4**. Given \(x, y \in U\) and \(B = \bigcup B_k \subseteq A\), \(B_k \subseteq A_k\), the composite relation \(CR_B\) is defined as

\[
CR_B = \left\{ (x, y) | (x, y) \in \bigcap_{B_k \subseteq B} R_{B_k} \right\}
\]

(7)

where \(R_{B_k} \subseteq U \times U\) is an indiscernibility relation defined by an attribute set \(B_k\) on \(U\) [25].
When \((x,y) \in CR_U\), we call \(x\) and \(y\) are indiscernible w.r.t. \(U\). Let \(CR_U(x) = \{y \mid y \in U, \forall B_k \subseteq B, yR_{B_k} x\}\), we call \(CR_U(x)\) the composite class for \(x\) w.r.t. \(CR_U\).

**Definition 5.** Given a composite information system \(CIS = (U, A, V, f)\), \(X \subseteq U, B \subseteq A\), the lower and upper approximations of \(X\) in terms of the composite relation \(CR_U\) are defined as

\[
CR_U(X) = \{x \in U | CR_U(x) \subseteq X\}
\]

\[
\overline{CR_U}(X) = \{x \in U | CR_U(x) \cap X \neq \emptyset\}
\]

Here, these two approximations divide the universe \(U\) into three disjoint regions: the positive region \(POS_{CR_U}(X)\), the boundary region \(BND_{CR_U}(X)\) and the negative region \(NEG_{CR_U}(X)\), respectively.

\[
\begin{align*}
POS_{CR_U}(X) &= CR_U(X) \\
BND_{CR_U}(X) &= \overline{CR_U}(X) - CR_U(X) \\
NEG_{CR_U}(X) &= U - \overline{CR_U}(X)
\end{align*}
\]

**Definition 6.** Given a composite decision table \(CDT = (U, A \cup D, V, f)\), \(B \subseteq A\). Let \(U|D = \{D_1, D_2, \ldots, D_r\}\) be a partition over the decision \(D\). Then the lower and upper approximations of the decision \(D\) with respect to attributes \(B\) are defined as

\[
CR_U(D) = \bigcup_{j=1}^{r} CR_U(D_j)
\]

\[
\overline{CR_U}(D) = \bigcup_{j=1}^{r} \overline{CR_U}(D_j)
\]

where

\[
CR_U(D_j) = \{x \in U | CR_U(x) \subseteq D_j\}
\]

\[
\overline{CR_U}(D_j) = \{x \in U | CR_U(x) \cap D_j \neq \emptyset\}
\]

The positive region \(POS_{CR_U}(D)\), the boundary region \(BND_{CR_U}(D)\) and the negative region \(NEG_{CR_U}(D)\) of \(D\) with respect to the attribute subset \(B\) are defined as

\[
\begin{align*}
POS_{CR_U}(D) &= CR_U(D) \\
BND_{CR_U}(D) &= \overline{CR_U}(D) - CR_U(D) \\
NEG_{CR_U}(D) &= U - \overline{CR_U}(D)
\end{align*}
\]

**Example 1.** A composite decision table \(CDT = (U, A \cup D, V, f)\) is presented in Table 1. Let \(B = \bigcup_{k=1,2,3,4} B_k\), where \(B_1 = \{a_1\}, B_2 = \{a_2\}, B_3 = \{a_3,a_4\}, B_4 = \{a_5\}\). We set the neighborhood parameter \(\delta = 0.15\).

**Table 1**

<table>
<thead>
<tr>
<th>(U)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
<th>(a_5)</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>(y)</td>
<td>(1,2)</td>
<td>0.2</td>
<td>0.1</td>
<td>?</td>
<td>Yes</td>
</tr>
<tr>
<td>(x_2)</td>
<td>(y)</td>
<td>(1)</td>
<td>0.2</td>
<td>0.3</td>
<td>?</td>
<td>No</td>
</tr>
<tr>
<td>(x_3)</td>
<td>(y)</td>
<td>(0)</td>
<td>0.1</td>
<td>0.1</td>
<td>Small</td>
<td>Yes</td>
</tr>
<tr>
<td>(x_4)</td>
<td>(y)</td>
<td>(0,1,2)</td>
<td>0.1</td>
<td>0.2</td>
<td>Small</td>
<td>Yes</td>
</tr>
<tr>
<td>(x_5)</td>
<td>(n)</td>
<td>(1)</td>
<td>0.1</td>
<td>0.3</td>
<td>Large</td>
<td>Yes</td>
</tr>
<tr>
<td>(x_6)</td>
<td>(n)</td>
<td>(0,2)</td>
<td>0.2</td>
<td>0.2</td>
<td>Large</td>
<td>No</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>(x_i)</th>
<th>(R_{a_1}(x_i) = [x_i]<em>{R</em>{a_1}})</th>
<th>(R_{a_2}(x_i) = T_{a_2}(x_i))</th>
<th>(R_{a_3}(x_i) = a_3(x_i))</th>
<th>(R_{a_4}(x_i) = a_4(x_i))</th>
<th>(R_{a_5}(x_i) = a_5(x_i))</th>
<th>(CR_U(x_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4,x_5})</td>
<td>({x_1,x_3,x_4,x_5})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1})</td>
<td>({x_1,x_2})</td>
</tr>
<tr>
<td>(x_2)</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1})</td>
<td>({x_1,x_2})</td>
</tr>
<tr>
<td>(x_3)</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1})</td>
<td>({x_1,x_2})</td>
</tr>
<tr>
<td>(x_4)</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1,x_2,x_3,x_4})</td>
<td>({x_1})</td>
<td>({x_1,x_2})</td>
</tr>
<tr>
<td>(x_5)</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1})</td>
<td>({x_1})</td>
</tr>
<tr>
<td>(x_6)</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1,x_2})</td>
<td>({x_1})</td>
<td>({x_1})</td>
</tr>
</tbody>
</table>
According to the introduction in Section 2, it is easy to know that $R_1, R_2, R_3, R_4$ are equivalence relation, neighborhood relation, tolerance relation and characteristic relation by the attribute sets $B_1, B_2, B_3$ and $B_4$, respectively. By Definition 4, \( \forall x_i \in U, CR_B(x_i) = \bigcap_{R \subseteq B} R_B(x_i) \). The results are listed in Table 2.

It is easy to obtain that \( U/D = \{D_1, D_2\} \), where \( D_1 = \{x_1, x_3, x_4, x_5\} \) and \( D_2 = \{x_2, x_6\} \).

Since \( CR_B(x_1) \subseteq D_1 \), \( CR_B(x_2) \not\subseteq D_1 \), \( CR_B(x_3) \subseteq D_1 \), \( CR_B(x_4) \subseteq D_1 \), and \( CR_B(x_6) \not\subseteq D_1 \), then \( CR_B(D_1) = \{x_1, x_3, x_4, x_5\} \).

Similarly, we can compute the approximations of \( CR_B(D_2) \) and \( CR_B(x_6) \). Then \( CR_B(D_2) = \{x_2, x_6\} \) and \( CR_B(x_6) = \{x_2, x_6\} \).

Therefore, \( POS_{CR_B}(D) = CR_B(D_1) \cup CR_B(D_2) = \{x_1, x_3, x_4, x_5, x_6\} \), \( POS_{CR_B}(x_2) = \{x_2, x_6\} \), \( POS_{CR_B}(x_6) = \{x_2, x_6\} \), \( NEG_{CR_B}(D) = \emptyset \), \( NEG_{CR_B}(x_2) = \emptyset \), \( NEG_{CR_B}(x_6) = \emptyset \).

### 4. Matrix-based method in composite information systems

In this section, we present the matrix representation of the lower and upper approximations in the composite information system.

Firstly, we review the matrix-based methods in rough sets. In 2006, a set of axioms were constructed to characterize classical rough set upper approximation from the matrix point of view by Liu [19]. Then, in our previous work, we defined a basic vector $H(X)$, which was derived from the relation matrix. And four cut matrices of $H(X)$, denoted by $H_{\mu/V}(X)$, $H_{\mu/V}^*(X)$, $H_{\mu/V_{\mu}}^*(X)$ and $H_{\mu/V_{\mu}}^*(X)$, were derived for the computation of the approximations, positive, boundary and negative regions intuitively in set-valued information systems [40]. In this paper, we use matrix-based methods to deal with the composite data. The difference is to construct the relation matrix with a composite relation.

**Definition 7** [40] Given two $\mu \times v$ matrices $Y = (y_{ij})_{\mu \times v}$ and $Z = (z_{ij})_{\mu \times v}$, Minimum of two matrices is defined as

$$\min(Y, Z) = (\min(y_{ij}, z_{ij}))_{\mu \times v}$$

**Definition 8** [40] Let $U = \{x_1, x_2, \ldots, x_n\}$, and $X$ be a subset of $U$. The characteristic function $G(X) = (g_1, g_2, \ldots, g_n)^T$ ($T$ denotes the transpose operation) is defined as

$$g_i = \begin{cases} 
1, & x_i \in X \\
0, & x_i \notin X
\end{cases}$$

where $G(X)$ assigns 1 to an element that belongs to $X$ and 0 to an element that does not belong to $X$. For example, if $U = \{x_1, x_2, x_3, x_4, x_5, x_6\}$ and $X = \{x_1, x_3, x_4, x_5\}$, then $G(X) = (1, 0, 1, 1, 1, 0)^T$.

**Definition 9** [20] Given an information system $IS = (U, A, V, f)$. Let $B \subseteq A$ and $R_B$ be an indiscernibility relation on $U$, $M_{n \times n} = (\bar{c}_{ij})_{n \times n}$ be an $n \times n$ matrix representing $R_B$, called the relation matrix w.r.t. $B$. Then

$$\bar{c}_{ij} = \begin{cases} 
1, & (x_i, x_j) \in R_B \\
0, & (x_i, x_j) \notin R_B
\end{cases}$$

**Lemma 1**. Given a composite information system $CIS = (U, A, V, f)$, where $A = \bigsqcup A_k$. Let $B = \bigsqcup B_k \subseteq A$, $B_k \subseteq A_k$ and $CR_B$ be a composite relation on $U$ by the attribute set $B$, $M_{n \times n}^{CR_B} = (m_{ij})_{n \times n}$ be an $n \times n$ matrix representing $CR_B$, called the relation matrix w.r.t. $B$. Then

$$M_{n \times n}^{CR_B} = \min_{B_k \subseteq B} M_{n \times n}^{R_B}$$

**Corollary 1**. Let $M_{n \times n}^{CR_B} = (m_{ij})_{n \times n}$ and $CR_B$ be a composite relation on $U$. Then $m_{ii} = 1, 1 \leq i \leq n$.

**Definition 10** [40] Let $B \subseteq A$ and $CR_B$ be a composite relation on $U$, $A^{CR_B} = \{m_{ij}\}_{n \times n}$ be an induced diagonal matrix of $M_{n \times n}^{CR_B} = (m_{ij})_{n \times n}$. Then

$$A^{CR_B} = \text{diag} \left( \frac{1}{\lambda_1}, \frac{1}{\lambda_2}, \ldots, \frac{1}{\lambda_n} \right)$$

where $\lambda_i = \sum_{j=1}^{n} m_{ij}, 1 \leq i \leq n$.

**Corollary 2**. $A^{CR_B} = \text{diag} \left( \frac{1}{|CR_B(x_1)|}, \frac{1}{|CR_B(x_2)|}, \ldots, \frac{1}{|CR_B(x_n)|} \right)$ and $1 \leq |CR_B(x_i)| = \left| \bigcap_{B_k \subseteq B} R_{B_k}(x_i) \right| \leq n, 1 \leq i \leq n$. 


**Definition 11** [40]. The n-column vector called a basic vector, denoted by \( H(X) \), is defined as:

\[
H(X) = A_{n \times n}^{C_{B_0}} \cdot \left( M_{n \times n}^{C_{B_0}} \cdot G(X) \right) = A_{n \times n}^{C_{B_0}} \cdot \Omega_{n \times 1}^{C_{B_0}}
\]

where \( \cdot \) is the dot product of matrices and \( \Omega_{n \times 1}^{C_{B_0}} = M_{n \times n}^{C_{B_0}} \cdot G(X) \), called an intermediate vector.

**Definition 12** [40]. Let \( 0 \leq \mu \leq \nu \leq 1 \). Four cut matrices of \( H(X) \), denoted by \( H^{[\mu,\nu]}(X) \), \( H^{[\mu,\nu]}(X) \), \( H^{[\mu,\nu]}(X) \), and \( H^{[\mu,\nu]}(X) \), are defined as follows.

1. \( H^{[\mu,\nu]}(X) = (h'_{i})_{n \times 1} \)
   \[
   h'_{i} = \begin{cases} 
   1, & \mu \leq h_{i} \leq \nu \\
   0, & \text{else}
   \end{cases} 
   \]

2. \( H^{[\mu,\nu]}(X) = (h'_{i})_{n \times 1} \)
   \[
   h'_{i} = \begin{cases} 
   1, & \mu < h_{i} \leq \nu \\
   0, & \text{else}
   \end{cases} 
   \]

3. \( H^{[\mu,\nu]}(X) = (h'_{i})_{n \times 1} \)
   \[
   h'_{i} = \begin{cases} 
   1, & \mu \leq h_{i} < \nu \\
   0, & \text{else}
   \end{cases} 
   \]

4. \( H^{[\mu,\nu]}(X) = (h'_{i})_{n \times 1} \)
   \[
   h'_{i} = \begin{cases} 
   1, & \mu < h_{i} < \nu \\
   0, & \text{else}
   \end{cases} 
   \]

**Remark 1.** These four cut matrices are Boolean matrices.

**Lemma 2.** Given any subset \( X \subseteq U \) in a composite information system CIS = \((U, A, V, f)\), where \( U = \{x_1, x_2, \ldots, x_n\} \), \( B \subseteq A \), and \( CR_0 \) is a composite relation on \( U \). \( H(X) = (h_1, h_2, \ldots, h_n)^T \) is the basic vector. Then the lower and upper approximations of \( X \) in the composite information system can be computed from the cut matrix of \( H(X) \) as follows.

1. The n-column boolean vector \( G(CR_0(X)) \) of the lower approximation \( CR_0(X) \):
   \[
   G(CR_0(X)) = H^{[1,1]}(X)
   \]

2. The n-column boolean vector \( G(CR_0(X)) \) of the upper approximation \( CR_0(X) \):
   \[
   G(CR_0(X)) = H^{[0,1]}(X)
   \]

**Corollary 3.** The positive region \( POS_{CR_0}(X) \), the boundary region \( BND_{CR_0}(X) \), and the negative region \( NEG_{CR_0}(X) \) can also be generated from the cut matrix of \( H(X) \), respectively as follows.

1. The n-column boolean vector \( G(POS_{CR_0}(X)) \) of the positive region:
   \[
   G(POS_{CR_0}(X)) = H^{[1,1]}(X)
   \]

2. The n-column boolean vector \( G(BND_{CR_0}(X)) \) of the boundary region:
   \[
   G(BND_{CR_0}(X)) = H^{[0,1]}(X)
   \]

3. The n-column boolean vector \( G(NEG_{CR_0}(X)) \) of the negative region:
   \[
   G(NEG_{CR_0}(X)) = H^{[0,0]}(X)
   \]

4.1. Matrix-based method in composite decision table
Definition 13. Given a composite decision table $CDT = (U, A \cup D, V, f)$, $B \subseteq A$, let $U/D = \{ D_1, D_2, \ldots, D_r \}$ be a partition over the decision $D$. $\forall D_i \in U/D, G(D_i)$ is an $n \times r$ boolean vector of $D_i$. Let $GD_{n \times r} = (G(D_1), G(D_2), \ldots, G(D_r))$ be an $n \times r$ boolean matrix, called a decision matrix.

Corollary 4. Given a composite decision table $CDT = (U, A \cup D, V, f)$, $B \subseteq A$, let $U/D = \{ D_1, D_2, \ldots, D_r \}$ be a partition over the decision $D$. $\forall D_i \in U/D, H(D_i)$ is the basic vector. Let $HD = (H(D_1), H(D_2), \ldots, H(D_r))$ be an $n \times r$ matrix, called a basic matrix. Then, $HD$ can be computed as follows:

$$HD = A_{n \times n}^{CR_{k}} \cdot (M_{n \times n}^{CR_{k}} \cdot GD_{n \times r}) = A_{n \times n}^{CR_{k}} \cdot \Omega_{n \times r}^{CR_{k}}$$

where $\Omega_{n \times r}^{CR_{k}} = M_{n \times n}^{CR_{k}} \cdot GD_{n \times r}$, called an intermediate matrix.

Corollary 5. Given a composite decision table $CDT = (U, A \cup D, V, f)$, $B \subseteq A$. Let $U/D = \{ D_1, D_2, \ldots, D_r \}$ be a partition over the decision $D$, and $HD$ be a basic matrix. $\forall j = 1, 2, \ldots, r$, the upper and lower approximations of $D_j$ in the composite information system can be generated from the cut matrix of $HD$ as follows.

1. The $n$-column boolean vector $G(\overline{CR_{k}}(D_j))$ of the lower approximation $\overline{CR_{k}}(D_j)$:

$$G(\overline{CR_{k}}(D_j)) = H^{1,1}(D_j)$$

2. The $n$-column boolean vector $G(\overline{CR_{k}}(D_j))$ of the upper approximation $\overline{CR_{k}}(D_j)$:

$$G(\overline{CR_{k}}(D_j)) = H^{0,1}(D_j)$$

The positive region $POS_{CR_{k}}(D_j)$, the boundary region $BND_{CR_{k}}(D_j)$, and the negative region $NEG_{CR_{k}}(D_j)$ can also be generated from the cut matrix of $HD$, respectively as follows.

3. The $n$-column boolean vector $G(POS_{CR_{k}}(D_j))$ of the positive region:

$$G(POS_{CR_{k}}(D_j)) = \sum_{j=1}^{r} H^{1,1}(D_j)$$

4. The $n$-column boolean vector $G(BND_{CR_{k}}(D_j))$ of the boundary region:

$$G(BND_{CR_{k}}(D_j)) = \sum_{j=1}^{r} H^{0,1}(D_j) - \sum_{j=1}^{m} H^{1,1}(D_j) = \sum_{j=1}^{m} H^{0,1}(D_j)$$

5. The $n$-column boolean vector $G(NEG_{CR_{k}}(D_j))$ of the negative region:

$$G(NEG_{CR_{k}}(D_j)) = J - \sum_{j=1}^{r} H^{0,1}(D_j) = \left( \sum_{j=1}^{r} H^{0,1}(D_j) \right)^{[0,0]}$$

where $J = (1, 1, \ldots, 1)^T$.

Example 2. A composite decision table $CDT = (U, A \cup D, V, f)$ is presented in Table 1. Let $B = \bigcup_{k=1,2,3,4} B_k$, where $B_1 = \{ a_1 \}$, $B_2 = \{ a_2 \}$, $B_3 = \{ a_3, a_4 \}$, $B_4 = \{ a_5 \}$. We set the neighborhood parameter $\delta = 0.15$.

- The construction of the relation matrix

According to Definition 9, we have

$$M_{6 \times 6}^{R_{k}} = \begin{bmatrix} 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 \\ \end{bmatrix}$$

$$M_{6 \times 6}^{R_{k}} = \begin{bmatrix} 1 & 1 & 0 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 \\ \end{bmatrix}$$
By Lemma 1,

\[ M^{R_k}_{6:6} = \begin{bmatrix} 1 & 0 & 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}, \quad \text{and} \quad M^{R_k}_{6:6} = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 1 \end{bmatrix} \]

The construction of the decision matrix

Since objects in the dynamic information systems evolve over time. To adapt to this situation, we give a matrix-based incremental method for dynamic composite information systems. The variation of objects, contains two situations, adding objects and deleting objects, respectively. Since the lower approximation, upper approximation, positive, boundary and

\[ \text{The calculation of the induced diagonal matrix} \]

According to Definition 10, we have \( A^{CR}_{6:6} = \text{diag}(1/2, 1/2, 1/2, 1/3, 1, 1) \).

\[ \text{The construction of the decision matrix} \]

Since \( U/D = \{D_1, D_2\} \), where \( D_1 = \{x_1, x_3, x_4, x_5\} \) and \( D_2 = \{x_2, x_6\} \), then we have \( G(D_1) = (1, 0, 1, 1, 1)^T \) and \( G(D_2) = (0, 1, 0, 0, 1)^T \).

\[ \text{The calculation of the intermediate matrix} \]

According to Corollary 4, we have

\[ \Omega^{CR}_{6:6} = M^{CR}_{6:6} \cdot GD_{6:6} = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 1 \\ 1 & 0 \\ 0 & 1 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 2 & 0 \\ 1 & 2 \\ 1 & 0 \\ 0 & 1 \\ 0 & 1 \\ 0 & 1 \end{bmatrix} \]

\[ \text{The calculation of the basic matrix} \]

Since \( A^{CR}_{6:6} = \text{diag}(1/2, 1/2, 1/2, 1/3, 1, 1) \), then

\[ \begin{bmatrix} 2 & 0 \\ 1 & 2 \\ 1 & 0 \\ 0 & 1 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 1/2 & 1/2 \\ 1 & 1 \\ 0 & 1 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 2 & 0 \\ 1 & 0 \\ 0 & 1 \\ 0 & 1 \\ 0 & 1 \end{bmatrix} \]

\[ \text{The calculation of approximations, positive region, boundary region and negative region from } HD \]

According to Corollary 5, we have

\begin{array}{cccccccc}
<table>
<thead>
<tr>
<th>HD</th>
<th>G(CR_{6}(D_1))</th>
<th>G(CR_{6}(D_2))</th>
<th>G(CR_{6}(D_3))</th>
<th>G(CR_{6}(D_4))</th>
<th>G(POS_{CR_{6}}(D))</th>
<th>G(BND_{CR_{6}}(D))</th>
<th>G(NEG_{CR_{6}}(D))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
\end{array}

In other words, \( CR_{6}(D_1) = \{x_1, x_3, x_4, x_5\} \), \( CR_{6}(D_2) = \{x_6\} \), \( \overline{CR}_{6}(D_1) = \{x_1, x_2, x_3, x_4, x_5\} \), \( \overline{CR}_{6}(D_2) = \{x_2, x_6\} \), \( POS_{CR_{6}}(D) = \{x_1, x_3, x_4, x_5\} \), \( BND_{CR_{6}}(D) = \{x_2\} \) and \( NEG_{CR_{6}}(D) = \emptyset \).

5. A matrix-based incremental method for dynamic composite information systems

Usually, objects in the dynamic information systems evolve over time. To adapt to this situation, we give a matrix-based incremental method in dynamic composite information systems. The variation of objects, contains two situations, adding objects and deleting objects, respectively. Since the lower approximation, upper approximation, positive, boundary and
negative regions can be induced from the basic vector $HD$ directly in the composite decision table. In addition, the key step for computing basic vector $HD$ is to construct the relation matrix, the induced diagonal matrix, the decision matrix, and the intermediate matrix. Thus, it reduces the running time if we can renew these matrices with an incremental updating strategy rather than reconstructing them from scratch. We discuss how to update these matrices incrementally under the variation of objects as follows.

5.1. Updating the relation matrix and decision matrix when adding objects

For a composite decision table $CDT = (U,A \cup D,V,f), B \subseteq A$, suppose there are $n^+$ objects and $r^+$ decisions after adding objects.

**Corollary 6.** Let $M_{n,n}^{CR_B} = (m_{ij})_{n,n}$ and $M_{n^+,n^+}^{CR_B} = (m_{ij})_{n^+,n^+}$ be relation matrices before and after adding objects, respectively. Then

$$M_{n,n}^{CR_B} = \begin{bmatrix} M_{n,n}^{CR_B} & P \\ Q & R \end{bmatrix}$$

where

$$P = \begin{bmatrix} m_{1,1} & m_{1,2} & \cdots & m_{1,n^+} \\ m_{2,1} & m_{2,2} & \cdots & m_{2,n^+} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n,1} & m_{n,2} & \cdots & m_{n,n^+} \end{bmatrix}, \quad Q = \begin{bmatrix} m_{n+1,1} & m_{n+1,2} & \cdots & m_{n+1,n^+} \\ m_{n+2,1} & m_{n+2,2} & \cdots & m_{n+2,n^+} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n^+,1} & m_{n^+,2} & \cdots & m_{n^+,n^+} \end{bmatrix}$$

and

$$R = \begin{bmatrix} m_{n+1,1} & m_{n+1,2} & \cdots & m_{n+1,n^+} \\ m_{n+2,1} & m_{n+2,2} & \cdots & m_{n+2,n^+} \\ \vdots & \vdots & \ddots & \vdots \\ m_{n^+,1} & m_{n^+,2} & \cdots & m_{n^+,n^+} \end{bmatrix}, \quad m_{ij} = \begin{cases} 1, & (x_i,x_j) \in CR_B \\ 0, & (x_i,x_j) \notin CR_B \end{cases}, \quad 1 \leq i,j \leq n^+$$

**Corollary 7.** Let $A_{n,n}^{CR_B} = \text{diag}\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)$ and $A_{n^+,n^+}^{CR_B} = \text{diag}\left(\frac{1}{n^+}, \frac{1}{n^+}, \ldots, \frac{1}{n^+}\right)$ be induced diagonal matrices of relation matrices before and after adding objects, respectively. Then

$$\lambda_i = \begin{cases} \sum_{j=n+1}^{n^+} m_{ij}, & 1 \leq i \leq n \\ \sum_{j=1}^{n^+} m_{ij}, & n+1 \leq i \leq n^+ \end{cases}$$

After adding new objects, it may form new decision classes. We suppose that there are $r^+$ decisions after adding objects. It is easy to know that $r^+ \geq r$ and $r^+ = r$ if it does not form a new decision class; Otherwise $r^+ > r$.

**Corollary 8.** Let $GD_{n,r} = (G(D_1), G(D_2), \ldots, G(D_i)) = (d_{ij})_{n \times r}$ and $GD_{n^+,r^+} = (d_{ij})_{n^+ \times r^+}$ be decision matrices before and after adding objects, respectively. Then

$$GD_{n^+,r^+} = \begin{bmatrix} GD_{n,r} & P' \\ Q' & R' \end{bmatrix}$$

where $P' = [0]_{n \times (r^+ - r)}$ is a zero matrix, $Q' = \begin{bmatrix} d_{n,1} & d_{n,2} & \cdots & d_{n,r} \\ d_{n+1,1} & d_{n+1,2} & \cdots & d_{n+1,r} \\ \vdots & \vdots & \ddots & \vdots \\ d_{n^+,1} & d_{n^+,2} & \cdots & d_{n^+,r} \end{bmatrix}$, and $R' = \begin{bmatrix} d_{n+1,r+1} & d_{n+1,r+2} & \cdots & d_{n+1,r^+} \\ d_{n+2,r+1} & d_{n+2,r+2} & \cdots & d_{n+2,r^+} \\ \vdots & \vdots & \ddots & \vdots \\ d_{n^+,r+1} & d_{n^+,r+2} & \cdots & d_{n^+,r^+} \end{bmatrix}$, $d_{ij} = \begin{cases} 1, & f(x_i,d) = j, n+1 \leq i \leq n^+, 1 \leq j \leq r^+ \\ 0, & \text{else} \end{cases}$.

**Corollary 9.** Let $\Omega_{n,n}^{CR_B} = M_{n,n}^{CR_B} \cdot GD_{n,r}$ and $\Omega_{n^+,n^+}^{CR_B} = M_{n^+,n^+}^{CR_B} \cdot GD_{n^+,r^+}$ be intermediate matrices before and after adding objects, respectively. Then
\[
\Omega_{X^+}^{\text{CR}_n} = \begin{bmatrix}
\Omega_{X^+}^{\text{CR}_n} + P \cdot Q' \\
Q \cdot GD_{X^+} + R \cdot Q' \\
Q \cdot P' + R \cdot R'
\end{bmatrix}
\]

where \( M_{X^+}^{\text{CR}_n} = \begin{bmatrix} P \\ Q \end{bmatrix} \) and \( GD_{X^+} = \begin{bmatrix} Q' \\ R' \end{bmatrix} \).

or, equivalently,

\[
\omega_j = \begin{cases} 
\omega_j + \sum_{k=1}^{n^+} m_{ik} d_{kj}, & 1 \leq i \leq n, 1 \leq j \leq r \\
\sum_{k=1}^{n^+} m_{ik} d_{kj}, & \text{else}
\end{cases}
\]

**Proof.** Let \( M_{X^+}^{\text{CR}_n} \) and \( M_{X^+}^{\text{CR}_n} \) be relation matrices before and after adding objects, respectively, and \( GD_{X^+} \) and \( GD_{X^+} \) be decision matrices before and after adding objects, respectively.

Because of \( M_{X^+}^{\text{CR}_n} = \begin{bmatrix} P \\ Q \end{bmatrix} \) and \( GD_{X^+} = \begin{bmatrix} Q' \\ R' \end{bmatrix} \) then we have

\[
\Omega_{X^+}^{\text{CR}_n} = \begin{bmatrix} P \\ Q \end{bmatrix} \begin{bmatrix} GD_{X^+} \\ R \end{bmatrix} + \begin{bmatrix} P \cdot Q' \\ Q \cdot R' \end{bmatrix}
\]

or, equivalently,

\[
\omega_j = \begin{cases} 
\omega_j + \sum_{k=1}^{n^+} m_{ik} d_{kj}, & 1 \leq i \leq n, 1 \leq j \leq r \\
\sum_{k=1}^{n^+} m_{ik} d_{kj}, & \text{else}
\end{cases}
\]

**Example 3 (Continuation of Examples 1 and 2).** The composite decision table is shown Table 1. Let \( U_1 = \{x_1, x_2, x_3, x_4\} \) and \( U_2 = \{x_5, x_6\} \) be the original object set and the added object set, respectively.

- **The update of the relation matrix**

  According to **Example 2**, we know that the relation matrix of \( U_1 \) is \( M_{U_1}^{\text{CR}_4} = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 \end{bmatrix} \).

  After adding \( U_2 \), we have \( P = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad Q = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \text{and} \quad R = \begin{bmatrix} 1 & 0 \end{bmatrix} \).

  According to **Corollary 6**, the updated relation matrix is \( M_{U_2}^{\text{CR}_6} = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \).

- **The update of the induced diagonal matrix**

  The induced diagonal matrix of \( U_1 \) is \( A_{U_1}^{\text{CR}_4} = \text{diag}\left( \frac{1}{x_1}, \frac{1}{x_2}, \frac{1}{x_3}, \frac{1}{x_4} \right) = \text{diag}(1.2, 1.2, 1.3, 1.2) \).

  After adding \( U_2 \), according to **Corollary 7**, we have

  \[
  \begin{align*}
  \hat{\lambda}_1 &= \hat{\lambda}_1 + \sum_{j=1}^{6} m_{1j} = 2 + 0 = 2 \\
  \hat{\lambda}_2 &= \hat{\lambda}_2 + \sum_{j=1}^{6} m_{2j} = 2 + 0 = 2 \\
  \hat{\lambda}_3 &= \hat{\lambda}_3 + \sum_{j=1}^{6} m_{3j} = 3 + 0 = 2 \\
  \hat{\lambda}_4 &= \hat{\lambda}_4 + \sum_{j=1}^{6} m_{4j} = 2 + 0 = 2 \\
  \hat{\lambda}_5 &= \sum_{j=1}^{6} m_{5j} = 1 \\
  \hat{\lambda}_6 &= \sum_{j=1}^{6} m_{6j} = 1 
  \end{align*}
  \]

  Thus, \( A_{U_2}^{\text{CR}_6} = \text{diag}(1.2, 1.2, 1.2, 1.3, 1.1) \).
• The update of the decision matrix

The decision matrix of $U_1$ is $GD_{4 \times 2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 0 \end{bmatrix}$.

After adding $U_2$, $P' \text{ and } R'$ are empty because it does not form a new decision class and $Q' = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$.

By Corollary 8, we have $GD_{6 \times 2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$.

• The update of the intermediate matrix

The intermediate matrix of $U_1$ is $\Omega_{4 \times 2}^{CR_B} = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \end{bmatrix}$.

After adding $U_2$, $\Omega_{6 \times r'}^{CR_B} = \begin{bmatrix} \Omega_{4 \times r'}^{CR_B} + P \bullet Q' \\ Q \bullet GD_{4 \times r'} + R \bullet Q' \end{bmatrix} = \begin{bmatrix} \Omega_{6 \times r'}^{CR_B} + P \bullet Q' \\ Q \bullet P' + R \bullet R' \end{bmatrix}$ because $P'$ and $R'$ are empty.

Since $P \bullet Q' = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \\ 1 & 0 \end{bmatrix}, Q \bullet GD_{4 \times 2} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$, and $R \bullet Q' = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$, we have $\Omega_{6 \times 2}^{CR_B} = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \end{bmatrix}$.

5.2. Updating the relation matrix and decision matrix when deleting objects

For a composite decision table $CDT = (U, A \cup D, V, f)$, $B \subseteq A$, we suppose the object set $U' = \{x_n + 1, x_n + 2, \ldots, x_n\}$ is deleted, the number of rest objects is $n'$ and the number of rest decisions is $r'$.

**Corollary 10.** Let $M_{n \times n}^{CR_B} = (m_{ij})_{n \times n}$ and $M_{n' \times n'}^{CR_B} = (m_{ij})_{n' \times n'}$ be relation matrices before and after deleting objects, respectively. Suppose $U'$ is deleted. Then

$$M_{n \times (n-1)}^{CR_B} = \begin{bmatrix} m_{11} & m_{12} & \cdots & m_{1r'} & \cdots & m_{1n} \\ m_{21} & m_{22} & \cdots & m_{2r'} & \cdots & m_{2n} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{r'1} & m_{r'2} & \cdots & m_{r'r'} & \cdots & m_{r'n} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{n1} & m_{n2} & \cdots & m_{nr'} & \cdots & m_{nn} \end{bmatrix}.$$ 

Therefore, it executes $|U'|$ delete operations repeatedly to obtain $M_{n' \times n'}^{CR_B} = (m_{ij})_{n' \times n'}$.

**Corollary 11.** Let $\Lambda_{n \times n}^{CR_B} = \text{diag} (\frac{1}{x_1}, \frac{1}{x_2}, \ldots, \frac{1}{x_n})$ and $\Lambda_{n' \times n'}^{CR_B} = \text{diag} (\frac{1}{x_1}, \frac{1}{x_2}, \ldots, \frac{1}{x_n})$ be induced diagonal matrices before and after deleting, respectively. Suppose $U'$ is deleted. Then

$$\lambda_i = \begin{cases} \lambda_i - \sum_{j=n+1}^{n} m_{ij}, & 1 \leq i \leq n' \\ \text{deleted}, & n' + 1 \leq i \leq n \end{cases} \quad (42)$$

After deleting objects, it may remove one or more decision classes. We suppose that there are $r'$ decisions after deleting objects. It is easy to know that $r' \leq r$ and $r' < r$ if it does not remove decision class; Otherwise $r' < r$. 
Corollary 12. Let \( GD_{n \times r} = (G(D_1), G(D_2), \ldots, G(D_s)) = (d_{ij})_{n \times r} \) and \( GD_{n' \times r'} = (d'_{ij})_{n' \times r'} \) be decision matrices before and after deleting objects, respectively. \( \forall x_i \in U' \), when it is deleted from the composite information system, we only need to delete Line \( i^* \) of the decision matrix, e.g.,

\[
GD_{(n-1) \times r} = \begin{pmatrix}
d_{11} & d_{12} & \cdots & d_{1r} \\
d_{21} & d_{22} & \cdots & d_{2r} \\
\vdots & \vdots & \ddots & \vdots \\
d_{n-1,1} & d_{n-1,2} & \cdots & d_{n-1,r} \\
d_{n1} & d_{n2} & \cdots & d_{nr}
\end{pmatrix}
\]

Here, it executes \(|U| \) delete operations repeatedly to obtain \( GD_{n' \times r'} \). Then, we can obtain \( GD_{n' \times r'} \) after deleting the column whose entries are all zero.

Corollary 13. Let \( \Omega_{n \times r}^{CR} = M_{n \times r}^{CR} \cdot GD_{n \times r} = (\omega_{ij})_{n \times r} \) and \( \Omega_{n' \times r'}^{CR} = M_{n' \times r'}^{CR} \cdot GD_{n' \times r'} = (\omega'_{ij})_{n' \times r'} \) be intermediate matrices before and after deleting objects, respectively. Then

\[
\Omega_{n' \times r'}^{CR} = \begin{pmatrix}
\frac{\Omega_{n \times r}^{CR} + P \cdot Q'}{Q \cdot GD_{n \times r} + R \cdot Q'} & \frac{M_{n \times r}^{CR} \cdot P' + P \cdot R'}{Q \cdot P' + R \cdot R'}
\end{pmatrix}
\]  
\[(43)\]

where \( M_{n \times r}^{CR} = \begin{pmatrix}
\frac{M_{n \times r}^{CR}}{Q} & P \\
R & GD_{n \times r}
\end{pmatrix}
\]
and

\[
P = \begin{pmatrix}
m_{1,1}n + 1 & m_{1,n} + 2 & \cdots & m_{1,n} \\
m_{2,1}n + 1 & m_{2,n} + 2 & \cdots & m_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,1}n + 1 & m_{n-1,n} + 2 & \cdots & m_{n-1,n} \\
m_{n,1}n + 1 & m_{n,n} + 2 & \cdots & m_{n,n}
\end{pmatrix}
\]

\[
P' = [0]_{n \times (r-r')}
\]
is a zero matrix

\[
Q' = \begin{pmatrix}
d_{n+1,1} & d_{n+1,2} & \cdots & d_{n+1,r} \\
\vdots & \vdots & \ddots & \vdots \\
d_{n-1,1} & d_{n-1,2} & \cdots & d_{n-1,r} \\
d_{n,1} & d_{n,2} & \cdots & d_{n,r}
\end{pmatrix}
\]

or, equivalently,

\[
\omega'_{ij} = \begin{cases}
\omega_{ij} - \sum_{k=n+1}^{n} m_{ik}d_{kj}, & 1 \leq i \leq n', 1 \leq j \leq r' \\
deleted, & \text{else}
\end{cases}
\]

Then, we can obtain \( \omega'_{n' \times r'} \) after deleting the column whose entries are all zero.

Proof. The proof is similar to that of Corollary 9.  

Example 4 (Continuation of Example 1). The composite decision table is shown in Table 1. Let \( U_1 = \{x_1, x_2, x_3, x_4, x_5, x_6\} \) and \( U_2 = \{x_5, x_6\} \) be the original object set and the deleted object set, respectively.

- The update of the relation matrix

According Example 2, the relation matrix of \( U_1 \) is \( M_{6 \times 6}^{CR} = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix} \).
After deleting $U_2$, by Corollary 10, we have $M_{4\times 4}^{\text{Gr}_2} = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix}$.

- The update of the induced diagonal matrix

The induced diagonal matrix of $U_1$ is $A_{6\times 6}^{\text{Gr}_2} = \text{diag}(1/2, 1/2, 1/2, 1/3, 1, 1)$. After deleting $U_2$, by Corollary 11, we have

$$
\begin{align*}
\lambda_1 &= \lambda_1 - \sum_{j=5}^{6} m_{ij} = 2 - 0 = 2 \\
\lambda_2 &= \lambda_2 - \sum_{j=5}^{6} m_{ij} = 2 - 0 = 2 \\
\lambda_3 &= \lambda_3 - \sum_{j=5}^{6} m_{ij} = 3 - 0 = 2 \\
\lambda_4 &= \lambda_4 - \sum_{j=5}^{6} m_{ij} = 2 - 0 = 2 \\
\lambda_5 &= \lambda_5 - \sum_{j=5}^{6} m_{ij} = \text{deleted} \\
\lambda_6 &= \lambda_6 - \sum_{j=5}^{6} m_{ij} = \text{deleted}
\end{align*}
$$

Therefore, $A_{4\times 4}^{\text{Gr}_2} = \text{diag}(1/2, 1/2, 1/3, 1/2)$.

- The update of the decision matrix

The decision matrix of $U_1$ is $GD_{6\times 2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$.

After deleting $U_2$, by Corollary 12, we have $GD_{4\times 2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 0 \end{bmatrix}$.

- The update of the intermediate matrix

The intermediate matrix of $U_1$ is $O_{6\times 2}^{\text{Gr}_2} = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$.

After deleting $U_2$, according to Corollary 13, since $P = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$ and $Q' = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$,

$$
O_{4\times 2}^{\text{Gr}_2} = O_{4\times 2}^{\text{Gr}_2} - P \cdot Q' = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \end{bmatrix} - \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \end{bmatrix} - \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 2 & 0 \\ 1 & 1 \\ 2 & 0 \\ 3 & 0 \end{bmatrix}
$$

6. Development of static and incremental algorithms for computing approximations based on the matrix

In this section, we design static and incremental algorithms for computing approximations based on the matrix in the composite decision table corresponding to Sections 4 and 5, respectively.

6.1. Static algorithm MSACA (Matrix-based Static Algorithm for Computing Approximations)

Algorithm MSACA (see Algorithm 1) is a static (non-incremental) algorithm for computing approximations of the decision classes based on the matrix while the composite decision table is constant.

Step 2 is to construct the relation matrix and its key steps are to compute the equivalence relation, the neighborhood relation, the tolerance relation, the characteristic relation, respectively, on the universe. The time complexity of computing the equivalence relation is $O(|U|/|B_1|)$ [36]; The time complexity of computing the neighborhood relation is $O(|U|\log(|U|/B_2|))$ [11]; The time complexity of computing the tolerance relation is...
O(|U||B_3| + \sum_{|s_\nu_{b_k}| \leq 1}^{|s_\nu_{b_k}|} |v_{b_k}|) \approx O(|U||B_3|^2) where |s_\nu_{b_k}| is the number of objects with set-value under the attribute b_k, and |v_{b_k}| represents the number of values under the attribute b_k [30]. The time complexity of computing the characteristic relation is O(|U||B_4| + \sum_{|s_\nu_{b_k}| \leq 1}^{|s_\nu_{b_k}|} |s_\nu_{b_k}|) \approx O(|U||B_4|^2) where |s_\nu_{b_k}| is the number of objects with missing value * under the attribute b_k and |v_{b_k}| represents the number of values (is not equal to * or ?) under the attribute b_k [29]. After that, all four relations generate the relation matrix with the time complexity O(|U|^2). Therefore, the total time complexity is

Step 3 is to compute the induced diagonal matrix and its time complexity is O(|U|^2).

Step 4 is to construct the decision matrix and its time complexity is O(|U|).

Step 5 is to compute the intermediate matrix and its time complexity is O(|U|^2).

Step 6 is to compute the basic matrix and its time complexity is O(|U|).

Step 7 is to generate and output the approximations and its time complexity is O(|U|).

Hence, the total time complexity is

\[ O(|U|(|B_1| + |B_2| + |B_3| + |B_4| + |U| + |r| + |nr|) = O(|U|(|B_1| + |B_2| + |B_3|^2 + |B_4|^2 + |U|^2)) \]

Algorithm 1. Matrix-based Static Algorithm for Computing Approximations of decision classes in the composite decision table (MSACA)

| Input: A composite decision table CDT = (U, A \cup D, V, f), and attribute subset B ⊆ A. |
| Output: The lower and upper approximations of the decision classes. |

begin

1 begin
2 Construct the relation matrix: \( M_{n \times n}^{Re} = (m_{ik})_{n \times n} \) // According to Definition 9 and Lemma 1
3 Compute the induced diagonal matrix of \( M_{n \times n}^{Re} \): \( A_{n \times n}^{cr} = \text{diag}(\frac{1}{r_1^2}, \frac{1}{r_2^2}, \cdots, \frac{1}{r_n^2}) \) // According to Definition 10 and Corollary 2
4 Construct the decision matrix: \( G_{n \times r} = (d_{ij})_{n \times r} \) // According to Definition 13
5 Compute the intermediate matrix: \( \Omega_{n \times r}^{cr} = M_{n \times n}^{cr} \bullet G_{n \times r} \) // According to Corollary 4
6 Compute the basic matrix: \( HD = A_{n \times n}^{cr} \bullet \Omega_{n \times r}^{cr} \) // According to Corollary 4
7 Generate and output the approximations by using the cut matrices of HD. // According to Corollary 5

end

end

6.2. Incremental algorithm MIAUA-A (Matrix-based Incremental Algorithm for Updating Approximations when Adding objects)

Algorithm MIAUA-A (see Algorithm 2) is a dynamic (incremental) algorithm for updating approximations while the objects enter in the composite decision table. Steps 2–5 are to update the relation matrix, the induced diagonal matrix, the decision matrix and intermediate matrix according to Corollaries 6–9, respectively. Suppose the added object set is \( U' \) and \( U^* = U \cup U' \). The time complexity of Step 2 is

\[ O(|U'|(|B_1| + |B_2| + |B_3|^2 + |B_4|^2 + |U'|) + |U'|||B| + |U'|||U||B) \]

\[ = O(|U'|(|B_1| + |B_2| + |B_3|^2 + |B_4|^2 + |U'| + |U||B|)) \]

The time complexity of Step 3 is \( O(|U'||U| + |U||U'|) = O(|U'||U'|). \)

The time complexity of Step 4 is \( O(|U'|^2r'). \)

The time complexity of Step 5 is \( O(|U'||U'r' - |U||U'| + |U||U||r| = O(|U'||^2r' - |U||U'|^2r). \)

Step 6 is to compute the basic matrix and its time complexity is \( O(|U'|^2r'). \)

Step 7 is to generate and output the approximations and its time complexity is \( O(|U'|^2). \)

Therefore, the total time complexity is

\[ O\left(|U'|(|B_1| + |B_2| + |B_3|^2 + |B_4|^2 + |U'| + |U||B|) + |U'|^2r' - |U||U'|^2r \right) \]

The incremental algorithm always needs extra space to store the intermediate result, which include the relation matrix, the induced diagonal matrix, the decision matrix, the intermediate matrix. The space complexities of the relation matrix, the induced diagonal matrix, the decision matrix, and the intermediate matrix are \( O(|U|^2), O(|U|), O(|U|), \) and \( O(|U|) \), respectively. Therefore, the total space complexity is

\[ O(|U|^2 + |U| + |U||r| + |U||r|) = O(|U|(|U| + r)) \]
Since the relation matrix and the decision matrix are boolean matrices, the space would be reduced if we use smaller storage unit to store these values in the real applications. For example, we can use “byte/bit” to storage rather than “integer”.

After adding objects, the total space complexity becomes \(O(|U'|(|U'| + r'))\) for next update.

Algorithm 2. Matrix-based Incremental Algorithm for Updating Approximations when Adding objects (MIAUA-A)

**Input**: (1) A composite decision table \(CDT = (U,A \cup D,V,f)\), and attribute subset \(B \subseteq A\).

(2) Intermediate results: \(M^{CRj}_{n \times n} = (m_{ik})_{n \times n}\) (relation matrix), \(A = \text{diag}(\lambda_i)\) (induced diagonal matrix), \(GD = (d_{ik})_{n \times r}\) (decision matrix), and \(\Omega^{CRj}_{n \times n} = (\lambda_i)\) (intermediate matrix), which have been computed before;

(3) The added object set: \(U'\), where \(|U \cup U'| = n'\).

**Output**: The updated lower and upper approximations of the decision classes.

1 begin
2 Update the relation matrix: \(M^{CRj}_{n' \times n'} = \left[\begin{array}{c|c} \frac{P}{Q} \\ \hline \frac{R}{Q} \end{array}\right] \) // According to Corollary 6
3 Update the induced diagonal matrix: \(\lambda^{CRj}_{n' \times n'} = \frac{1}{\lambda_i + \frac{n' - n}{n + 1}}\), where \(1 \leq i \leq n\).
4 Update the decision matrix: \(GD^{CRj}_{n' \times r} = \left[\begin{array}{c|c} \frac{P}{Q} \\ \hline \frac{R}{Q} \end{array}\right] \) // According to Corollary 8
5 Update the intermediate matrix: \(\Omega^{CRj}_{n' \times n'} = \left[\begin{array}{c|c} \lambda^{CRj}_{n' \times n'} = \frac{P \cdot Q}{G^{CRj}_{n' \times r} + R \cdot Q} \\ \hline M^{CRj}_{n' \times n'} \end{array}\right] \) // According to Corollary 9.
6 Compute the basic matrix: \(HD = \left[\begin{array}{c|c} \lambda^{CRj}_{n' \times n'} = \frac{P \cdot Q}{G^{CRj}_{n' \times r} + R \cdot Q} \\ \hline M^{CRj}_{n' \times n'} \end{array}\right] \) // According to Corollary 4
7 Compute and Output the approximations by using the cut matrices of \(HD\), // According to Corollary 5
8 end

6.3. Incremental algorithm MIAUA-D (Matrix-based Incremental Algorithm for Updating Approximations when Deleting objects)

Algorithm MIAUA-D (see Algorithm 3) is a dynamic (incremental) algorithm for updating approximations while the objects get out of the composite decision table. The update process of deleting objects can be viewed as inverse process of adding objects. Hence, the intermediate matrix is updated first, and then followed by the update of the decision matrix, the induced diagonal matrix and the relation matrix in turn, according to Corollaries 13, 12, 11, 10 respectively.

Suppose the deleted object set is \(U\) and \(U^- = U - U'\). The delete operation is very fast, e.g., the time complexity of deleting \(|U' - |) is \(O(|U'|)\).

Step 2 is to update the intermediate matrix and its time complexity is \(O(|U'| \cdot |U'| + |U'| + r') = O(|U'| \cdot |U'| + r')\).

Step 3 is to update the decision matrix and its time complexity is \(O(|U'| + |U'| + r') = O(|U'| + r')\).

Step 4 is to update the induced diagonal matrix and its time complexity is \(O(|U'| \cdot |U'| + |U'|)\).

Step 5 is to update the relation matrix and its time complexity is \(O(|U'| + |U'|) = O(|U'|)\).

Step 6 is to compute the basic matrix and its time complexity is \(O(|U'| \cdot |U'|)\).

Step 7 is to generate and output the approximations and its time complexity is \(O(|U'| \cdot |U'|)\).

Hence, the total time complexity is

\(O(|U'| \cdot |U'| + |U'| + r') = O(|U'| \cdot |U'| + r')\).

The total space complexity is \(O(|U|(|U| + r))\), which is used to store the intermediate results, i.e., the intermediate matrix, the decision matrix, the induced diagonal matrix and the relation matrix.

After deleting objects, the total space complexity becomes \(O(|U|(|U' - |) + r'))\) for next update.

Algorithm 3. Matrix-based Incremental Algorithm for Updating Approximations when Deleting objects (MIAUA-D)

**Input**: (1) A composite decision table \(CDT = (U,A \cup D,V,f)\), and attribute subset \(B \subseteq A\).

(2) Intermediate results: \(M^{CRj}_{n \times n} = (m_{ik})_{n \times n}\) (relation matrix), \(A = \text{diag}(\lambda_i)\) (induced diagonal matrix), \(GD = (d_{ik})_{n \times r}\) (decision matrix), and \(\Omega^{CRj}_{n \times n} = (\lambda_i)\) (intermediate matrix), which have been computed before;

(3) The deleted object set: \(U\), where \(|U - U'| = n^-\).

(continued on next page)
Appendix 3 (continued)

Output. The updated lower and upper approximations of the decision classes.

begin
2 Update the intermediate matrix: \( \Omega_{n \times r}^{R_k} = \left( \omega_{ij}^{-} \right)_{n \times r} \), where \( \omega_{ij}^{-} = \begin{cases} \omega_{ij} - \sum_{n-j+1}^{n} m_k d_{ij}, & 1 \leq i \leq n, 1 \leq j \leq r, \\ \text{deleted}, & \text{else} \end{cases} \)
then delete the column whose entries are all zero. According to Corollary 13
3 Update the decision matrix: \( GD_{n \times r} \) by executing \(|U| \) delete operations repeatedly and delete the column whose entries are all zero. According to Corollary 12
4 Update the induced diagonal matrix: \( A_{n \times n}^{CR_k} = \text{diag} \left( \frac{1}{x_{11}}, \frac{1}{x_{22}}, \ldots, \frac{1}{x_{nn}} \right) \), where
   \[ x_{ii} = \left\{ \begin{array}{ll} \lambda_i - \sum_{n-j+1}^{n} m_k y_{ij}, & 1 \leq i \leq n, \\ n-i+1 & \text{deleted}, \\ 1 \leq i \leq n. \end{array} \right. \] According to Corollary 11
5 Update the relation matrix: \( M_{n \times n}^{CR_k} \) by executing \(|U| \) delete operations repeatedly. According to Corollary 10
6 Compute the basic matrix: \( HD = A_{n \times n}^{CR_k} \cdot \Omega_{n \times r}^{R_k} \cdot \) According to Corollary 4
7 Compute and Output the approximations by using the cut matrices of \( HD \). According to Corollary 5
8 end

7. Experimental analysis

The experiments are carried out on a PC with the operation system Ubuntu 12.04 (64-bit), which has 8 GB main memory and uses Inter (R) Core (TM) i7-2670QM (4 cores and 8 threads in all) with a clock frequency of 2.20 GHz. All the algorithms are coded in C++ and complied with g++, whose version is 4.6.3.

To test and compare the performances of the incremental and static algorithms, we download four data sets from the machine learning data repository, University of California at Irvine [22]. The set-valued data generator [40] is employed and one set-valued data set SVD1 is generated. Besides, we develop a composite data generator, which generates four different composite data sets named CIS1, CIS2, CIS3 and CIS4. All these data sets are outlined in Table 3.

7.1. A comparison of incremental and static algorithms when adding data

To compare incremental and static algorithms when adding data, we divide each of these nine data sets in Table 3 into ten parts of equal size. The combination of first five parts are regarded as the original data set. And each time, we add one part, two parts, ..., five parts to the original data set in sequence. Let \( R_a \) be the ratio of the number of adding data and original data, called adding ratio. It means that \( R_a \) is equal to 20%, 40%, 60%, 80%, 100%, respectively. We run both two algorithms on these data sets, see Fig. 1.

From Fig. 1, the computational time of both two algorithms increase with the increasing size of adding data. As shown in each sub-figure of Fig. 1, the incremental algorithm consistently is faster than the static algorithm on updating approximations when the same data is added to the original data set in the composite decision table. Obviously, if the added data is smaller, the incremental algorithm is more efficient than the static one.

To show the superiority of the incremental algorithm more clearly, an incremental speedup is given by the following formula:

\[
\text{IncS} = \frac{T_s}{T_i}
\]

where \( T_s \) is the execution time of the static algorithm, \( T_i \) is the execution time of the incremental algorithm.

Table 4 shows the incremental speedup versus the adding ratio of the data. It is easy to see that the proposed incremental algorithm achieves 2.6–4.7 \times speedup over the static algorithm when \( R_a \) is equal to 20%. The speedup becomes smaller and

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Samples</th>
<th>Attributes</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Categorical</td>
<td>Numerical</td>
</tr>
<tr>
<td>1 Nursery</td>
<td>12,960</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>2 Mushroom</td>
<td>8124</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>3 Magic</td>
<td>19,020</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>4 Ionosphere</td>
<td>351</td>
<td>0</td>
<td>34</td>
</tr>
<tr>
<td>5 SVD1</td>
<td>10,000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6 CIS1</td>
<td>1000</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7 CIS2</td>
<td>2000</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8 CIS3</td>
<td>4000</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>9 CIS4</td>
<td>8000</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>
smaller with the increase of the adding ratio. And yet for all that, the average speedup is still 1.5× even when the data volume is doubling \((R_a = 100\%)\).

### Table 4

The incremental speedup \((\text{IncS})\) versus the adding ratio of the data.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>(R_a) (Adding ratio)</th>
<th>20%</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursery</td>
<td>2.821</td>
<td>2.075</td>
<td>1.732</td>
<td>1.578</td>
<td>1.443</td>
<td></td>
</tr>
<tr>
<td>Mushroom</td>
<td>2.731</td>
<td>1.921</td>
<td>1.625</td>
<td>1.463</td>
<td>1.417</td>
<td></td>
</tr>
<tr>
<td>Magic</td>
<td>2.663</td>
<td>1.714</td>
<td>1.443</td>
<td>1.341</td>
<td>1.244</td>
<td></td>
</tr>
<tr>
<td>Ionosphere</td>
<td>4.715</td>
<td>3.046</td>
<td>2.536</td>
<td>2.392</td>
<td>2.371</td>
<td></td>
</tr>
<tr>
<td>SVD1</td>
<td>3.451</td>
<td>2.198</td>
<td>1.758</td>
<td>1.508</td>
<td>1.428</td>
<td></td>
</tr>
<tr>
<td>CIS1</td>
<td>3.238</td>
<td>2.482</td>
<td>2.123</td>
<td>1.790</td>
<td>1.561</td>
<td></td>
</tr>
<tr>
<td>CIS2</td>
<td>3.095</td>
<td>2.284</td>
<td>1.799</td>
<td>1.534</td>
<td>1.408</td>
<td></td>
</tr>
<tr>
<td>CIS3</td>
<td>3.090</td>
<td>2.092</td>
<td>1.694</td>
<td>1.498</td>
<td>1.397</td>
<td></td>
</tr>
<tr>
<td>CIS4</td>
<td>3.087</td>
<td>2.106</td>
<td>1.753</td>
<td>1.498</td>
<td>1.411</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>3.210</td>
<td>2.213</td>
<td>1.829</td>
<td>1.622</td>
<td>1.520</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. A comparison of incremental and static algorithms versus the adding ratio of the data.

#### 7.2. A comparison of incremental and static algorithms when deleting data

To compare incremental and static algorithms when deleting data, we divide each of these nine data sets in Table 3 into ten parts of equal size. The combination of all ten parts are regarded as the original data set and each time, we delete one
Let $R_d$ be the ratio of the number of deleting data and original data, called deleting ratio. It means that $R_d$ is equal to 10%, 20%, 30%, 40%, 50%, respectively. We run both two algorithms on these data sets, see Fig. 2.

In Fig. 2, it is easy to know that the computational time of both two algorithms decrease with the increasing size of deleting data. As shown in each sub-figure of Fig. 2, the incremental algorithm consistently is faster than the static algorithm on updating approximations when the same data is deleted from the original data set in the composite decision table. It is obvious that the incremental algorithm is more efficient than the static one when the deleted data becomes smaller.

We here also use the incremental speedup ($IncS$) to test the performance of the incremental algorithm. The incremental speedup versus the deleting ratio of the data is shown in Table 5. The proposed incremental algorithm achieves 17.8–85.5× speedup over the static algorithm when $R_d$ is equal to 10%. The $IncS$ is pretty well when deleting data because the delete
operation is always very fast. The speedup becomes smaller with the increase of the deleting ratio. But the average speedup is still $14.5 \times$ even when $R_d$ is equal to 50%.

8. Related work

Matrix-based methods in rough sets were introduced by Liu [19]. By using the inner product method and matrix method, Liu proposed a unified axiomatic system to characterize the upper approximation operations [19]. Then, the matrix-based methods were extended to deal with numerical and set-valued data by using neighborhood and set-valued rough set models, respectively, in our previous work [40,41]. Specially, we discussed about the incremental methods under the variation of the attribute set [40]. To be different from that, in this paper, we mainly discussed about the incremental methods under the variation of the object set on the composite rough set model, which is very useful in dealing with attributes of multiple different types.

In previous research work, incremental methods for dynamic information systems have been widely studied. (1) To adapt to the variation of the object set, Shan and Ziarko put forward a discernibility-matrix based incremental methodology to find all maximally generalized rules [31]. Zheng et al. developed a rough set and rule tree based incremental knowledge acquisition algorithm RRIA [42]. Liu et al. presented an optimization incremental method for inducing interesting knowledge [18]. Zhang et al. proposed an incremental method for dynamic data mining based on neighborhood rough sets [39]. Based on multi-dominance discernibility matrices, Jia et al. proposed a non-incremental algorithm and an incremental algorithm by means of dominance-based rough set approach [12]. (2) To adapt to the variation of the attribute set, Chan presented an incremental mining algorithm for learning classification rules efficiently [2]. Li et al. put forward a method for updating approximations of a concept in an incomplete information system under the characteristic relation [17]. Cheng took the boundary set and cut set as springboards and proposed an incremental model for fast computing the rough fuzzy approximations [5]. Zhang et al. gave a matrix-based incremental method for fast updating the approximations in set-valued information systems. Li et al. introduced a kind of dominance matrix to calculate P-dominating sets and P-dominated sets in dominance-based rough sets approach (DRSA), then proposed incremental approaches and algorithms for updating approximations in DRSA [16]. (3) To adapt to the variation of the attribute values, Chen et al. proposed an incremental algorithm for updating the approximations under coarsening or refining of attributes’ values in information systems [3]. Chen et al. also presented the principles of dynamically updating approximations w.r.t. attribute values’ coarsening and refining in incomplete ordered decision systems under the extended dominance characteristic relation based rough sets, and proposed algorithms for incremental updating approximations of an upward union and downward union of classes [4].

9. Conclusions

In this paper, we defined composite information systems that contained attributes of multiple different types. A composite relation was given to deal with attributes of multiple different types simultaneously. The composite rough set model under the composite relation was presented and its approximations, positive, boundary and negative regions were defined. The relation matrix, the decision matrix and the basic matrix were introduced to derive the approximations, positive, boundary and negative regions from the composite information system intuitively. Finally, to adapt to the dynamic variation of the composite information system, we employed an incremental technique and presented a matrix-based incremental method for fast updating the approximations when many objects enter into or get out of the composite information system. Experimental studies pertaining to different UCI data sets and user-defined data sets showed that the proposed algorithms significantly reduce computational time of updating approximations. In future, we will study on rule acquisition and attribute reduction in composite information systems. Our another future work is to develop a parallel method to mine knowledge from massive composite data.
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