Abstract — Quality requirements of a software system cannot be optimally met, especially when it is running in an uncertain and changing environment. In principle, a controller at runtime can monitor the change impact on quality requirements of the system, update the expectations and priorities from the environment, and take reasonable actions to improve the overall satisfaction. In practice, however, existing controllers are mostly designed for tuning low-level performance indicators rather than high-level requirements. By linking the overall satisfaction to a business value indicator as feedback, we propose a control-theoretic self-tuning method that can dynamically adjust the tradeoff decisions among different quality requirements. A preference-based reasoning algorithm is involved to configure hard goals accordingly to guide the following architecture reconfiguration.
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I. INTRODUCTION

Once deployed, software systems in production are no longer as easy to configure and change as they were inside the development houses. Therefore, self-tuning mechanisms with little human intervention are more practical to find optimal configurations for dynamic quality requirements. Considering alternative architectures and designs, different quality attributes require different optimizations, and often the better one in certain quality dimensions is the worse in others [1]. Therefore, quality tradeoff decisions should be adjusted dynamically at runtime to maximise the overall satisfaction.

After a decade of exploration, an emerging architecture for self-managing systems was proposed by software engineers [2, 3], which separates the design of such systems into three vertical layers: goals, plans and components. Instead of using high-level requirements, however, existing self-tuning mechanisms were using low-level performance indicators such as load, memory, bandwidth, and even characteristics of user profiles such as operational error rates [4]. There is clearly an uncertain gap between goal satisfaction and quantifiable metrics [5].

To link the satisfaction of high-level requirements down to the tuning parameters of the running systems, one key mechanism is to consider using feedback loops as proposed in software cybernetics [6]. Earlier we have reported a framework to optimize software quality at runtime [7]. The self-tuning method proposed there was based on low-level control parameters. In this work, we combine goal models with feedback loop controllers to make dynamic trade-offs among conflicting softgoals (i.e., the goals with no binary satisfaction criteria). Reflecting the business value of customers, our controller adjusts the preference ranks of softgoals on basis of runtime feedback. The preference rank of a softgoal $S_i$ is defined by a priority number $R_i$, indicating its importance relative to another softgoal $S_j$ of rank $R_j$; $S_i$ is preferred to $S_j$, if and only if $R_i > R_j$. Intuitively, when it is impossible to meet all the expectations on the individual quality requirements, the softgoals with lower preference ranks will be conceded until the remaining softgoals are achievable.

Having the traceability from goal models to design alternatives, intentional variability expressed by OR-refinement of goals is used in our approach to support dynamic quality tradeoffs among the alternatives, in response to the changing environment.

II. PRELIMINARIES

Our method is founded on goal-oriented reasoning and feedback control theory.

A. Goal-Oriented Modelling and Reasoning

Goal-oriented modelling methodologies such as [8, 9] elicit and refine goals into requirements at the leaf level. Some requirements have clear-cut satisfaction criteria (modelled as hard goals) whilst others do not (modelled as softgoals). After obtaining the goal models, softgoals can be evaluated formally through reasoning. A general way of goal-based reasoning considers the entire goal model as a set of logic constraints in conjunctive normal form, which encodes both refinement and contribution rules. The goal-based reasoning discretises a softgoal into propositions of four levels of satisfaction such that they can be reasoned together with the hard goals in proposition logic [10].

B. Feedback Control Theory and PID Controller

The basic structure of a feedback control loop is presented in Figure 1. Technical experts can specify a set point, the desired characteristics of the system or the monitored process. An output, or the controlled behaviour of a system, provides feedback to the controller. The controller tries to minimise the error, or delta, between the set point and output, to control the process such that the output is close to the set point.

Figure 1. Basic Structure of Feedback Control Loop
Core to the design of a feedback control loop is the choice of the controller. We adopt the PID (proportional-integral-derivative) controller [11] in consideration of its precision, stability, and responsiveness. By precision the average error is low; by stability the standard deviation of errors is low; and by responsiveness the delay to obtain output from the set points and feedback is fast. In the absence of knowledge of the underlying process, PID controllers usually are the best [12]. This is consistent to our problem due to the uncertainty of a changing environment and a series of conflicting quality requirements. To achieve a desired level of satisfaction for quality requirements, PID controller takes into account the current behaviour through proportional control, the past behaviour through integral control, and future behaviour through derivative control. In other words, it characterises the temporal behaviour of a process. PID controller synthesizes the benefits from P, PI and PD controllers and overcomes the drawbacks such as P controller’s low stability, PI controller’s high overshoot, and PD controller’s slow response [11]. In the domain of software tuning, PID controllers have already been applied successfully in scheduling in real-time operating systems [13], automatic stress and load testing tools [14] and performance optimization [7].

The incremental formulation of a PID controller can be specified as follows:

\[
u(t) = u(t-1) + Kp \times (e(t) - e(t-1)) + Ki \times e(t) \\
+ Kd \times (e(t) - 2 \times e(t-1) + e(t-2))
\]

where \(u(t)\) is the control variable of the controller at time \(t\), \(e(t) = \text{set point - output}\) is the error signal at time \(t\), \(Kp\), \(Ki\), and \(Kd\) are the parameters of proportional control, integral control and derivative control respectively. All these control parameters are constants specified at the design time, which vary from one control system to another [15].

III. OUR METHOD

A. Method Overview

To implement a requirements-driven self-tuning system, our method needs to continuously seek opportunities to improve the overall performance. Figure 2 presents an overview: a running system together with the goal reasoner and the architecture configurator form the process under the control. Due to conflicts among softgoals, it is often impossible to optimise all the softgoals individually. Therefore we need to dynamically adjust the tradeoff decisions, i.e. the preference ranks of related softgoals, to maximise the overall satisfaction. In order to provide such runtime feedback reflecting an overall satisfaction, we choose a measurable value indicator from the business perspective and monitor it at runtime.

Intuitively, the controller is designed to prevent a softgoal from getting worse by increasing its preference rank such that different choice in the plans may be found. In other words, every softgoal has an approximately proportional relationship between the preference rank and the satisfaction. For example, if the response time is getting too long, the rank of the softgoal “minimal response time” should be increased. By defining a value indicator reflecting the overall satisfaction as the set point and the feedback, our PID controller is designed to adjust the process by tuning the preference ranks of related softgoals to guide the goal reasoning and the following architecture reconfiguration.

Note that both the preference ranks of softgoals and the monitored satisfaction level of a softgoal are changeable in a runtime system. Following the dynamically tuned preference ranks, our goal reasoner first generates a set of configurations that optimise the achievement of high-ranked softgoals. Each configuration is a selection of leaf-level goals. One “best” configuration is then chosen by the “minimum distance” principle to make the adaptation smoother. The distance between the next goal configuration and the current one is calculated based on the similarity of the configurations, i.e., minimal or no change is required if the two configurations deliver the same level of overall satisfaction. Next the architecture configurator executes the adaptation by reconfiguring the runtime architecture according to the selected goals and the mappings between the goals and the architectural components. The components corresponding to newly selected goals are bound and integrated, while the components corresponding to those eliminated goals are removed. Such architecture reconfigurations are supported by the service-oriented architecture and a reflective component model.

Figure 2. An Overview of Our Method

B. A Running Example and Its Requirements Model

The running example to illustrate our method is an online course registration system. It provides a Web-based public service for examinees to register for periodically held public examinations in China. Some functional and quality requirements of the system are shown in the goal model (Figure 3). In a typical course registration scenario, an examinee first selects the courses to study (“COURSE SELECTION”), and then pays registration fees for the selected courses (“PAYMENT”). Each course selection will be checked by examination rules, and only students who have their course registration fees successfully paid will be accepted by the system.

To achieve these goals, there are multiple alternatives. For the course selection, an examinee can submit a course registration form either by choosing from the course listed
in a complex form ("LIST AND CHOOSE") or by simply entering the course code in a text field ("INPUT COURSE ID"). For the course payment, two third-party payment services “ABBPAY” and “UNLPAY” are currently available in China, and either of them supports online payment by credit or debit cards.

The system runs in a Software as a Service (SaaS) fashion: the service provider runs the system under a contract with education administration and gains profits from every successful course registration. According to this business value proposition, four quality requirements have been elicited, shown as softgoals in Figure 3. These softgoals contribute to the business value from different perspectives: “minimal response time” is demanded for higher system throughput under a given bandwidth; “minimal error rate” is aimed for higher rate of valid course selection; “minimal cost” is aimed for the lower third-party cost; and “availability” is targeted at higher success rate of payment transactions. The alternatives identified for the “COURSE SELECTION” or “PAYMENT” goals can exert different influences (e.g., Help, Hurt) on these softgoals.

Here the system has an explicit indicator for its business value, i.e. the course registration profit in unit time, which amounts to the gain of fees from successful course registrations subtracting the cost paid to third-party payment providers.

Considering environmental changes to the accessing load and the quality of third-party services, dynamic tradeoff decisions must be made to maximise the business value. For example, when the load is heavy, this goal model may be configured to ensure “minimal response time” over “minimal error rate”; when the load is light, adverse tradeoff decision can be better for a better business value. Since it is hard to specify precise relationships between the changes of preference ranks of related softgoals and the fluctuation of the business value, we use a PID controller to tune the preference ranks dynamically, with the business value as the set point and the feedback.

C. Preference-based Goal Reasoning

One contribution of this work is the adaptation of existing qualitative goal reasoning frameworks to business value propositions that are quantitative. The preference
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Algorithm 1. Preference Based Goal Reasoning

```plaintext
begin
1. Encode g, s, d, c, e, l into a CNF proposition formula \( \Phi \) w.r.t. [12]
2. solved = false; rank = 0
3. while not solved and rank < \text{MAX}(r) do
4. solved = solve \( \Phi \) using SAT solver
5. if not solved then
6. \Phi = remove rules in \( \Phi \) concerning \( q \in s \) where \( r(q) < \text{rank} \)
7. else
8. \( o = \) decode propositions from \( \Phi \) concerning satisfied elements in \( g \cup s \)
9. end if
10. end do
11. if solved then return \( o \)
12. else return nil end if
end
```

The Preference Based Goal Reasoning algorithm has been implemented in the new version of OpenOME. The procedure takes as input the given goal model, including a set of hard goals and softgoals, the refinement and contribution relationships, as well as the quantitative labels of expected satisfaction. In addition to these input, dynamic quality tradeoff decisions are expressed by preference ranks of the softgoals because the algorithm does not differentiate two softgoals of the same rank. The preference ranks are changeable input tuned by the feedback controller. The algorithm has an iterative step to invoke a SAT solver for finite times, depending on the number of ranks needed to express the partial ordering. The procedure tries initially to find a configuration that can accommodate all softgoals to reach their expectations. If not possible, the lowest ranked softgoals will be removed from the encoding so as to accommodate the remaining softgoals, and so on, until either a viable configuration is found or all softgoals have been removed. The algorithm terminates with a valid configuration because we assume the root hard goal is satisfied by design.

Our encoding extends the original goal reasoning work [16] by discretising both satisficing and denial of softgoals of 3 labels (fully, partially, unknown) into any \( N \geq 3 \) labels, depending on the level of details one would tune. In practice, we find \( N = 5 \) a reasonable value, which means that the interval in \([0, 1]\) is 0.1. As reported earlier [5], since goals are expressed as desired states of subject domains, different domains may require different degree of discrimination. In this experiment, we aim to see whether a relatively small discrimination can still be helpful when the reasoning is combined with the PID controllers.
D. Modified-PID-based Self-tuning Algorithm

The challenge for the feedback controller is to balance the preference ranks of related softgoals while making the adaptation results smoother with less turbulence. To address the challenge, our Modified-PID-based Self-tuning algorithm returns the tuned preference ranks of softgoals in response to the changing environment.

We made three adaptations to the PID control model introduced in Section II to fit our specific control problem. First, set points are initially unspecified, and then moved gradually from old values to newly specified ones that reflecting the actual status of the runtime environment. Thus, we evaluate set points as the average of all the past values of corresponding performance indicators (Lines 3 and 12). Second, the delta of business value is calculated as the percentage of increment/decrement (Line 2), which determines whether any self-tuning is needed. The error signal of softgoal represents the percentage of its deviation from set points (Line 8), and the control variable represents the percentage of increment/decrement of the preference rank based on the past error signals (Lines 9). Third, a dead band of the delta of the business value, or a tolerable range, is used to avoid oscillations in frequent architecture reconfigurations. More specifically, if the delta of the business value is within the defined dead band, then the preference ranks will not be tuned (Line 4). Otherwise, the preference ranks should be tuned based on the control variables (Line 14).

Algorithm 2 Modified-PID-based Self-tuning

input: array curVal
output: array ranks
procedure begin
1. calculate the delta of the business value:
2. delta = (curVal[i] - set-points[i]) / set-points[i] * marks[i]
3. calculate the set-points of business value (average of the past values)
4. if (delta < a) then ranks[0] = -1 /no self-tuning is needed
5. else ranks[0] = 2 /self-tuning is needed end if
6. calculate error signal and control variables:
7. for (i = 1; i < curVal.length; i++) do
8. e(k)[i] = (set-points[i] - curVal[i]) / set-points[i] * marks[i]
9. conVar[i] = conVar[i] + KP * (e(k)[i] - e(k-1)[i]) + Ki * e(k)[i] + KD * (e(k)[i] - 2*e(k-1)[i] + e(k-2)[i]) /PID
10. e(k-2)[i] = e(k-1)[i]
11. e(k-1)[i] = e(k)[i]
12. calculate set-points[i] as average of the past values
13. if (ranks[0] == 2) then
14. ranks[i] = round(conVar[i] * ranks[i]) + ranks[i]
15. end if
16. if (ranks[i] > 10) then ranks[i] = 10
17. else if ranks[i] < 1 then ranks[i] = 1 end if
18. end do
19. return ranks
end

IV. CONCLUSIONS

Runtime quality tradeoff algorithms have been proposed to improve the overall satisfaction of the requirements. Our experimental study on a Web-based system has validated that combining PID control theory with preference-based goal reasoning is effective in runtime self-tuning for a real-life software system.
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