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Head-related transfer functions (HRTFs) serve the increasingly dominant role of implementation 3-D audio systems, which have been realized in some commercial applications. However, the cost of a 3-D audio system cannot be brought down because the efficiency of computation, the size of memory, and the synthesis of unmeasured HRTFs remain to be made better. This paper presents a way to moderate the memory requirement and computational complexity in order to reduce the cost of a 3-D audio system.

We employ the library of HRTF measurements called Knowles Electronics Mannequin for Acoustic Research (KEMAR) as the original data [8]. First of all, each HRTF measurement has to be approximated in the minimum phase, and the length of the HRTF is limited by use of a modified Hamming window function, if necessary. Second, we propose an improved LBG-based clustering algorithm to lower the huge number of HRTFs. During the clustering, each HRTF is represented by its power cepstrum. Only portions of the HRTFs are reserved, and the others are neglected on condition that the minimal average mismatch distance between measured and synthesized HRTFs is achieved. Before applying localization of 3-D sounds, both unmeasured and removed HRTFs can be synthesized by linear interpolation and interaural time difference insertion. Experimental results reveal that the average and the maximum mismatch distances deriving from our improved LBG-based clustering method are less than those from the uniform clustering and LBG-based clustering methods [13].
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1. INTRODUCTION

The technology of virtual reality (VR) creates a “cyberspace” by simulating the perception of a human being. Although visual cues play a crucial role in a virtual environment, auditory cues are quite useful to compensate for the insufficiency of visual cues [1]. To respond to auditory fidelity, a 3-D audio system is an important part for constructing a virtual environment. The ability to “directionalize” sounds is the key feature of a 3-D audio system [2]. Both azimuths and elevations, as shown in Fig. 1, are conventions for describing the orientation of a virtual sound source. There are no specially designated reference directions of azimuths and elevations. In this paper, the azimuth is measured from a reference direction corresponding to 0° in right front of a listener, which increases clockwise to 360° along the azimuth circle. And the elevation angle increases upwards from 0° (in front of the listener) to 90° above the listener or decreases downwards to –90° below the listener.
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1.1 Head-Related Transfer Functions

The direction-dependent spectral filtering of a sound source before it reaches the eardrum can be viewed based on the idea that the sound source is processed by a set of transfer functions. The interaural time difference (ITD) and interaural intensity difference (IID) are two meaningful transfer functions of responding a sound source to ears. Actually, the outer ears, head, and torso lead to diffraction and reflection on the sound wave entering an ear canal [3, 4]. If the operation of propagating a sound from a pinna to the eardrum is measured as a set of head-related transfer functions (HRTFs), then the perceived location of the sound can be controlled by these transfer functions over head-phones [3, 5-7]. Now the study of HRTFs is one of the most significant techniques in the application of 3-D sound effect.

1.1.1 The KEMAR

A lot of research projects of institutions and universities have collected some libraries of HRTF measurements in their anechoic chambers. One of the famous libraries is called Knowles Electronics Mannequin for Acoustic Research (KEMAR), which is available on the Internet [8]. The HRTF measurements were made in the anechoic chamber of Massachusetts Institute of Technology. There are 14 azimuth circles sampled at elevations from -40° to +90° in 10° an increment. At each elevation, the entire azimuth circle (from 0° to 360°) is sampled by an equal sized increment. The amount of HRTF measurements in KEMAR for each ear is 710 totally. And the impulse response of each HRTF measurement is 512 taps long. It is notice that the HRTFs of the left and right ears are measured in different styles of pinnae. Hence, the measured HRTFs of a single ear are enough for us to design a 3-D audio system, since it is hypothesized that the left and right ears of normal human being are symmetric.

The impulse and frequency responses of the measured HRTFs of the left ear on the horizontal plane (i.e., at elevation 0°) are shown in Figs. 2(a) and 2(b), respectively. In Fig. 2(a), the value of the x-axis means the serial number of taps. Only the impulse responses of the first 150 taps are plotted because those of the remaining taps approach
zero. The value of the y-axis is the azimuth on the horizontal plane, and that of the z-axis is the magnitude of the response. From Fig. 2(a), we observe that the location of the sound source with the longest time delay and the smallest intensity is close to azimuth 90°. Conversely, the sound source with the shortest time delay and the largest intensity is located at about azimuth 270°. It coincides with the properties of the ITD and IID cues. As opposed to Fig. 2(a), the value of the x-axis in Fig. 2(b) is the frequency in kHz. It is easy to see from Fig. 2(b) that the spectra are smoothly varied as the azimuths change. This phenomenon can be thought as the spectral cues which help human beings disambiguate a sound from above to below or from front to back or vice versa. And characteristic of smoothness manifests that we can synthesize the unmeasured HRTFs by interpolation techniques.

Fig. 2. The HRTFs of the left ear on the horizontal plane: (a) the impulse responses; (b) the frequency responses.
1.1.2 Pole-zero modeling of HRTFs

In order to alleviate the complexity of HRTFs, some researchers have investigated the pole-zero approximations for HRTFs [9-11]. These methods can be used to synthesize HRTFs with fewer parameters and lower computational complexity. However, the difficulty of pole-zero modeling is to determine where each pole and zero should be positioned along its track to minimize an error associated with approximated HRTFs. An active sensory tuning technique is designed to solve this problem [11]. For mathematical simplicity, we only exert linear interpolation to synthesize the HRTFs that are not really measured in an anechoic chamber.

1.2 Our Proposed Methods

3-D sound effect has become a substantial role in some areas, such as virtual reality, audio, and other entertainment applications. At present, nevertheless, 3-D sound applications are not so popular. One of the reasons is that a 3-D audio system is costly, which needs high level DSP equipment to produce 3-D sound effect in real time because of numerous measurements and complicated computations. If we want to reduce the cost of a 3-D audio system, what we face is the problems of moderating the size of the memory and increasing the efficiency of computation. Although the cost can be economized by using low-priced equipment to implement 3-D sound effect, it will lower the quality of the 3-D audio system. It is a trade-off between cost and quality. Previous studies have discussed on this issue [12, 13], but there are still some improvements that need to be made.

In this paper, we employ the library of the KEMAR as the original data. Just the HRTF measurements of the left ear were adopted. First, all the HRTF measurements have to be approximated in the form of the minimum phase [14]. Such manipulation is convenient for the interpolation of HRTFs in the time domain. Second, the huge number of HRTFs is moderated. Only portions of the HRTFs are reserved and the others are neglected. For this purpose, we propose an improved LBG-based clustering algorithm performed on the power cepstra of HRTFs. The reconstruction error between measured and synthesized HRTFs is redefined to fit our study. The outcomes reveal that the HRTFs synthesized by our algorithm is more precise than those by the Huang’s method [12]. After clustering, we try to shorten the length of each reserved HRTF by a truncating approach. To diminish the Gibbs phenomenon, we modify the Hamming window functions through rigorous evaluation [14]. The windowed HRTFs are stored in memory and ready for 3-D sound localization. As Fig. 3 illustrates, the primary sound waves are inputted to a 3-D audio system and convolved with the measured or synthesized HRTFs depending on the sound positions. Then, the 3-D audio can be produced by a couple of headphones.

2. THE CLUSTERING OF HRTFS

The cardinality of a complete set of HRTFs is very tremendous. The larger the number of HRTFs, the finer the resolution of localizing 3-D sounds will be. For some applications, nevertheless, too many HRTFs are inadequate. The easiest way to moderate
the number of HRTFs is by sampling the original measurements uniformly. Illustrating
the KEMAR as an example, there are 72 HRTFs on the horizontal plane where one
HRTF is measured for every 5° azimuth. If we keep the first measurement for every 6
neighboring HRTFs, then the cardinality of this set is lowered from 72 to 12. And the
other HRTFs that are removed can be restored by the aid of interpolation techniques.
Essentially, the capability of human spatial hearing is nonuniform. Therefore, uniform
sampling is not the appropriate way to simplify the set of HRTFs. Our goal is to develop
a better manner of sampling HRTFs.

2.1 The Clustering Based on Power Cepstra

Given a set of patterns, different representative features chosen for classification
usually result in dissimilar consequences. For faithfully reproduce auditory cues, the de-
tailed characteristics of the HRTFs should be enhanced. To achieve this, a power cep-
strum is more useful for clustering HRTFs whose dynamic range is less than that of a
power spectrum. By taking the power cepstrum as a feature, some clustering methods for
grouping the HRTFs into several clusters have been proposed [13, 15]. Such clustering
methods first convert the HRTFs into power cepstra, and then choose “pilots” to find
custers using the LBG algorithm [16]. As a result, each pilot represents a cluster, and the
other HRTF measurements that can be generated by means of interpolation are ignored.

The power cepstrum is defined as [17]:

\[ C(r) = \mathcal{F}^{-1}\{ \log S(f) \}, \]

where \( S(f) \) is the power spectrum of a frequency response and \( \mathcal{F}^{-1}\{ \cdot \} \) is the inverse Fou-
rier transform.

According to the above definition, the power cepstrum of an HRTF is stated as:
\[ C[n] = F^{-1} \{ \log S(H_{\text{min}}(j\omega)) \} , \]  

where \( H_{\text{min}}(j\omega) \) is the minimum-phase HRTF in the frequency domain [14]. After calculating the power cepstra of the HRTFs, the LBG algorithm is employed to cluster the set of power cepstra. In this manner, the power cepstrum nearest the centroid of a cluster is selected as a pilot. An average mismatch distance between the pilots and the removed HRTFs is defined as

\[ \bar{d} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{N_i} d_{ij}}{\sum_{i=1}^{m} N_i} \text{ with } d_{ij} = |c_{ij} - p_i| , \]  

where \( c_{ij} \) is the \( j \)-th removed HRTF of the \( i \)-th cluster, \( p_i \) is the pilot representing the \( i \)-th cluster, and \( N_i \) is the number of HRTFs in the \( i \)-th cluster. An example of LBG-based clustering is shown in Fig. 4, where the HRTFs at elevation 0° are projected onto a 2-D plane for the convenience of illustration.

2.2 The Improved LBG-Based Clustering Algorithm

The clustering problem that we try to surmount is depicted as: \( 2m \) HRTF measurements are taken from \( N \) measurements as pilots at a certain elevation in the KEMAR, and the other measurements are replaced by linear interpolation between the \( 2m \) measurements, where each measurement is located in the hyperspace with 512 dimensions.

2.2.1 The modified average mismatch distance

Using Eq. (2) to evaluate the performance of clustering schemes, the results from the LBG-based clustering algorithm will be better than those from the uniform clustering
method. However, Eq. (2) cannot really respond to the mismatch distance, because the
distance between $c_{ij}$ and $p_i$ is irrelated to the consequence of linear interpolation. Hence,
the average mismatch distance should be modified as:

$$
\bar{d} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{N_i} d_{ij}}{\sum_{i=1}^{m} N_i} \text{ with } d_{ij} = |c_{ij} - \hat{c}_{ij}|.
$$

(3)

where $\hat{c}_{ij}$ is the corresponding interpolated HRTF lying between the pilot representing
the $i$-th cluster and its two neighboring pilots located at the ends of this cluster. By the
way, the performance of the improved LBG-based clustering algorithm can be amelio-
rated.

2.2.2 The necessary conditions for minimization

Since the LBG algorithm cannot be efficiently applied to our clustering problem, it
must be modified a little to work out the solution well. In the light of the discussions in
[16, 18], the necessary conditions for the minimization of the average distortion are em-
bodyed in the LBG algorithm:

**Condition 1.** Given an input vector $x$, choose a representative code vector $q$ from an en-
coder $Q(x)$ to minimize the squared error distortion $\|x - x'\|^2$, where $x'$ is a reproduc-
tion vector generated from a decoder $X(q)$.

**Condition 2.** Given the code vector $q$, compute the reproduction vector $x'$ as the cen-
troid of those input vectors that satisfy Condition 1.

Fig. 5. The encoder-decoder model of formulating the LBG algorithm.

The LBG algorithm in the form of an encoder-decoder model is shown in Fig. 5,
which basically operates in a batch mode by first adjusting the encoder $Q(x)$ in accor-
dance with Condition 1, and then adjusting the decoder $X(q)$ in accordance with Condi-
tion 2, until the average distortion converges to a minimum value. To raise the efficiency,
our improved LBG-based clustering algorithm is iteratively executed via such an encoder-decoder model.

What follows designates the notations used in the improved LBG-based clustering algorithm. Given a set of HRTFs $H = \{H_1, H_2, \ldots, H_N\}$ and its set of power cepstra $C = \{C_1, C_2, \ldots, C_N\}$, we intend to select a set of pilots $P = \{p_1, p_2, \ldots, p_k\}$ from $H$, so that the remaining $H_i$ is removed and can be synthesized from $P$ by linear interpolation. To facilitate the clustering, we divide $P$ into two parts: one is the set consisting of the “centroids” of clusters $A = \{a_1, a_2, \ldots, a_{k/2}\} = \{p_1, p_3, \ldots, p_{2m-1}\}$ as the input vector and another is the set of “separators” $B = \{b_1, b_2, \ldots, b_{k/2}\} = \{p_2, p_4, \ldots, p_{2m}\}$ as the code vector for $K = 2m \leq N$. The separators are employed to segment $H$ into $m$ partitions: $U = \{U_i : i = 1, 2, \ldots, m\}$, where $U_i$ is composed of some adjacent HRTFs in $H$, i.e., a cluster of $H$. When $B$ is determined, $U$ is subsequently done. The improved LBG-based clustering for the HRTFs on a certain plane is illustrated in Fig. 6. It is note that: $U_i, A, B, P \subset H$, $P = A \cup B$, $A \cap B = \emptyset$, $U_i \cap B = \emptyset$, and $a_i \in U_i$.

![Fig. 6. An example of the improved LBG-based clustering of HRTFs.](image)

In particular, we adopt the same function for both the encoder and decoder, i.e., set $F(\cdot) = Q(\cdot) = X(\cdot)$ to alternately optimize the centroids and separators in the improved LBG-based clustering algorithm. If $A$ is given, find a new set of separators $B = F(A)$ such that the average mismatch distance reaches a minimum value. In this case, $A$ plays the role of “pseudoseparators” to group $H$ into $m$ “pseudolusters” $U_i^*$ consisting of some adjacent HRTFs. Conversely, if $B$ is given, find a new set of centroids $A = F(B)$ such that the average mismatch distance attains a minimum value. It is obvious that $U_i^* \cap A = \emptyset$ and $F(A) \cap F(B) = \emptyset$.

### 2.2.3 The steps of the improved LBG-based clustering algorithm

The improved LBG-based clustering algorithm is summarized as follows:
Step 1: Given a set of HRTFs \( H = \{ H_1, H_2, \ldots, H_N \} \), compute its power cepstra \( C = \{ C_1, C_2, \ldots, C_N \} \), for \( N \geq 2 \). Given the number of pilots \( K \) that must be a multiple of 2, assign the set of initial pilots \( P^{(0)} = \{ p_1, p_2, \ldots, p_K \} \). Let the set of the initial centroids in all clusters be \( A^{(0)} = \{ a_1, a_2, \ldots, a_{K/2} \} = \{ p_1, p_3, \ldots, p_{K-1} \} \), and the set of the initial separators be \( B^{(0)} = \{ b_1, b_2, \ldots, b_{K/2} \} = \{ p_1, p_4, \ldots, p_K \} \) then the set of the initial clusters is \( U^{(0)} = \{ U_1, U_2, \ldots, U_{K/2} \} \), where the element \( U_i \) comprises adjacent HRTFs between two neighboring separators \( b_{i-1} \) and \( b_i \), \( i = 1, 2, \ldots, K/2 \) with \( b_0 = b_{K/2} \). Set \( j = 0 \).

Step 2: For every power cepstrum \( C_i, i = 1, 2, \ldots, N \), find the new set of separators \( B^{(j+1)} = F(A^{(j)}) \) such that the average mismatch distance \( \overline{d} \) defined in Eq. (3) falls into a minimum value, where \( K/2 \) pseudoclusters \( U^{(j)} \) are partitioned by \( A^{(j)} \).

Step 3: For every power cepstrum \( C_i, i = 1, 2, \ldots, N \), find the new set of centroids \( A^{(j+1)} = F(B^{(j+1)}) \) such that the average mismatch distance \( \overline{d} \) defined in Eq. (3) falls into a minimum value, where \( K/2 \) clusters \( U_i \) are partitioned by \( B^{(j+1)} \).

Step 4: The new set of pilots is derived from \( P^{(j+1)} = A^{(j+1)} \cup B^{(j+1)} \). If \( P^{(j+1)} = P^{(j)} \), the algorithm is terminated; otherwise, set \( j = j + 1 \) and go to step 2.

Notice that different initial inputs may lead to distinct clustering outputs. To find preferable results, it is necessary to run the improved LBG-based clustering algorithm several times with different initial inputs.

2.3 The Clustering Test of HRTF Measurements on the Horizontal Plane

In the KEMAR, there are 72 HRTF measurements on the horizontal plane. Suppose that we want to choose 12 HRTFs from the 72 ones. To prevent from converging to local minima, we experimentally ran 6 initial inputs, and compared their mismatch distances. The smallest average mismatch distance corresponds to a better result. For instance, the 6 initial inputs and their clustering outputs together with the average mismatch distances are depicted in Table 1. Remark that the initial inputs are assigned uniformly, and all such combinations are tested for the set of HRTF measurements. In the table, each element of the set of pilots represents the location of an HRTF at an azimuth and the subscript of the symbol means the number of iterations in the clustering process. For each set of pilots, the element in the odd sequence is a centroid and another in the even sequence is a separator between two clusters.

It can be seen that the clustering result from the Input 4 has the minimum average mismatch distance, which is available for synthesizing the removed HRTFs by linear interpolation. Fig. 7(a) shows the interpolated HRTF at azimuth 205°, which is compared with the original HRTF at the same azimuth. Its mismatch distance is 0.4368 that approaches the average one. Fig. 7(b) shows the interpolated HRTF compared to the original HRTF at azimuth 120°. Its mismatch distance is 1.2583. This is the worst case of interpolation obtained from the clustering result of Input 4.

2.4 Comparison of Uniform Clustering and LBG-Based Clustering Results

For the 72 HRTFs of the KEMAR, Table 1 records the mismatch distances derived from the best outcomes of uniform clustering, LBG-based clustering, and improved
LBG-based clustering after running six times for different numbers of pilots. From Table 2, it is evident that the uniform clustering method even has better performance than the LBG-based clustering method using Eq. (2) does [13]. As expected, we also observe that the number of pilots increases, the mismatch distance continuously will be lower and lower.

Table 1. The clustering outputs and average mismatch distances derived from different initial inputs of the HRTF measurements on the horizontal plane.

| Input 1: \( P^{(0)} \) = \( \{0°, 30°, 60°, 90°, 120°, 150°, 180°, 210°, 240°, 270°, 300°, 330°\} \) |
| Output 1: \( P^{(6)} \) = \( \{15°, 45°, 75°, 90°, 120°, 140°, 180°, 205°, 230°, 265°, 310°, 340°\} \) |
| and \( d = 0.4347 \). |
| Input 2: \( P^{(0)} \) = \( \{5°, 35°, 65°, 95°, 125°, 155°, 185°, 215°, 245°, 275°, 305°, 335°\} \) |
| Output 2: \( P^{(4)} \) = \( \{15°, 45°, 75°, 100°, 120°, 160°, 185°, 210°, 245°, 285°, 315°, 340°\} \) |
| and \( d = 0.4329 \). |
| Input 3: \( P^{(0)} \) = \( \{10°, 40°, 70°, 100°, 130°, 160°, 190°, 220°, 250°, 280°, 310°, 340°\} \) |
| Output 3: \( P^{(4)} \) = \( \{15°, 45°, 75°, 100°, 120°, 170°, 195°, 220°, 250°, 285°, 315°, 340°\} \) |
| and \( d = 0.4242 \). |
| Input 4: \( P^{(0)} \) = \( \{15°, 45°, 75°, 105°, 135°, 165°, 195°, 225°, 255°, 285°, 315°, 345°\} \) |
| Output 4: \( P^{(4)} \) = \( \{15°, 45°, 75°, 100°, 120°, 170°, 200°, 225°, 255°, 285°, 315°, 340°\} \) |
| and \( d = 0.4212 \). |
| Input 5: \( P^{(0)} \) = \( \{20°, 50°, 80°, 110°, 140°, 170°, 200°, 230°, 260°, 290°, 320°, 350°\} \) |
| Output 5: \( P^{(5)} \) = \( \{15°, 45°, 75°, 120°, 140°, 180°, 205°, 230°, 265°, 290°, 315°, 340°\} \) |
| and \( d = 0.4235 \). |
| Input 6: \( P^{(0)} \) = \( \{25°, 55°, 85°, 115°, 145°, 175°, 205°, 235°, 265°, 295°, 325°, 355°\} \) |
| Output 6: \( P^{(5)} \) = \( \{15°, 55°, 90°, 110°, 140°, 180°, 205°, 230°, 265°, 290°, 315°, 340°\} \) |
| and \( d = 0.4291 \). |

Fig. 7. Comparison of the frequency responses of the interpolated and original HRTFs: (a) at azimuth 205° (\( d = 0.4368 \)); (b) at azimuth 120° (\( d = 1.2583 \)).
Fig. 7. (Cont’d) Comparison of the frequency responses of the interpolated and original HRTFs: (a) at azimuth 205° (d = 0.4368); (b) at azimuth 120° (d = 1.2583).

Table 2. The average mismatch distances derived from the best outcomes of three different clustering methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of pilots</th>
<th>Uniform clustering</th>
<th>LBG-based clustering</th>
<th>Improved LBG-based clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
<td>0.7093</td>
<td>0.7321</td>
<td>0.6689</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.5707</td>
<td>0.6244</td>
<td>0.5530</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.4338</td>
<td>0.4831</td>
<td>0.4212</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>0.3362</td>
<td>0.3395</td>
<td>0.3213</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>0.2710</td>
<td>0.2847</td>
<td>0.2545</td>
</tr>
</tbody>
</table>

Table 3. The maximum mismatch distances derived from the best outcomes of three different clustering methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of pilots</th>
<th>Uniform clustering</th>
<th>LBG-based clustering</th>
<th>Improved LBG-based clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
<td>1.5270</td>
<td>2.0275</td>
<td>1.3772</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.2853</td>
<td>1.8183</td>
<td>1.2583</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1.3200</td>
<td>1.4804</td>
<td>1.2853</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>1.3941</td>
<td>1.2742</td>
<td>1.0376</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>1.0784</td>
<td>1.2820</td>
<td>1.0366</td>
</tr>
</tbody>
</table>

Table 3 reveals the mismatch distances of the worst cases derived from the best outcomes of the three different clustering methods. Our method is still the best one of them. The number of iterations and the execution time needed to acquire the best outcomes of the three methods are shown in Table 4 and Table 5, respectively. The disadvantage of our method is that the execution time is far longer than those of the other two. It is worthwhile doing so, because the clustering of HRTFs can be achieved at an off-line preprocessing stage, which does not slow the speed of localizing 3-D sounds in real time.
3. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of our proposed methods, many experiments are made by employing the library of the KEMAR as the original data. Just the HRTF measurements of the left ear are adopted. The working platform is equipped with Intel Pentium 133 CPU and 64MB RAM. The development software is MATLAB for Microsoft Windows 3.1 with the Signal Processing Toolbox, which is run in Windows 95. First illustrated are the experiments of comparing the clustering results of the HRTFs on the horizontal plane by the modified Hamming window function using different filter lengths and numbers of pilots. The subsequent experiments apply the improved LBG-based algorithm to cluster the whole HRTFs of the KEMAR.

3.1 The Clustering Results of the HRTF Measurements on the Horizontal Plane

Following experiments are all based on the minimum-phase HRTFs on the horizontal plane. For localizing a 3-D sound, the ITD information that needs to be artificially inserted into the HRTFs is obtained from computing the average group delay.

3.1.1 Number of pilots

In [19], the study had shown that the HRTFs interpolated between the measured ones even far apart by the azimuth of 60 degrees, the subjects cannot distinguish the interpolated HRTFs from actual measurements. Consequently, even the number of pilots is assigned as 6, interpolated results are still available. To compare with the results from different numbers of pilots, we choose 6, 12, and 24 pilots as our illustrative examples.

3.1.2 Windowing and filter lengths

Through the evaluation, the performance of the modified Hamming window function is better than that of the modified Bartlett, Hanning, and Blackman ones. Hence, we choose the modified Hamming window function which filter length is assigned to be 64, 128, and 256 in our experiments.

3.1.3 Performance evaluation

A reconstruction error is applied to evaluate the performance of our improved LBG-based clustering algorithm with various numbers of clusters and different filter lengths of the window function. This reconstruction error is defined as

\[
\text{Reconstruction error} = \frac{\sum_{k=1}^{N} R(S_{k,\text{measured}}, S_{k,\text{synthesized}})}{N}
\]

(4)

with

\[
R(S_{k,\text{measured}}, S_{k,\text{synthesized}}) = \frac{\sum_{\ell=1}^{d} (S_{k,\text{measured}}(\ell) - S_{k,\text{synthesized}}(\ell))^2}{\sum_{\ell=1}^{d} S_{k,\text{measured}}^2(\ell)}
\]
where \( I \) is the range of the frequency responses,
\( N \) is the total number of HRTFs on the horizontal plane,
\( S_{k,\text{measured}} \) is the frequency response of the \( k \)-th measured HRTF,
and \( S_{k,\text{synthesized}} \) is the frequency response of the \( k \)-th HRTF synthesized by means of linear interpolation.

Table 4 shows the reconstruction errors received from the best performance of our improved LBG-based clustering algorithm using 6, 12, and 24 pilots with the filter lengths of 64, 128, and 256. From Table 6, we see that the larger the number of pilots, the smaller the reconstruction error gets. Besides this, the larger the filter length of the window function is, the smaller the reconstruction error obtains as expected.

<table>
<thead>
<tr>
<th>No. of pilots</th>
<th>Filter length 64</th>
<th>Filter length 128</th>
<th>Filter length 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.0396</td>
<td>0.0226</td>
<td>0.0202</td>
</tr>
<tr>
<td>12</td>
<td>0.0361</td>
<td>0.0182</td>
<td>0.0155</td>
</tr>
<tr>
<td>24</td>
<td>0.0350</td>
<td>0.0171</td>
<td>0.0154</td>
</tr>
</tbody>
</table>

3.1.4 Simulation results

Two representative simulation results of the above experiments are illustrated in Fig. 8. We find that they are very similar to Fig. 2(b). From these figures, we observe that the details of the frequency responses become more and more in the axis of azimuths as the filter length increases. And the more subtle changes are obviously acquired in the axis of frequencies as the number of pilots increases.
Fig. 8. (Cont’d) The frequency responses of the interpolated HRTRs on the horizontal plane resulting from our clustering algorithm: (a) 12 plots and M=256; (b) 24 pilots and M=64.

3.2 The Overall Clustering Results of the KEMAR

Prior experiments are all concentrated on the clustering of the HRTF measurements on the horizontal plane. Now we want to find the whole pilots of the 710 HRTF measurements of the KEMAR. Because the numbers of HRTF measurements at different elevations are not the same, the number of the pilots reserved at each elevation varies. Another problem is the arrangement of the initial inputs for the improved LBG-based clustering algorithm. What this algorithm requires is the even number of pilots, but the number of HRTF measurements at elevation 50° is odd. Therefore, the initial inputs at such an elevation cannot be uniformly assigned, just near uniformly. Generally speaking, we select one fourth of the measurements as the pilots. Note that all the truncation errors are zero since the minimum-phase HRTFs are not filtered by the window function in these experiments. Fig. 9 illustrates the positions of pilots resulting from the clustering of the HRTF measurements of the KEMAR. The denser the positions of pilots are, the more variations of the frequency responses of the corresponding HRTFs exist. In this experiment, the total number of pilots is 181; that is, the data compression ratio is about 25%. At an elevation, the HRTF between two adjacent pilots can be synthesized by linear interpolation. Between two adjacent elevations, the HRTF can be furthermore synthesized by bilinear interpolation using four neighboring pilots.

4. CONCLUSIONS AND FUTURE WORK

This paper has presented a way to moderate the memory requirement and computational complexity in order to reduce the cost of a 3-D audio system. Through many experiments, the results show that our method can remedy the imperfections and improve the performance of both Huang’s and Chuang’s methods on the clustering of HRTFs [12, 13].

For the purpose of moderating the memory size, we propose an improved LBG-based clustering method. This method is applied to select a certain number of im-
pulse responses from a huge number of HRTF measurements. Our method is similar to the Chuang’s clustering method, which groups the HRTF measurements according to their corresponding power cepstra. As opposed to the Chuang’s method, we redefine a different mismatch distance used for evaluating the approximation error. Comparing with the synthesized HRTFs, the experimental results reveal our method is better than the Chuang’s method.

Fig. 9. The overall clustering result of the HRTFs of the KEMAR at each elevation represented by concentric circles: (a) the Northern Hemisphere (above the listener); (b) the Southern Hemisphere (below the listener).

Most of our studies focus on the preprocessing stage as shown in Fig. 3. It is enough for us to simulate one or more sound sources moving in a virtual space. However, the head movement of a listener is also a significant cue for sound localization. If head movement is considered, a tracker system is necessarily combined with the 3-D audio system. We shall investigate the tracker technology in 3-D audio.

In this paper, the environmental context is neglected, too. Without regarding the environment of sound sources, a 3-D audio system can only imitate the sounds heard in an anechoic chamber. The 3-D audio system that incorporates the techniques of room modeling and auralization to simulate the environmental context [20] will be much more complex and realistic. In the future, we shall develop such techniques to realize 3-D audio system.
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