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A B S T R A C T

Based on the system adaptation framework which has been proposed in our previous work, this paper focuses on the input selection of this framework to identify crucial market influential factors. We first carry out an empirical research to preselect influential factors from economic and sentimental aspects. The causal relationship between each of them and the internal residue of the market is then tested. Lastly, a multicollinearity test is applied to those factors that show significant causality to the internal residue of the market to exclude the redundant indicators. As the causal relationship plays an essential role in this method, both linear time-varying and nonlinear causality tests are employed based on the predictive ability of our framework. This double selection method is applied to the US and China stock markets, and it is shown to be efficient in identifying market influential factors. We also find that these influential factors are market-dependent and frequency-dependent. Some well-tested factors in the developed market and literature may not work in the emerging market.
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1. Introduction

System economics is a popular and promising direction of research as it has provided many powerful tools in analyzing the market as a complex system. With it, the features and structures of the market can be better explored. In our previous work [45,46], a unique system adaptation framework has been developed to model the stock market or financial markets in general from a viewpoint of system dynamics. It has been shown in our previous work that with proper input, our framework not only provides more accurate prediction results but also better understands and captures the dynamics and properties of markets. Under this framework, the information flow of the real market can be clearly reflected in the hierarchy of the identified system. The modeling process is considered as identifying a dynamical system, in which the real market is treated as an unknown plant or system and the proposed identification model is tuned by feeding back the resulting matching errors. The working scheme of the proposed structure of modeling involves a crucial component, which is to identify the input influential factors.

Unlike most physical systems, in which the system input is generally well-defined and structured to meet certain specifications and requirements, the stock market has too many input factors that might influence its internal behaviors, and hence its outcomes. The theory of nonlinear dynamic economics suggests that the economic fluctuations are caused by both internal and external forces. In the stock market, the internal force is believed to be generated by some fundamental factors, such as market mechanism, company value, profitability of a company, whereas the external force is usually constituted by the information outside the stock market including the economic, fundamental and many other influential factors. The internal and external forces induce slow and fast dynamics in the stock market respectively. Our identification model consists of...
an internal model and an adaptive filter, respectively taking the slow and fast dynamics of the market prices into consideration. The external force is much more complicated than the internal counterpart, as it represents the interaction of the whole system with its environment. Influential factors which form the external force work as the input to our framework to regulate stock prices through the adaptive filter. As their effect on the market changes from time to time, identifying the most influential factors in the given period of time is critical to yield good predicting performance. This paper focuses on the selection of appropriate input influential factors for our system adaptation framework.

There are a vast number of causality test methods reported in the literature that identify the causal relationship between the stock price and the market influential factors, of which the original and also best-established approach is the Granger causality test [21]. Generally speaking, the Granger causality test is within the linear regression context that provides useful information on whether the past knowledge of an influential factor could significantly improve the short-term prediction of stock prices, and vice versa. The so-called standard F-test was designed for stationary series. However, causality patterns may change from time to time due to various reasons, such as fast changing dynamics in the economic environment. As such, the technique has been further extended for those dynamic models with time-varying parameters. Geweke [18,19] quantified the causality in the form of linear dependence between signals based on VAR models. Such a concept can be easily extended to test dynamic models. For example, Feng et al. [16] used Bayesian networks and ant colony optimization to analyze the causal relationship among risk factors for information systems. An alternative method in testing time-varying causality is to make use of Markov regime-switching models. By using an unobservable finite Markov chain to allow for changes in causal links over the sampling period, Psaradakis et al. [35] investigated the US money–output relationship based on a VAR model with time-varying parameters. The time-varying causality test has also been frequently reported in the literature of neuroscience. Ding et al. [15] used a short-window spectral analysis to construct a time-variant Granger causality test, but it requires the stationarity of signals within the short-time window. Hesse et al. [23] loosened this requirement by recursively fitting a VAR model with time-dependent parameters, and then the time-variant Granger causality strength was calculated. Similar work could be found in Roebroeck et al. [36] as well as Bressler and Seth [10]. In our input selection process, we adopt the idea in the time-varying causality test.

The traditional Granger causality test only considers linear relationships which are incapable of attesting the nonlinear dynamics in time series. As noted by Granger [22], Hsieh [26] and many others, the nonlinearity is an intrinsic and fundamental feature in the financial time series. Baek and Brock [2] proposed a nonparametric statistical method to identify the nonlinear Granger causality. By allowing the series in testing to display short-term temporal dependence, Hiemstra and Jones [25] modified the Baek and Brock test to discover the significant bidirectional nonlinear causality between the daily returns of the Dow Jones Industrial Average (DJIA) and the percentage changes in the New York Stock Exchange trading volume, for which the linear Granger causality test fails to discover the relationship. The work popularized the research in testing nonlinear Granger causality and the Hiemstra–Jones test has become a commonly used method in economics and finance. Examples include causal relationships between international stock markets [7,20], stock returns and trading volume [12], stock price and volume [38], stock price dividend relationships [29] and so on. By developing a multivariate nonlinear causality test, Bai et al. [3] extended the Hiemstra and Jones nonlinear causality test to a multivariate setting which has also been successfully applied to the stock market [4]. We adopt the Hiemstra and Jones test in our selection process and also consider the Bai’s multivariate test.

In this paper, we propose some new forms of market influential factors together with a double selection method to identify the most crucial input elements for the system adaptation framework. It involves an empirical selection process, followed by causality tests and a redundant test. Nonlinear Hiemstra and Jones test is carried out only for the periods when no significant linear type causal relationship appears. After causality tests, a multicollinearity test is used to remove some redundant factors. The US stock market, represented by the Dow Jones Industrial Average (DJIA), and China stock market, represented by Shanghai Stock Exchange Composite Index (SSE), are taken as illustrative examples to demonstrate the practicality of our selection process. This input selection part has been proven to work well.

The outline of the paper is organized as follows: Section 2 presents our system adaptation framework which serves as the basis of the input selection. Section 3 discusses the details of time-varying and nonlinear causality tests, as well as the multicollinearity test. Section 4 presents the performance of this input selection method in both US and China stock markets. Some related analyses are also given in this section. Finally, we draw some concluding remarks in Section 5.

2. The system adaptation framework

Fig. 1 presents our system adaptation framework for modeling the stock market. Inspired by ideas used in identifying physical systems, the stock market modeling process is treated as the problem of identifying a dynamic plant. The input–output behavior of the stock market is represented by the identification model $\hat{S}$ with its output $\hat{p}$ being the estimated stock price. The actual stock price $p$ is the output of the real stock market $S$. We note that both $S$ and $\hat{S}$ have the same input $r$, which consists of external influential factors of the stock market. Since both internal and external forces act upon the stock market, inducing slow and fast dynamics in the market respectively, we construct an identification model $\hat{S}$ with an internal model $I$ and an adaptive filter $A$ to capture these two types of dynamics.

The internal model, $I$, which can be regarded as a trend generator, estimates the market trend. It is reasonable to assume that the dynamics of the internal model change at a relatively slow pace, so that it can be approximated by some time-invari-
ant systems. Note that the internal model is independent of the adaptive filter. It uses only actual historical prices to estimate the internal stock price $\hat{p}_i$. For easy references, we define

$$e_i(n) = p(n) - \hat{p}_i(n), \quad (1)$$

as the internal residue in our framework. The historical stock price is preprocessed by the exponential moving average (EMA) model, and then an output-error (OE) model of multi-inputs and single-output (MISO) is employed to model the inherent evolution of stock prices. The parameters of OE model are estimated by the commonly used prediction error method.

In the literature, information outside the stock market always accounts for external influences to the market. The adaptive filter $A$ is thus introduced to capture such influences. It generates the estimated error $\hat{e}$ of the next step by analyzing major influential factors of the stock market together with the historical information of the internal residue. Working as a cycle generator, this adaptive filter compensates the identification error by capturing the fast dynamics of the market. It is assumed that the impact of each influential factor on the stock price movement is time-dependent, so that their significances should vary at different stages. As such, it is natural for us to choose a time-varying adaptive filter linked to the external input. We employ a time-varying state space model with instrumental variables for the adaptive filter. The parameters of the selected time-varying model are defined as state variables. Based on these state variables, a Kalman filtering technique is employed to recursively predict and update the estimated hyperparameters and instrumental variables. In this process, the identification error $e(n)$ is fed back to tune the state variables. More details about this framework including the definitions and estimations of both internal model and adaptive filter can be found in [46]. We would like to emphasize that our proposed system adaptation framework does not depend on any particular model. Besides the models we adopted, others can also be utilized as the internal model and the adaptive filter as long as they are capable of capturing the internal and external forces.

3. Input selection rules

Many results can be found in the literatures concerning the influential factors of the stock market, most of which come from economic and sentimental aspects. Economic indicators are usually used to judge the well-being of the economy and predict its future performance. They determine fundamentally the movement of stock prices, as the stock market has become an increasingly important component of the economy. Interest rate, inflation rate, money supply and commodity price are all widely accepted as economic indicators [1,8,17,34,37]. Besides economic indicators, investor sentiment becomes a crucial factor in recent studies. Sentimental indicators act as a measurement of the situation of demand and supply, representing the general opinion of the investors towards the market. Their contributions to short-term variations are particularly significant [5,6,30]. Behavioral financial factors are also frequently studied in the literature (see, e.g., [13]). Therefore, in constructing indicators, we try to include more market data as it embeds the expectations of investors on the market. Our results show that these indicators are market-dependent and frequency-dependent.

Based on the predictive ability of our framework, we propose a double selection method to evaluate the effect of every selected indicator on the stock market. Based on some empirical research, we first select a set of key influential factors, which include both economic and sentiment indicators, and perform necessary preprocessing to reform these selected indicators such that the resulting data will be better fit to our proposed framework. After that, we apply a series of statistical tests, which include linear time-varying and nonlinear causality tests as well as multicollinearity tests, on each selected indicator to detect its causality relationship with the internal residue. More specifically, a linear test is first conducted on each
input–output pair of the adaptive filter, i.e., the influential factor and the internal residue. A nonlinear causality test is to be carried out if no significant causality is displayed in the linear test. Finally, a multicollinearity test is then adopted to remove redundant indicators.

3.1. Causality test

3.1.1. Time-varying causality test with threshold

Hesse et al. [23] suggests a time-varying causality test which calculates the causality strength at each time point and then compares them with related threshold values. Considering the input and output time series \( r \) and \( e \), which are respectively characterized by the following AR and bivariate AR models as

\[
    r(n) = \sum_{i=1}^{q_r} \alpha_{1,i} r(n-i) + \vartheta_1(n), \quad \Sigma_{11}(n) = \text{var}(\vartheta_1(n)),
\]

(2)

\[
    e_i(n) = \sum_{i=1}^{q_e} \beta_{1,i} e_i(n-i) + v_1(n), \quad \Sigma_{21}(n) = \text{var}(v_1(n)),
\]

(3)

and

\[
    r(n) = \sum_{i=1}^{q_r} \alpha_{2,i} r(n-i) + \sum_{i=1}^{q_e} \beta_{2,i} e_i(n-i) + \vartheta_2(n), \quad \Sigma_{12}(n) = \text{var}(\vartheta_2(n)),
\]

(4)

\[
    e_i(n) = \sum_{i=1}^{q_r} \beta_{2,i} e_i(n-i) + \sum_{i=1}^{q_e} \alpha_{3,i} r(n-i) + v_2(n), \quad \Sigma_{22}(n) = \text{var}(v_2(n)).
\]

(5)

The time-varying strength of causality from \( r \) to \( e \) and from \( e \) to \( r \) are defined as

\[
    F_{r \rightarrow e}(n) = \ln \left( \frac{\Sigma_{21}(n)}{\Sigma_{22}(n)} \right),
\]

(6)

and

\[
    F_{e \rightarrow r}(n) = \ln \left( \frac{\Sigma_{11}(n)}{\Sigma_{12}(n)} \right).
\]

(7)

If \( F_{r \rightarrow e}(n) > F_{e \rightarrow r}(n) \), we can say that \( r \) Granger causes \( e \) at the time \( n \), and vice versa. Generally, we need to set an appropriate threshold to determine whether the causal effect is significant or not. If an influential factor \( r \) Granger causes \( e \) in certain time intervals, we randomize the order of \( e \) such that the causality between \( r \) and \( e \) is annihilated. Note that the distribution of \( e \) remains unchanged during such a process. This is the so-called surrogate data approach. The shuffling procedure will be repeated for a number of times, say \( N_e \), to yield a meaningful result. After all these processes, we then calculate the resulting \( \kappa \% \) quantile for each time point, which is used to represent the threshold or the significant level of the Granger causality. Values above this level have a probability of occurring chance less than \( 1 - \kappa \% \). A Granger causality relationship is considered to be significant when the causality strength surpasses the threshold. In this paper, we set \( \kappa \% = 95\% \) and \( N_e = 200 \) for US and China stock markets.

3.1.2. Nonlinear causality test

For a given pair of time series \( r(n) \) and \( e(n) \), we let \( \ell_r(n) \) be the \( m \)-length lead vector of \( e \), \( \ell^r(n - Lr) \) and \( \ell^{Le}(n - Le) \) be the \( Lr \)-length and \( Le \)-length lag vectors of \( r \) and \( e \). The nonlinear Granger noncausality is defined in the context of conditional probability [2]. Given values of \( m \), \( Le \), and \( Lr \geq 1 \) and for \( q > 0 \), \( r \) is said not to strictly Granger cause \( e \) if

\[
    P\left( ||\ell_r(n) - \ell^r(n)\| < q, ||\ell^{Le}(n - Le) - \ell^{Le}(s - Le)|| < q, ||\ell^{Lr}(n - Lr) - \ell^{Lr}(s - Lr)|| < q \right)
\]

\[
    = P\left( ||\ell_r(n) - \ell^r(n)\| < q, ||\ell^{Le}(n - Le) - \ell^{Le}(s - Le)|| < q \right),
\]

where \( P(\cdot) \) and \( \| \cdot \| \) denote probability and maximum norm respectively. The probability on the left-hand side of (8) is the conditional probability that two arbitrary \( m \)-length lead vectors of \( e \) are within a distance \( q \) of each other, given that the corresponding \( Le \)-length lag vectors of \( e \) and \( Lr \)-length lag vectors of \( r \) are within the same distance \( q \) of each other. We note that the condition on \( r \) is ignored on the right-hand side of (8).

Hiemstra and Jones [25] proposed an implementation of the above nonlinear Granger noncausality test by expressing the conditional probabilities in terms of the corresponding ratios of joint probability, in which (8) can be rewritten as

\[
    \frac{C_3(m + Le, Lr, q)}{C_4(Le, Lr, q)} = \frac{C_3(m + Le, q)}{C_4(Le, q)},
\]

(9)

where \( C_1, C_2, C_3 \) and \( C_4 \) are the correlation-integral estimators of the joint probabilities and are given as

\[
    \frac{C_3(m + Le, Lr, q)}{C_4(Le, Lr, q)} = \frac{C_3(m + Le, q)}{C_4(Le, q)}.
\]
\[ C_1(m + Le, Lr, q) = P(||e_i^{m+Le}(n - Le) - e_i^{m+Le}(s - Le)|| < q, ||r^m(n - Lr) - r^s(s - Lr)|| < q), \]
\[ C_2(Le, Lr, q) = P(||e_i^r(n - Le) - e_i^r(s - Le)|| < q, ||r^m(n - Lr) - r^s(s - Lr)|| < q), \]
\[ C_3(m + Le, Lr, q) = P(||e_i^r(n - Le) - e_i^r(s - Le)|| < q), \]
\[ C_4(Le, Lr, q) = P(||e_i^r(n - Le) - e_i^r(s - Le)|| < q). \]

For \( e_i \) and \( r \) with sampling size of \( N \), the values of \( C_1, C_2, C_3 \) and \( C_4 \) can be easily estimated by the following numerical method:

\[
C_i(I_1, L_2, q, n_c) = \frac{2}{n_c(n_c - 1)} \sum \sum I(||e_i^{n}(n - Le) - e_i^{s}(s - Le)|| < q),
\]
\[
C_p(L_1, q, n_c) = \frac{2}{n_c(n_c - 1)} \sum \sum I(||e_i^{n}(n - Le) - e_i^{s}(s - Le)|| < q).
\]

where \( I_1 = 1, 2, I_2 = 3, 4; L_1 \) and \( L_2 \) represent their first two parameters; \( n, s = \max(Le, Lr) + 1, \ldots, N - m + 1; n_c = N + 1 - m - \max(Le, Lr); I(\cdot) \) equals 1 when the condition inside (\cdot) is fulfilled and 0 otherwise.

Given values of \( m, Le \) and \( Lr \), \( q > 0 \), the criterion of noncausality is that if \( r \) does not strictly Granger cause \( e_i \), then

\[
\sqrt{n_c} \left[ \frac{C_1(m + Le, Lr, q, n_c)}{C_2(Le, Lr, q, n_c)} - \frac{C_3(m + Le, q, n_c)}{C_4(Le, q, n_c)} \right] \to N(0, \sigma^2(m, Le, Lr, q)).
\]

The estimation of \( \sigma^2(m, Le, Lr, q) \) can be found in [25].

Based on our framework, the nonlinear causality test is applied to series \( \Sigma_{12}(n) \) of (4) and \( \Sigma_{22}(n) \) of (5), which are similar to the so-called VAR residuals reported in [25]. The differences between the left- and right-hand sides of (9) and the standardized test statistic in (12) are denoted as CS and TVAL respectively. We note that there is no standard procedure in selecting the parameters \( Le, Lr \) and \( q \). Following the Monte Carlo results in [24], for all cases in this paper, all series are standardized before conducting causality tests and \( q \) is set to be 1.5\( \sigma \) where \( \sigma = 1 \) is the standard deviation of the standardized time series. We also set the lead length to be 1, i.e. \( m = 1 \), and set lag lengths \( Le = Lr \), using common lag lengths of 1–10.

### 3.2. Multicollinearity test

Before finalizing the candidates for the input of our framework, we might need to eliminate the possible multicollinearity among the selected influential factors, that is, by removing some of the redundant factors. A high degree of multicollinearity might produce invalid results in predicting the market. Our adaptive filter is a time-varying linear model, thus the existence of multicollinearity of the input channels may cause the time-varying parameters to become unstable. To avoid such a problem, for each influential factor that is regressed with the others, a tolerance is calculated as \( 1 - R^2 \), where \( R^2 \) is the coefficient of determination. A tolerance close to 1 means there is little multicollinearity, whereas a small value of tolerance suggests that multicollinearity should be noted.

### 4. Market input selection results

#### 4.1. Data description

It is nature that all the indicators are market-dependent. In this section, we investigate influential factors of DJIA and SSE. The influential factors of the US and China markets are also compared to find differences between the developed market and the emerging market. The global financial crisis in 2007 is highlighted, in which the Shanghai stock market plummeted more than 70% in one year from October 2007. Almost concurrently, the US stock market began to crash, following the collapse of the housing bubble. Studying the market behavior in this period would help us understand what the major exogenous influential factors are, how the market reacts to them, and most importantly, how the market is likely to behave if it confronts similar situations in the future. We specifically investigate the DJIA from January 2008 to November 2011, the period right after the global financial crisis in 2007. For the China market, We take the daily closing prices of the SSE index from the beginning of 2007 to November 2011, including the rapid rise and crash phases, for examination. All the stock market data are obtained from the Yahoo Finance database.

#### 4.2. US market

##### 4.2.1. Empirical selection

Benefitting from its maturity, various derivatives are available for the US stock market, providing a valuable source of sentiment indicators. Sun [39] provides an empirical analysis on a wide range of indicators, based on which five leading economic and sentiment indicators are selected to investigate the contributions among them in generating the external market force. Of the five selected factors, three are the economic indicators, i.e., the interest rate indicator (IRI), the oil price
(OP), and the Baltic dry index (BDI); and two are sentiment indicators, i.e., the Chicago Board Options Exchange DJIA volatility index (VXD), and the exchange rate of the Euro against the Japanese Yen (EUR/JPY).

1. Interest Rate Indicator (IRI)
   Among the economic indicators, the interest rate is one of the most well-known factors that have a direct impact on the general trend of the stock market. The size of the federal funds rate target (FFRT) changes is often applied to investigate the role that the interest rate plays in the US stock market [40]. Since the federal funds future rate (FFFR) embodies market expectation on the monthly average of the daily effective funds rate, it is frequently used in measuring market reactions to interest rate changes [9,31]. We construct a similar indicator that takes market expectation on a daily basis into consideration. Since the daily effective federal funds rate (DEFFR) is a volume-weighted average of rates on trades arranged by a group of federal funds brokers who report to the Federal Reserve Bank of New York each day, we use the difference between DEFFR and FFRT, defined as the interest rate indicator (IRI), as a gauge of the influence of interest rates on the US stock market:
   \[
   IRI = \frac{DEFFR}{C0} - FFRT. \tag{13}
   \]

2. Oil Price (OP)
   From the commodity sector, we select changes in the oil price (OP) as another key economic indicator. The oil price used in this paper is the Cushing West Texas Intermediate (WTI) spot price, obtained from Energy Information Administration. Its relative change \(c(n)\) is calculated by
   \[
   c(n) = 100 \times \frac{\alpha(n) - \alpha(n-1)}{\alpha(n-1)}, \tag{14}
   \]
   where \(\alpha(n)\) is the value of oil price.

3. Baltic Dry Index (BDI)
   The third economic indicator is the Baltic Dry Index (BDI), a daily average of global shipping prices for dry bulk cargoes. Functioning as an assessment of global trade and free of manipulation and speculation, it acts as an excellent leading indicator of economic activities. We also use its changes calculated with the same fashion as that in (14) to measure its influence on the stock market.

4. Chicago Board Options Exchange DJIA Volatility Index (VXD)
   Two sentiment indicators chosen for the DJIA are the VXD and the EUR/JPY currency pair. The VXD is a futures contract based on the prices of options on the DJIA traded at the Chicago Board Options Exchange (CBOE). It is a kind of stock fear index, reflecting the market expectation of the DJIA volatility over the next 30 days. Again, the relative changes of the VXD and the EUR/JPY exchange rate, calculated in the similar way as that in (14), are used in our process.

5. Exchange rate of the Euro against the Japanese Yen (EUR/JPY)
   Financial crisis would inevitably disseminate fear, resulting in investors becoming risk-averse. The currency pair EUR/JPY is a good choice for such an indicator. Besides the US dollar, the Euro and Japanese Yen are the most traded currencies. Similar as the US dollar, they are also held as reserve currencies by many countries. Among the EUR crosses and JPY crosses, the EUR/JPY is the most popular one which often has the highest trading volume. In 2013, the EUR/USD volume exceeded USD/JPY volume for the first time. It reflects the market expectation on the movement of the US economy and thus has its impact on the attractions of investments to the US market. This kind of influence is always reflected on the US stock market. In the work of Sun [39], the empirical comparison of the DJIA and the EUR/JPY exchange rate suggested that they nourish each other through interactions. Due to this reason, we choose a currency pair that does not include the US dollar.

Before conducting tests, we need to synchronize the data of the indicators and the stock prices. Specifically, if an indicator has no data available on certain samples, on which the stock market still traded, we will use the value of the indicator from the immediately preceding sample. On the other hand, if the stock price has no data available on a certain sample, but the indicator does, the latter will be removed accordingly. After synchronization, we next perform data normalization for all the series except the IRI using
   \[
   \hat{v}(n) = \frac{v(n) - \bar{v}}{s_v}, \tag{15}
   \]
   where \(v(n)\) denotes the original series, \(\hat{v}(n)\) denotes the normalized series, \(\bar{v}\) and \(s_v\) are respectively the mean and the standard deviation of \(v\).

The internal residue of DJIA from January 2008 to November 2011 is obtained by using the following OE model as the internal model:

---

1 The definition is from the Federal Reserve Bank of New York.
$H_{OE}(z) = \begin{bmatrix}
0.957z^{-1} - 0.503z^{-2} - 0.321z^{-3} - 0.565z^{-4} \\
1 - 1.325z^{-1} + 0.731z^{-2} \\
-5.127z^{-1} + 2.086z^{-2} - 0.914z^{-3} - 0.850z^{-4} \\
1 - 0.622 - 0.129z^{-2} \\
2.417z^{-1} + 3.049z^{-2} - 2.289z^{-3} - 1.82z^{-4} \\
1 - 0.3215z^{-1} - 0.664z^{-2}
\end{bmatrix}^T.

(16)

More details regarding to the OE model estimation and internal residue can be found in [45,46].

4.2.2. Causality test

When the lag length of the internal residue of the DJIA reaches 4, the corresponding Durbin–Watson statistic is 1.98 and its $p$ value of Breusch–Godfrey test is 0.43, both showing no autocorrelation in the residuals. We thus set the lag length of the series of $e_t$ to 4. To evaluate the effectiveness of indicators within a half month period over the internal residue, the lag lengths of all input indicators are set to 10. The resulting time-varying causal relationships between each of the five selected indicators and the internal residue of the DJIA are shown in Figs. 2–6. For each pair, we can observe that the causality strength from the indicator to the internal residue is higher than that in the opposite direction. Threshold values are then calculated by the surrogate data approach. As shown in our testing results, four out of five indicators (except the pair associated with the BDI) significantly Granger cause the internal residue as their causality strengths exceed the corresponding thresholds over the entire sampling period.

The BDI only presents significant linear causal effect over the internal residue of the DJIA from September 29, 2008 to July 21, 2010. Therefore, considering the entire period as a whole, it is necessary to further conduct a nonlinear Granger causality test on the pair associated with the BDI. Table 1 reports the results of the nonlinear Granger causality test applied to BDI-related series $\Sigma_1(n)$ and $\Sigma_2(n)$ with the same lag lengths. The $p$ value is calculated for a one-sided test.

The null hypothesis is that the BDI does not nonlinearly cause the internal residue of the DJIA. As shown in Table 1, this null hypothesis is rejected at the 5% significance level when the lag length is larger than two. This is a strong evidence of nonlinear Granger causality from the BDI to the internal residue of DJIA, especially when the lag length is long. As such, we conclude from previous causality tests that these five indicators all Granger cause the internal residue of the DJIA, statistically supporting the rationality of our input selection.

4.2.3. Multicollinearity test

The multicollinearity test is performed among the indicators and the results are shown in Table 2. We note that the EUR/JPY exchange rate gives a relatively small tolerance, and thus could be removed. The IRI, OP, BDI, and VXD indicators are finally used as the input to our system adaptation framework to forecast the DJIA.

4.2.4. Prediction results with selected input

Having four selected influential factors, we proceed to estimate the hyperparameters for each influential indicator, i.e. the diagonal entries of Noise Variance Ratio matrix $Q$, [45] which determines the variations of the state variables. Initially, we set all the hyperparameters as 0.002 and the covariance matrix $P$ as a diagonal matrix with all its diagonal entries equal to $10^5$. Note that the same initial values will be adopted when combining all indicators together as the input for the prediction in the next section. In this part, we have 14 state variables and 14 hyperparameters in the $Q_r$ matrix. With the estimated
hyperparameters, one-step-ahead prediction results can be obtained. Related definitions and other details please refer to
[45].

For the period of the DJIA data under studies, we divide the market data into four subperiods by observing the corre-
sponding internal residue, and to highlight the performance of our proposed framework during the 2007 US sub-prime financial crisis. Subperiod S1 is referred to the time interval from September to December 2008; Subperiod S2 from January 2009 to April 2010; Subperiod S3 from May to December 2010; and lastly, Subperiod S4 lasts from January to November 2011. It is easy to observe that in Subperiod S1, which starts from the month when the financial crisis hit its most critical stage, the variance of the corresponding internal residue is extremely large. After becoming relatively small in Subperiod S2, the variance of the internal residue increases again in May 2010, which is the beginning of Subperiod S3. It becomes much larger during Subperiod S4, corresponding to the downturn of the market in 2011.

We compare the predicting ability of our framework with the commonly adopted autoregressive moving average model
ARMAX. The lag lengths for the ARMAX model are set similarly as those used in our framework, i.e., 4 for the AR and MA (moving average) terms and 10 for all the exogenous inputs. Summarized in Table 3 are the prediction error results of our proposed framework and the ARMAX method. From the mean average error (MAE) and the root mean squared error (RMSE), it is obvious that the system adaptation framework significantly outperforms the ARMAX approach, especially in Subperiods S1 and S4. The effectiveness of the system adaptation framework structure, the ability of the dynamical design of the adaptive filter and the distinguished function of the internal model are comprehensively testified.
Fig. 5. Time-varying causality between the internal residue of the DJIA and the VXD.

Fig. 6. Time-varying causality between the internal residue of the DJIA and the EUR/JPY.

Table 1
Nonlinear Granger causality test results in the US stock market.

<table>
<thead>
<tr>
<th>Le = Lr</th>
<th>BDI does not cause the external force of DJIA</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CS</td>
<td>TVAL</td>
</tr>
<tr>
<td></td>
<td>9.1884 x 10^{-5}</td>
<td>0.0435</td>
</tr>
<tr>
<td></td>
<td>0.0040</td>
<td>1.0691</td>
</tr>
<tr>
<td></td>
<td>0.0116</td>
<td>1.7759</td>
</tr>
<tr>
<td></td>
<td>0.0200</td>
<td>2.0952</td>
</tr>
<tr>
<td></td>
<td>0.0300</td>
<td>2.3977</td>
</tr>
<tr>
<td></td>
<td>0.0467</td>
<td>2.9158</td>
</tr>
<tr>
<td></td>
<td>0.0625</td>
<td>3.0650</td>
</tr>
<tr>
<td></td>
<td>0.0690</td>
<td>2.8864</td>
</tr>
<tr>
<td></td>
<td>0.0731</td>
<td>2.7644</td>
</tr>
<tr>
<td></td>
<td>0.0790</td>
<td>2.4545</td>
</tr>
</tbody>
</table>

** Significance at 5% level for a one-sided test.
Table 2
Multicollinearity test results in the US stock market.

<table>
<thead>
<tr>
<th></th>
<th>IRI</th>
<th>OP</th>
<th>BDI</th>
<th>VXD</th>
<th>EUR/JPY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>0.971</td>
<td>0.820</td>
<td>0.992</td>
<td>0.785</td>
<td>0.626</td>
</tr>
</tbody>
</table>

Table 3
Comparison of the prediction results between the ARMAX and the system adaptation framework approaches for the DJIA index.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>ARMAX</td>
<td>215.61</td>
</tr>
<tr>
<td>System adaptation framework</td>
<td>29.82</td>
</tr>
<tr>
<td>Improvement</td>
<td>86.17%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>ARMAX</td>
<td>85.60</td>
</tr>
<tr>
<td>System adaptation framework</td>
<td>36.18</td>
</tr>
<tr>
<td>Improvement</td>
<td>57.73%</td>
</tr>
</tbody>
</table>

It is clear that the predicting or forecasting ability of the system adaptation framework is far superior especially for complicated economic situations when the market is highly volatile. For example, in Subperiod S1, our framework gives amazingly accurate prediction results whereas the ARMAX model totally fails to measure the dynamics of the market. Nevertheless, we should also note that under the framework structure, the predictions in Subperiods S1 and S2 are better than those in Subperiods S3 and S4. Such a phenomenon could probably be due to the weakening of the determinant effect of the input sources. For references, we note that the average daily changes of the closing prices of the DJIA from Subperiod S1 to S4 are 263.82, 85.61, 79.29 and 110.19, respectively. Compared with the MAE generated by the ARMAX which are slightly within the range of this average daily price changes, our framework provides much smaller and reasonable MAE in all subperiods. Hence, all these results prove that this double selection method works well in selecting the appropriate input to our framework. With these input, our framework shows its excellent ability in understanding the dynamics of complex systems especially in the complicated situations. In the next subsection, we apply the same selection method to the China stock market.

4.3. China market

4.3.1. Empirical selection

The Shanghai Stock Exchange (SSE) is the largest market in China and the third largest in the world by market capitalization. However, it is still not entirely open to foreign investors and is significantly influenced by the Chinese government. Many characteristics of the China stock market are very unique. In this section, we once again focus on the impact of the 2007 global financial crisis on the China market. We take the daily closing prices of the SSE index from the beginning of 2007 global financial crisis on the China market. We take the daily closing prices of the SSE index from the beginning of 2007 to November 2011, including the rapid rise and crash phases, for examination. The influential factors of the China stock market have been studied in the literature. For example, Zheng and Wong [47] adopted a two-stage bivariate GARCH model to analyze the conditional dependence between the so-called A-type and B-type Shares in the China stock market, and the impacts of the US and Hong Kong markets over the Chinese counterpart. Yao et al. [44] analyzed the relationships between the SSE and ten banking stocks listed in the market. The indicators related to the interest rate, money supply and inflation have also been investigated and reported.

Generally, there is a lack of sentiment indicators for the China markets. Since Chinese derivatives market is still relatively small and some market data are manipulated by the Chinese government, it is difficult to find influential factors that reflect...
the true sentiment of investors. Even for the commodities like the oil, China has a totally different price schedule, which is almost completely controlled by the government, regardless of the global price trend. As a result, we cannot make use of many common influential factors that work well in the developed countries. After some intensive search and testing, we finally select the following indicators that are suitable for the SSE.

1. Interest Rate Indicator (IRI):
For a stock market, the interest rate is always the primary influential factor under consideration. The Shanghai Interbank Offered Rate (SHIBOR) aims to become a new interest rate benchmark in the China market, and to provide the similar functions and roles as those of the Federal Funds Rate (FFR) in the US market and the London Inter Bank Offered Rate (LIBOR) in the UK market. Its maturity is important in making interest rates more market-based. Thus, researchers usually adopt SHIBOR to study the interaction between the interest rate and the China stock market. We use the changes between the daily SHIBOR overnight rate as the corresponding Interest Rate Indicator (IRI), which is defined similarly as that in (14):

\[
SHIBOR(n) = 100 \times \frac{i_s(n) - i_s(n-1)}{i_s(n-1)},
\]

where \(i_s\) is the value of the SHIBOR overnight rate. Since China has just experimented the SHIBOR trial from October 2006, the IRI data are only available from then.

2. International Stock Market Indicator (ISMI):
The interactions among stock markets around the world have become more and more intensified nowadays. The dynamic relationships between the China stock market and the stock markets in other countries have been extensively studied in the literature, among which the influence of the US stock market is pervasive. In terms of daily stock returns, Laurence et al. [32] found that the US stock market has a strong causal effect to both the China and Hong Kong stock markets. In Chen et al. [11], it was reported that the Standard & Poor’s 500 Index (S&P 500) led the SSE with respect to return transmission. Hung also did a similar study on several stock market indices [28]. Studies had also been conducted on other markets, which include the Hong Kong market [32,47], the Japan market [43], and the India market [11]. In this paper, we use the internal residues of the S&P 500 and Hong Kong Hang Seng Index (HSI), generated by our system adaptation framework, to represent the influences of the international stock markets on the SSE. More specifically, the internal residues of the S&P 500 and the HSI are generated by the system adaptation framework with the following respective internal OE models

\[
H_{S&P500}(Z) = \begin{bmatrix}
-0.4594 & -1.4022 & -0.9758 & -0.0983 \\
1.0298 & -0.2134 & -0.1262 & -0.3494 \\
-0.8763 & -0.2603 & -0.3714 & -0.1206 \\
1.0182 & -0.2187 & -0.2489 & -0.1379 \\
-0.1254 & -0.5448 & -0.3118 & -0.7417
\end{bmatrix}^T,
\]

and

\[
H_{HSI}(Z) = \begin{bmatrix}
2.4183 & 2.4572 & -0.1083 & -0.6531 \\
0.5052 & -1.5732 & 0.0189 & -3.5190 \\
1.0664 & -0.9176 & -1.3642 & -1.2537 \\
0.1084 & -0.9944 & -0.0244 & -0.0244
\end{bmatrix}^T.
\]

These OE models are respectively obtained by using their corresponding historical data for a period from 2001 to 2005.

3. Exchange Rate of the US Dollar against the Chinese Yuan (USD/CNY):
China has reformed its currency policies in recent years, shifting to a flexible exchange rate regime and pegging the Chinese Yuan to a basket of foreign currencies rather than strictly tying to the US dollar. Since then, the Chinese Yuan has been appreciated a lot against the US dollar. It is allowed to float within a daily band of 0.5% around the central parity. This revaluation of the CNY/USD rate marked a new era of a managed floating exchange rate and influenced significantly the China stock market. Nieh and Yau [33] proved the existence of an asymmetric causal relationship between the appreciation of CNY/USD and the SSE. Similar causal relationships have also been confirmed by Yang [42] and Tian and Ma [41]. In our study, we select the change of the USD/CNY exchange rate as one of the influential factors for testing the Shanghai stock market.

4. Inflation Rate Indicator (IFRI):
The relationship between the inflation rate and the stock market is still debatable. Chow and Lawler [14] found that the higher mean rate of return in the SSE than that in the New York Stock Exchange Composite Index was partially the result of a higher rate of inflation in China. Huang et al. [27] employed multiresolution wavelets to investigate three influential factors in different time scales. In their studies, the inflation was found to have an impact on the SSE in the 16-to-32-month trend, but it vanished in the 2-to-4-month cycles. The inflation rate \(\pi(n)\) is defined based on the logarithmic changes of Consumer Price Index (CPI) \(C(n)\) (from the EIU country database), i.e.,

\[
\pi(n) = 100 \times \left[ \ln(C(n)) - \ln(C(n-1)) \right].
\]
Since only the monthly CPI data are available, a cubic spline interpolation is used to increase its frequency. Inspired by the work of Huang et al. [27], we investigate the IFRI indicator at different frequencies, i.e., at the daily, weekly and monthly, respectively. It indeed turns out that the causal relationship changes at different frequencies.

4.3.2. Causality test

We first conduct a series of causality tests for the inflation rate indicator (IFRI) by testing the indicator at the daily, weekly and monthly frequencies, and the results are shown in Figs. 7–9. It is clear that the linear causal relationship is only significant at the weekly frequency. With the monthly data, although the inflation rate has significant causal effect to the SSE at the beginning, the causal relationship changes its direction after 2008. We further proceed to identify the nonlinear causal relationship using daily and monthly data. As shown in Table 4, there is no significant result found in the nonlinear tests. As such, the IFRI is not considered to be a final candidate for the input to the system adaptation framework of the SSE for daily prediction. Nonetheless, it could be used for weekly forecasting. These results suggest whether an indicator affecting the market is frequency-dependent. Similar study regarding to the influence of inflation rate on the US market has also been done at the daily, weekly and monthly frequencies. The weekly and daily data are created by a cubic spline interpolation which is the same as it is used in the China stock market. Testing results show that the inflation rate has linear causal relationships to the DJIA during the whole investigated period at all three frequency levels. However, since we focus on the daily prediction, we would not use the daily inflation rate as it is manipulated data by the interpolation. This kind of manipulated

![Fig. 7. Time-varying causality between the internal residue of the SSE and IFRI (daily data).](image1)

![Fig. 8. Time-varying causality between the internal residue of the SSE and IFRI (weekly data).](image2)
data will only be considered when the available market data are significantly insufficient. The US stock market is famous for its maturity that sufficient market data are available. In this way, we exclude the inflation rate from the input indicator set of the DJIA.

Data adjustment and data normalization are applied to the remaining four indicators before conducting causality tests. The lag length is selected in a similar way as it is in the DJIA. For the internal residue of the SSE, when the order reaches 4, the Durbin–Watson statistic is 2.00 and the p value of Breusch–Godfrey test is 0.0084, both showing no autocorrelation in the residuals. As such, the lag lengths of the internal residues of the SSE, S&P 500 and HSI are all set to be 4, and for other influential factors, it is set to 10.

Figs. 10–13 present the time-varying causality between each of these indicators and the internal residue of the SSE. Only the S&P 500 after September 25, 2007 and the currency pair USD/CNY after January 30, 2008 significantly Granger cause the internal residue.

We next apply the nonlinear causality test to the IRI and the HSI in the whole period; the S&P 500 from January 4, 2007 to September 24, 2007; and the USD/CNY from January 4, 2007 to January 29, 2008, and the results are given in Table 5, in which ‘NA’ denotes that results not available in the nonlinear causality tests. It is caused by \( C_2 = 0 \) or \( C_4 = 0 \) in (10) so that the condition in (12) cannot be tested. We note that \( C_2 = 0 \) or \( C_4 = 0 \) means that with selected lag length and given conditions, there is no vectors of \( e_i \) and \( r \), whose distance is within \( q \) or less.

It can be observed from the obtained results that significant nonlinear causality is only evidenced in the HSI with the lag length from 1 to 9. The nonlinear causal relationship is not found in the direction from the IRI, or the beginning parts of the S&P 500 and the USD/CNY, to the internal residue of the SSE. Considering both the time-varying and nonlinear causality test results, we can conclude that the HSI over the whole testing period, the S&P 500 after September 25, 2007, and the USD/CNY after January 30, 2008, significantly Granger cause the internal residue of the SSE. We also apply the multivariate nonlinear causality test [3,4] to these input variables but no significant causal relationship is found.

---

Table 4
Nonlinear Granger causality test results between the internal residue of the SSE and IFRI at different frequencies.

<table>
<thead>
<tr>
<th>Le = Lr</th>
<th>CS Daily IFRI does not cause SSE external force</th>
<th>TVAL</th>
<th>CS Monthly IFRI does not cause SSE external force</th>
<th>TVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0749</td>
<td>-1.4569</td>
<td>-0.0084</td>
<td>-0.6020</td>
</tr>
<tr>
<td>2</td>
<td>-0.1293</td>
<td>-2.0022</td>
<td>-0.0229</td>
<td>-1.5541</td>
</tr>
<tr>
<td>3</td>
<td>-0.2297</td>
<td>-2.9022</td>
<td>-0.0445</td>
<td>-1.6982</td>
</tr>
<tr>
<td>4</td>
<td>-0.2577</td>
<td>-2.9222</td>
<td>-0.0546</td>
<td>-1.0853</td>
</tr>
<tr>
<td>5</td>
<td>-0.2661</td>
<td>-3.7184</td>
<td>-0.1252</td>
<td>-1.8803</td>
</tr>
<tr>
<td>6</td>
<td>-0.3202</td>
<td>-3.6521</td>
<td>-0.2701</td>
<td>-2.3571</td>
</tr>
<tr>
<td>7</td>
<td>-0.5006</td>
<td>-2.9899</td>
<td>-0.1941</td>
<td>-1.1481</td>
</tr>
<tr>
<td>8</td>
<td>-0.3514</td>
<td>-1.7628</td>
<td>-0.1789</td>
<td>-0.6418</td>
</tr>
<tr>
<td>9</td>
<td>-0.6746</td>
<td>-40.6963</td>
<td>0.0765</td>
<td>1.1455</td>
</tr>
<tr>
<td>10</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

* Significance at 10% level for a one-sided test.
** Significance at 5% level for a one-sided test.

---

Fig. 9. Time-varying causality between the internal residue of the SSE and IFRI (monthly data).
4.3.3. Multicollinearity test

The tolerance is calculated for each of the indicators that significantly Granger cause the external force of SSE, i.e. S&P 500, HSI and USD/CNY. In Table 6, all the tolerances are all close to 1, which means little multicollinearity exists. In this way, all these three indicators are used as the input to the SSE from January 30, 2008 to November of 2011.

4.3.4. Prediction results with selected input

As in the DJIA case, we partition the time interval of interest for the SSE into four subperiods according to different phases of the market and the variance of its internal residue. The training period for estimating the adaptive filter is from January 30, 2008 to the end of April 2008. Subperiod S1 is from May to December 2008, a period characterized as a steep decline. From January 2009, the China stock market began to recover until July 2009. Then, it came into an oscillation period. As such, Subperiod S2 is set to be from January to July 2009. The oscillation period, from August 2009 to December 2010, is Subperiod S3. In 2011, the market turned down again. We therefore define Subperiod S4 as from January 2011 to November 2011.

The initial hyperparameters in the adaptive filter (the diagonal entries of $Q_r$) are also set to be $5 \times 10^{-3}$ and other initial conditions are set to be the same as those for the DJIA. The resulting estimations of the hyperparameters in the adaptive filter, i.e., the coefficients associated with autoregressive part, are

$$4.6958 \times 10^{-5}, \quad 3.1908 \times 10^{-5}, \quad 6.2916 \times 10^{-7}, \quad 7.7498 \times 10^{-6}.$$ (22)
the estimated coefficients associated with the S&P 500 input are
\[ \begin{align*}
5.1311 \times 10^{-4}, & \quad 0.0980, \quad 0.2599, \quad 0.3537, \\
0.1398, & \quad 4.2367 \times 10^{-4}, \quad 3.7451 \times 10^{-4}, \quad 0.1066,
\end{align*} \tag{23} \]

the estimated coefficients associated with the HSI input are
\[ \begin{align*}
0.1398, & \quad 4.2367 \times 10^{-4}, \quad 3.7451 \times 10^{-4}, \quad 0.1066, \\
8.1674 \times 10^{-5}, & \quad 0.2927, \quad 5.1603 \times 10^{-7}, \quad 7.5472 \times 10^{-4}, \quad 7.9529 \times 10^{-5}, \\
0.0114, & \quad 6.6762 \times 10^{-6}, \quad 8.6714 \times 10^{-5}, \quad 6.5181 \times 10^{-5}, \quad 6.2095 \times 10^{-8},
\end{align*} \tag{24} \]

and finally, the estimated coefficients associated with the USD/CNY input are
\[ \begin{align*}
8.1674 \times 10^{-5}, & \quad 0.2927, \quad 5.1603 \times 10^{-7}, \quad 7.5472 \times 10^{-4}, \quad 7.9529 \times 10^{-5}, \\
0.0114, & \quad 6.6762 \times 10^{-6}, \quad 8.6714 \times 10^{-5}, \quad 6.5181 \times 10^{-5}, \quad 6.2095 \times 10^{-8}, \\
0.0114, & \quad 6.6762 \times 10^{-6}, \quad 8.6714 \times 10^{-5}, \quad 6.5181 \times 10^{-5}, \quad 6.2095 \times 10^{-8}.
\end{align*} \tag{25} \]

With the estimated hyperparameters, the one-day-ahead prediction results are obtained and shown in Table 7. It is once again confirmed that our framework gives more accurate one-step-ahead predictions than the conventional ARMAX approach. For illustration, we calculate the average daily changes of the SSE closing prices in the four subperiods, which are 53.60, 35.63, 36.26 and 23.30, respectively. The MAE of the ARMAX model is about the same as the average daily changes, whereas the MAE resulting from our framework is much smaller and much more reasonable. Nevertheless, we should also note that the prediction results for the China market are not as good as those for the US market. One possible reason could be
due to the inaccurate data that we gather from the open sources. Another possible way to enhance the prediction performance is to incorporate the influence of the Chinese Government, if possible, as an input to the system adaptation framework. The China stock market is clearly interfered by some factors beyond the common market influential sources. For example, the interest rate is believed to be the most important and direct factor that affects a stock market, but the SHIBOR, a market-based interest rate that reflects the tightness of market liquidity, does not Granger cause the internal residue of the SSE at all. Last but not least, the China stock market is still not well regulated and is too immature to have sentiment indicators as which have seriously affected the developed markets. This is also a common feature of emerging markets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CS</td>
<td>TVAL</td>
</tr>
<tr>
<td>1</td>
<td>0.0121</td>
<td>0.9849</td>
</tr>
<tr>
<td>2</td>
<td>0.0021</td>
<td>0.0572</td>
</tr>
<tr>
<td>3</td>
<td>−0.1590</td>
<td>−1.8365</td>
</tr>
<tr>
<td>4</td>
<td>−0.1892</td>
<td>−1.0867</td>
</tr>
<tr>
<td>5</td>
<td>−0.3318</td>
<td>−1.5631</td>
</tr>
<tr>
<td>6</td>
<td>−0.2217</td>
<td>−0.9902</td>
</tr>
<tr>
<td>7</td>
<td>−0.7098</td>
<td>−4.6938</td>
</tr>
<tr>
<td>8</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>9</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>10</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 5
Nonlinear Granger causality test results in the China stock market.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CS</td>
<td>TVAL</td>
</tr>
<tr>
<td>1</td>
<td>0.0091</td>
<td>3.0486**</td>
</tr>
<tr>
<td>2</td>
<td>0.0193</td>
<td>4.2702**</td>
</tr>
<tr>
<td>3</td>
<td>0.0261</td>
<td>4.1049**</td>
</tr>
<tr>
<td>4</td>
<td>0.0344</td>
<td>4.0747**</td>
</tr>
<tr>
<td>5</td>
<td>0.0329</td>
<td>3.2191**</td>
</tr>
<tr>
<td>6</td>
<td>0.0205</td>
<td>1.7307**</td>
</tr>
<tr>
<td>7</td>
<td>0.0274</td>
<td>2.0246**</td>
</tr>
<tr>
<td>8</td>
<td>0.0221</td>
<td>1.3425**</td>
</tr>
<tr>
<td>9</td>
<td>0.0255</td>
<td>1.3359**</td>
</tr>
<tr>
<td>10</td>
<td>0.0255</td>
<td>1.1054</td>
</tr>
</tbody>
</table>

Table 6
Multicollinearity test results in the China stock market.

<table>
<thead>
<tr>
<th></th>
<th>S&amp;P 500</th>
<th>HSI</th>
<th>USD/CNY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>0.863</td>
<td>0.977</td>
<td>0.867</td>
</tr>
</tbody>
</table>

Table 7
Comparison of the prediction results between the ARMAX approach and the proposed framework for the China stock market.

<table>
<thead>
<tr>
<th></th>
<th>Subperiod 1</th>
<th>Subperiod 2</th>
<th>Subperiod 3</th>
<th>Subperiod 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>52.00</td>
<td>34.44</td>
<td>36.30</td>
<td>23.70</td>
</tr>
<tr>
<td>RMSE</td>
<td>67.47</td>
<td>42.12</td>
<td>49.60</td>
<td>30.41</td>
</tr>
<tr>
<td>Improvement</td>
<td>62.26%</td>
<td>50.75%</td>
<td>50.09%</td>
<td>46.05%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ARMAX</th>
<th>System adaptation framework</th>
<th>ARMAX</th>
<th>System adaptation framework</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19.63</td>
<td>16.96</td>
<td>26.56</td>
<td>12.79</td>
</tr>
<tr>
<td></td>
<td>55.00%</td>
<td>50.75%</td>
<td>38.13</td>
<td>18.22</td>
</tr>
<tr>
<td>Improvement</td>
<td>62.26%</td>
<td>46.05%</td>
<td>23.13%</td>
<td>40.07%</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, we have proposed a complete double selection method in identifying external influential factors for a particular stock market. Both time-varying and nonlinear causality tests play a decisive role in the selection procedure, while the multicollinearity test is mainly used to exclude some redundant indicators. These tests are carried out between the influential factors and the internal residue of a stock market index. The influential factors are preselected by some empirical research and tested by this double selection method.

We have applied this selection method to the US and China stock markets. Our work shows that influential factors are market-dependent and frequency-dependent. The interest rate, oil price, VXD, BDI and EUR/JPY are found to Granger cause the external force of DJIA while SSE is only affected by USD/CNY and international stock markets which are represented by S&P 500 and HSI. We have also investigated inflation rate at different frequencies including interpolated weekly and daily data, but in the China stock market, a significant causality relationship is only testified based on weekly data. With appropriate influential factors as the input, our system adaptation framework provides accurate one-step-ahead prediction results. Comparing the US market with the China market, we also found the differences between a developed market and an emerging market. Influential factors tend to be complicated and hard to find in the emerging market due to its immaturity.
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