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Recommender systems attempt to predict items in which a user might be interested, given some information about the user’s and items’ profiles. Most existing recommender systems use content-based or collaborative filtering methods or hybrid methods that combine both techniques (see the sidebar for more details). We created Informed Recommender to address the problem of using consumer opinion about products, expressed online in free-form text, to generate product recommendations.

Our process builds a collection of relevant consumer product reviews. Technically, the procedure for collecting reviews follows the algorithms for automated news extraction from news sites.1 Once the product opinions mining base is populated, we employ text-mining techniques to extract useful information from review comments. Here, we discuss the overall framework for automating the use of consumer reviews and the framework’s individual components. Where possible, we’ve used existing algorithms (for example, in the text-mining process) because our goal is to demonstrate our approach’s strengths.

System overview
Our recommender process involves several steps. For review information to be useful for the recommendation process, we must translate it into a structured form and communicate it to the process in a form suitable for generating recommendations. We’ve developed and employed an ontology to translate opinions’ quality and content into a form the recommender process can use. The text-mining process automatically maps the review comments into the ontology’s information structure.

A ranking mechanism computes a product’s rating using the information from the consumer reviews stored in the ontology. It prioritizes that information with respect to the consumer’s level of expertise in using the product under consideration. The recommender system makes a recommendation based on the ontology data. Therefore, the recommendation quality depends on accurately mapping the proper knowledge from the semantic features in the review comments into the ontology structure. Figure 1 shows our proposed system’s overall process structure, and the following sections outline the steps involved.

Representing consumer reviews
Our first step was to find a suitable tool for extracting the information in the text and converting it into structured data. Identifying an appropriate representation of consumer opinions that the system can use is a key problem. One way to convert these opinions to a structured form is to use a translation ontology, which is typically used as a form of knowledge representation and sharing. In this application, the
Content-based filtering methods use information about the item itself to make suggestions, rather than using information about other consumers’ preferences. Such systems emulate the behavior of a consumer recommending a product to a friend because he or she has used the product and knows the friend’s preferences in terms of product features.

Content-based recommender systems uniquely characterize each consumer without having to match his or her interests to other consumers. They can provide a list of content features that explain why an item has been recommended. Such a list can strengthen consumer confidence in the recommendation and reflect the consumer’s own preferences. In the content-based approach, consumers can provide some initial information about the product to assist the system.

Collaborative filtering makes recommendations about the preferences of a user (filtering) on the basis of the other users’ collective taste information (collaborative). The underlying assumption of such methods is that those who agreed in the past also tend to agree again in the future. In other words, these systems emulate the behavior of a consumer recommending a product to a friend because other consumers that she knows, and believes have tastes similar to her friend’s, like the product.

Technically, such a system operates similarly to a case-based-reasoning system, without the adaptation step. It maintains a case base of individual consumers’ preferences, finds other consumers whose known preferences correlate significantly with the user’s, and recommends to the user other items that matched patrons enjoyed. The system can give the user a list of some of these patrons and their previous purchases to provide an explanation and make the user more confident about the recommendation.

This approach requires a sufficient number of consumer ratings. Collaborative-filtering systems use a collection of historical rating data of m users on n products as input, which they collect by asking users to rate products on a scale. Collecting such ratings requires the consumer to spend time responding, and the actual values might not necessarily provide reliable estimates of consumer preferences. Another issue such systems face is how to recommend products that haven’t been rated by enough consumers.

The traditional collaborative-filtering approach doesn’t provide effective recommendation strategies. Collaborative filtering and content-based filtering perform unsatisfactorily without large amounts of usage data, which discourages users from using the system, and the system’s performance can’t be improved without sufficient user participation. To solve this problem, we use reviews from experienced consumers that are already available on the Internet to determine the most popular product according to the given criteria.

Rather than completing forms with rating values, many consumers prefer to use natural language and express their opinions about the product in a free-text form, similar to a conversation with a friend. In the online world, consumers can exchange their experiences with a product in several ways. Product review forums, virtual-community logs, product discussion boards, and e-commerce Web sites. There’s growing evidence that such forums inform and influence consumers’ purchase decisions. Decision makers use expert advice instead of making their decisions more accurate or to reduce their effort expenditure. Despite the importance and value of such information, no comprehensive mechanism exists that formalizes selecting, retrieving, and using opinions.

Part of the problem resides in the complexity of extracting information from text data and converting it into product recommendations. Gediminas Adomavicius provided an overview of recent developments in recommender systems. According to this review, recommender systems that use review comments using text mining techniques are yet to be developed. Francesco Ricci and René Wietsma proposed using review comments to give some explanation about recommendations made. They believed the review comments could be widely used in recommender systems and result in better recommendations. So far, Ricci and Wietsma seem to have created the only recommender system that integrates reviews in the recommendation process. They use product reviews in the product selection decision process for a mobile recommender system, employing social-filtering algorithms to extract knowledge from the reviews. Their system aims to improve the explanation of the recommendation by providing relevant reviews from users with similar tastes. The reviews are used to explain the recommendations but not to actually make recommendations.
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ontology contains two main parts: opinion quality and product quality, which summarize the consumer’s skill level and experience with the product under review, respectively. Figure 2 shows the ontology’s general structure. Opinion quality includes several variables to measure the opinion provider’s expertise with the product. Product quality represents the opinion provider’s valuation of the product features, which is highly domain specific.

Mapping comments to the ontology

An ontology provides a controlled vocabulary and relationships among words to describe the consumer’s skill level and experience with the product in the review comment in the system. We need to define the classes and relationships in the ontology only once and can use them until the products have new features. Each review comment is represented as an ontology instance. Manually mapping the ontology instances is tedious and time consuming, so we’ve automated the process using text-mining techniques. As the ontology has been defined, the mapping process includes the identification of both the classes involved in the instance and their attributes. The mapping process involves two steps.

The first step, sentence selection and classification, identifies the class attributes. In the evaluation from the text data, the user assigns each feature from the comment either a “good” or “bad” value. Therefore, the system selects and classifies the sentences in the review into three categories: “good,” “bad,” and “quality.” The “good” category groups sentences containing information about features that the consumer has evaluated as product strengths. The “bad” category groups sentences containing information about features that the consumer considers product weaknesses. The “quality” category contains the sentences that indicate the opinion quality as determined by the consumer’s skill level.

Once the system has selected the relevant sentences, the second step, concept identification, identifies the classes to which the sentences belong. The concepts implicated in the sentences determine the classes in the ontology, which are identified by related words.

Sentence selection and classification

Under the text-mining paradigm, this application treats each sentence as a document. We first considered using a shallow parser as an analyzer tool to group review sentences. However, most such parsers give complicated, incorrect results. Furthermore, each document is very short. Classification algorithms based on term frequencies don’t provide satisfactory results either. So, our system employs rule-based classification techniques.

At this stage, our work has focused on using text mining for automatically mapping review comments onto ontology instances. Hence, we employed off-the-shelf text-mining kits. Sholom M. Weiss and his colleagues used the Text-Miner Software Kit and the Rule Induction Kit for Text to obtain classification rule sets. TMSK generates a dictionary from a set of documents and converts a set of sentences into sparse vectors based on the dictionary. RIKTEXT uses the dictionary and the vectors representing each category to learn how to classify sentences into categories. RIKTEXT is a complete software package for learning decision rules from document collections. It induces rules automatically from training data and outputs a rule set of classifications of “good,” “bad,” and “quality” categories.

Test case

We used opinions from 68 reviews of the Canon PowerShot SD500 (Digital IXUS 700) digital camera from the Digital Photography Review Web site (www.dpreview.com) to create the training data set. We obtained 195 sentences for the “good” category, 127 sentences for “bad,” and 47 sentences for “quality.” We used two-thirds of the data for training and the rest for testing. We specified how many cases should be used for testing, and RIKTEXT selected them randomly. Table 1 presents the results. As you can see, it displays a number of rule sets. This test used 123 test cases.

In the table, “*” indicates the best rule set according to the error rate and simplicity. “Variables” indicates the total number of conjuncts in the left-hand side of the rules. The column “Training error” gives the error rate of the rule sets on the training data. “Test error” is an error-rate estimate, and “Test standard deviation” is the standard deviation of the estimate. “Error/variable” gives an indication of the solution’s quality. The chosen rules are those that have the minimum error rate or are very close to the minimum but may be simpler than those that have the minimum. The mean variable (the average
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Figure 1. The process structure of a recommender system that uses online consumer reviews as its input information source.

Figure 2. The structure of the ontology used in the recommendation from consumer opinion applications.
number of variables of the resampled rule set that approximates in size the rule set for the full data) for each test case was zero.

Tables 2 and 3 show the rule sets obtained from classification of the “bad” and “quality” categories. Each of these tests used 124 test cases.

Table 4 shows the precision, recall, and f-measure obtained from training and test cases for all three categories. Figures 3–5 show the selected rule sets to classify sentences into each category.

Concept identification

Once each sentence has been classified into a category, the concept (class) in the ontology implicated in the sentence must be identified. Each concept in the ontology contains a label name and a related word list. The lists contain vocabulary (sets of keywords) that the system can use to match the concept with a sentence in the comments. For example, related words for the concept “comparison” include “compare,” “compared,” “equal,” and “same.”

Notes on implementation

We manually created the ontology to ensure that it was complete and well defined. However, mapping the ontology instances from review comments is fully automatic after training. Similar to other classification applications, collecting and labeling training examples for sentence classification are manual processes. Once the system has been trained, it automatically classifies a sentence as “good” or “bad.” In the concept identification step, we created the synonym database manually. The system identifies the concept automatically if it identifies in the sentence a keyword from the database.

Ranking

The review comments are first mapped onto the ontology to make the ranking calculations possible. As we mentioned earlier, the ontology contains two main parts: opinion quality and product quality. The system computes a set of measures—opinion quality (OQ), feature quality (FQ), overall feature quality (OFQ), and overall assessment (OA)—on the basis of the data in the ontology. OQ evaluates opinions’ weighting value according to the opinion provider’s expertise. OFQ is the global valuation of the feature from all reviews, which is calculated from the FQ value of individual comment. OA provides a final score of the product based on the valuation of each feature. The system makes a recommendation in response to a user request on the basis of these measurements. The recommendation is based on the review comments as summarized by an OFQ value for each feature. In this section, we detail the calculation of these measures.
Rating the consumer skill level

People with diverse experience and skill levels made review comments. In general, people who have been using a product longer can provide more reliable opinions. Therefore, rather than treating all opinions equally, we should give more experienced people’s opinions more weight than those of people with little knowledge of the product.

We define opinion quality as the sum of the weight \( w_j \) given for each variable \( j \) representing the skills and experiences of consumer \( i \) divided by the number of variables representing the information about the consumer’s skill and expertise provided in the ontology:

\[
OQ_i = \frac{\sum_{j=1}^{n} w_j}{n}
\]

We calculate OQ from the values stored in the corresponding part of the ontology. We calculate an OQ value for each piece of a comment.

Product quality ranking

Informed Recommender ranks a product according to consumer comments for each feature. Owing to the difficulties of quantifying user valuation from texture data, each feature from the comment can only be assigned either “good” or “bad,” calculated as 1 or –1 respectively. The system calculates an FQ score for each feature, which is a function of consumer valuation and OQ.

We define FQ as the quality value for each feature of the product in a review and calculate it by multiplying the rating by the customer’s OQ value:

\[
FQ_f = r \times OQ_i
\]

Selecting the relevant opinion and making recommendations

When a user requests an evaluation of a particular product based on certain features, the overall feature quality is calculated from reviews containing the valuation of this feature.

We define OFQ as the global valuation of the feature from all reviews, which is calculated by the average FQ value:

\[
OFQ_f = \frac{\sum (\text{Scaling factor} \times FQ)}{\text{NumberOfOpinions}}
\]

Here, we used a scaling factor to make a minor adjustment of a user valuation, which can be set to

\[
\text{Scaling factor} = \frac{1}{n}
\]

where \( n \) is the number of all the features the consumer rated. Each review rated a different number of features so that \( n \) could be different.

To provide the user with a comprehensive valuation of the product quality in relation to the requested features, we define an overall assessment (OA) score, which provides a final score of the product based on each feature’s valuation. It’s the sum of all OFQs (from equation 3) multiplied by the importance index:

**Table 3. Pruned rule sets to classify sentences into the “quality” category.**

<table>
<thead>
<tr>
<th>Rule set</th>
<th>Number of rules</th>
<th>Variables</th>
<th>Training error</th>
<th>Test error</th>
<th>Test standard deviation</th>
<th>Error/variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>34</td>
<td>0.0422</td>
<td>0.1371</td>
<td>0.0309</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>28</td>
<td>0.0552</td>
<td>0.1290</td>
<td>0.0301</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>18</td>
<td>0.0779</td>
<td>0.1774</td>
<td>0.0343</td>
<td>0.70</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>9</td>
<td>0.1104</td>
<td>0.1371</td>
<td>0.0309</td>
<td>1.22</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>7</td>
<td>0.1299</td>
<td>0.1129</td>
<td>0.0284</td>
<td>3.00</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0.1396</td>
<td>0.1210</td>
<td>0.0293</td>
<td>3.00</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>5</td>
<td>0.1558</td>
<td>0.1371</td>
<td>0.0309</td>
<td>5.00</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>4</td>
<td>0.1818</td>
<td>0.1371</td>
<td>0.0309</td>
<td>8.00</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>0.2143</td>
<td>0.1210</td>
<td>0.0293</td>
<td>10.00</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>0.2500</td>
<td>0.1290</td>
<td>0.0301</td>
<td>11.00</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0.3019</td>
<td>0.1290</td>
<td>0.0301</td>
<td>16.00</td>
</tr>
</tbody>
</table>

*best rule set according to error rate and simplicity.

**Table 4. Additional statistics obtained from the training and test cases for all three categories.**

<table>
<thead>
<tr>
<th></th>
<th>“Good” category</th>
<th></th>
<th>“Bad” category</th>
<th></th>
<th>“Quality” category</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training cases</td>
<td>Test cases</td>
<td>Training cases</td>
<td>Test cases</td>
<td>Training cases</td>
<td>Test cases</td>
</tr>
<tr>
<td>Precision</td>
<td>71.6049</td>
<td>67.5676</td>
<td>73.0159</td>
<td>70.3704</td>
<td>74.0741</td>
<td>60.0000</td>
</tr>
<tr>
<td>Recall</td>
<td>89.2308</td>
<td>76.9231</td>
<td>54.1176</td>
<td>44.1860</td>
<td>64.5161</td>
<td>37.5000</td>
</tr>
<tr>
<td>F-measure</td>
<td>79.4521</td>
<td>71.9424</td>
<td>62.1622</td>
<td>54.2857</td>
<td>68.9655</td>
<td>46.1538</td>
</tr>
</tbody>
</table>

**Figure 4. The selected rule set to classify sentences into the “bad” category.**

1. purple>=1 \( \rightarrow \) bd
2. iso>=1 \( \rightarrow \) bd
3. manual \( \rightarrow \) bd
4. problem>=1 \( \rightarrow \) bd
5. battery>=1 \( \rightarrow \) bd
6. not \( \rightarrow \) bd
7. lcd \( \rightarrow \) bd
8. no \( \rightarrow \) bd
9. [TRUE] \( \rightarrow \) ~bd

**Figure 5. Selected rule set to classify sentences into the “quality” category.**

1. own \( \rightarrow \) ql
2. bought \( \rightarrow \) ql
3. digital \( \rightarrow \) ql
4. powershot \( \rightarrow \) ql
5. cameras>=1 \( \rightarrow \) ql
6. sony>=1 \( \rightarrow \) ql
7. [TRUE] \( \rightarrow \) ~ql
The importance index measures the features’ different influences on a consumer’s decision making. It can be assigned in two ways: according to the frequency with which consumers have rated the feature in their reviews.

**Illustrated example**

Here we present the steps that Informed Recommender follows to offer a recommendation about a digital camera in response to a user request. Again, we conducted this example using data from the Digital Photography Review. First, we explain how we defined the ontology and how the reviews are mapped onto the ontology.

**Representing consumer reviews: The ontology**

First of all, we define an ontology—in this case, for the digital-camera domain. We obtained each concept in the ontology by analyzing consumer reviews. Consumers can rate any digital camera on a scale of half a star to four stars and write free-form text reviews.

To construct the ontology, we first listed all possible objects necessary to cover given camera reviews. We determined that such a list should include different digital camera brands such as Canon, Sony, and so on. Furthermore, different cameras can be qualified by features such as size, zoom, lens, and picture quality. The concept “features” represents this information. The reviews can also be qualified by reviewer, depending on whether the opinion comes from a beginner or professional and on the reviewer’s level of expertise using digital cameras.

**Mapping a review comment into an ontology**

Once the ontology has been defined, we must match the information in the review with the ontology. We now show a new mapping to the information into the ontology. We conducted this example using the review in figure 6. The next sections describe the classification process applied to the new review.

**Classifying each sentence into a category.** Informed Recommender applies the set of rules we obtained in the previous section to each sentence of the new review to classify it into one category. For example, the system classified the first sentence into the “good” category on the basis of rule 26 in figure 3 and because no “bad” or “quality” rules applied. Twenty sentences have been classified—eight into the “good” category, three into the “bad” category, and one into the “quality” category. Five are irrelevant (none of the rules has been applied).

**Finding the concept represented in the sentence.** For each sentence that’s classified as “good” or “bad,” the system finds the mapping feature by searching the keywords in the related-words list. For example, in the first sentence, that has been classified as a good opinion. Also, the system has found a word (“carry”) that’s related to the concept “size.” We suppose that the size of the camera is good, so the system assigns the value “good” for the feature “size” in the ontology.

Figure 7 shows the mapping of the new review onto the predefined ontology.
Computing the recommendation

In this section, we provide detailed calculations of the recommendation in response to a user request. Table 5 shows five ontology instances mapped from review comments, which are used for the recommendation calculations in the example.

Obtaining $OQ$. $OQ$ is calculated using equation 1. Table 6 presents the weighting value of each variable defined in the equation.

The $OQ$ values for each consumer in table 5 are

$$OQ_{\text{John}} = \frac{0.5 + 0.7 + 0.7 + 0.5}{4} = 0.6$$

$$OQ_{\text{Karem}} = \frac{0.9 + 0.9 + 0.9 + 0.3}{4} = 0.75$$

$$OQ_{\text{James}} = \frac{0.5 + 0.5 + 0.3}{3} = 0.43$$

$$OQ_{\text{Laura}} = \frac{0.5 + 0.7 + 0.7 + 0.5}{4} = 0.6$$

$$OQ_{\text{Andy}} = \frac{0.9 + 0.7 + 0.9 + 0.7}{4} = 0.8$$

With the calculated values, the best opinion came from Andy: he’s a professional photographer, he has used digital cameras for a longer period of time than the other consumers in the sample, and he has used three different cameras.

As equation 1 explained, the system calculates $OQ$ as the average of the four variables. In the case of missing information on one or more variables, it calculates $OQ$ as the average of the remaining variables. In case no information is available, it sets the $OQ$ as the average of the lowest possible values of all variables, which is $0.35 (= (0.3 + 0.3 + 0.3 + 0.4)/4)$ according to table 6.

Obtaining the $FQ$. The system also calculates the $FQ$ value for each feature rated by the consumers. For example, as table 5 shows, John gave the value “good” or “bad” for each feature of the digital camera Sony W70. As calculated earlier, his $OQ$ value is 0.6. As we described in the “Product quality ranking” section, we calculate $FQ$ for each feature in John’s opinion by assigning the value 1 for “good” and -1 for “bad.” So, for example, his “good” categorization for the Documentation and Zoom features equals 0.6, and his “bad” categorization for the Interface feature is -0.6.

The system applied the same process to all consumers. It calculated $OQ$ and $FQ$ for each review comment offline to quickly respond to the user requests. The system requires users to input the camera

Table 5. Ontology instances mapped from consumer reviews.

<table>
<thead>
<tr>
<th>Consumer information</th>
<th>Consumer</th>
<th>John</th>
<th>Karem</th>
<th>James</th>
<th>Laura</th>
<th>Andy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>Camera</td>
<td>Sony W70</td>
<td>Sony W70</td>
<td>Sony W70</td>
<td>Olympus 225</td>
<td>Canon A630</td>
</tr>
<tr>
<td>Opinion quality</td>
<td>Consumer skill</td>
<td>Beginner</td>
<td>Professional</td>
<td>Beginner</td>
<td>Beginner</td>
<td>Professional</td>
</tr>
<tr>
<td></td>
<td>Experience using this camera</td>
<td>2 months</td>
<td>1 year</td>
<td>2 weeks</td>
<td>3 months</td>
<td>2 months</td>
</tr>
<tr>
<td></td>
<td>Experience using any digital camera</td>
<td>4 months</td>
<td>1 year</td>
<td>3 weeks</td>
<td>5 months</td>
<td>2 years</td>
</tr>
<tr>
<td></td>
<td>Number of different cameras used</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6. Variables representing the consumer’s level of expertise in using a digital camera.

<table>
<thead>
<tr>
<th>Value</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner</td>
<td>0.5</td>
</tr>
<tr>
<td>Advanced</td>
<td>0.7</td>
</tr>
<tr>
<td>Professional</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Consumer experience</th>
<th>Value</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience using this camera</td>
<td>Day</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Week</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Month</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>0.9</td>
</tr>
<tr>
<td>Experience using any digital camera</td>
<td>Day</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Week</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Month</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td>0.9</td>
</tr>
<tr>
<td>Number of different cameras used</td>
<td>One</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Two</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Three</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>More than three</td>
<td>0.9</td>
</tr>
</tbody>
</table>
model they’re interested in and to select the features that they’re most concerned with. The features in the selection panel are the same set of features that the ontology covers.

Making a recommendation. Consider this user request: “I would like to know if Sony W70 is a good camera, specifically its interface and battery consumption.” The system can identify three keywords (“Sony W70,” “interface,” and “battery”). First, only the opinions for Sony W70 are selected. Table 5 gives three opinions about the Sony W70: John’s, Kareem’s, and James’s. Each feature’s OFQ is calculated using equation 3:

\[
\text{OFQ}_{\text{interface}} = \frac{1}{2} \left( \frac{1}{4} \times (-0.6) + \frac{1}{4} \times (-0.75) \right) = -0.165
\]

\[
\text{OFQ}_{\text{battery}} = \frac{1}{4} \times 0.75 = 0.18
\]

The system obtains the OA on the basis of the two features requested using equation 5. The importance index was calculated in two ways. If the user has expressed that the interface is more important than the battery, the value of 1 is assigned for interface and 0.5 for battery. Using these values, the OA for Sony W70 camera is

\[
\text{OA} = -0.165 \times 1 + 0.18 \times 0.5 = -0.075
\]

If the user doesn’t give a preference, the importance index is calculated on the basis of how frequently the feature has been reviewed:

\[
\text{ImportanceIndex} = \frac{n}{N}
\]

where \( n \) is the number of times that the feature appears in the reviews and \( N \) is the total number of reviews. Using equation 6, the OA for the Sony W70 camera is

\[
\text{ImportanceIndex Interface} = \frac{6}{10} = 0.6
\]

\[
\text{ImportanceIndex Battery} = \frac{2}{10} = 0.2
\]

\[
\text{OA} = -0.165 \times 0.6 + (-0.18 \times 0.2) = -0.063
\]

Assigned the value “good” for OA and OFQ > 0 and “bad” for OA and OFQ < 0, the Sony W70 camera is bad, according to consumers’ opinions. Figure 8 shows the response to the user request.

Informed Recommender also recommends the best camera according to the features the user is concerned with. It applies the same process to all other camera reviews and recommends the Canon A630.

Research using reviews in a recommender system is still in its infancy. To the best of our knowledge, this is the first attempt to build a recommender system based on review comments in free-form text. Other researchers have used reviews to give some explanation about a product recommendation.\(^3,4\) We have proposed a potentially novel approach for retrieving review information.

We drew the following conclusions about the mapping process:

- The comments we used in the example are all for one model of camera (Canon PowerShot SD500). The recall and precision measures could be improved in the classification process by using multiple models.
- The “good” category contains more training data than other categories, so it achieved the best results.
- We couldn’t classify some long, complicated sentences into any category. Such sentences should be broken into several short sentences before classification.

Despite these issues, we consider the results we obtained to be good because we can accurately map a large portion of a review into the predefined ontology. Implementing this method lets our system use valuable textual information to make recommendations. In addition, using this textual information lets us obtain ratings of products that haven’t been rated by a sufficient number of consumers. This helps our system overcome the cold-start problem, which challenges collaborative-filtering techniques. In future work, we intend to evaluate our approach with the intended consumer groups in a real-world application.
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