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The complexity of geophysics has been extremely stimulating for developing concepts and techniques to analyze, understand and simulate it. This is particularly true for multifractals and Generalized Scale Invariance. We review the fundamentals, introduced with the help of pedagogical examples, then their abstract generalization is considered. This includes the characterization of multifractals, cascade models, their universality classes, extremes, as well as the necessity to broadly generalize the notion of scale to deal with anisotropy, which is rather ubiquitous in geophysics.
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1. Introduction

Geophysics, especially atmospheric dynamics over various scale ranges (i.e. from micro-turbulence to climate dynamics), has been an inspiring complex system for elaborating innovative concepts and techniques. For instance, everyone has in mind, the Lorenz’s paper of 1963 [Lorenz, 1963] and the corresponding “butterfly effect” paradigm. However, there have been numerous contributions, which showed that the complexity of geophysical phenomena could be much more considerable and of a somewhat different nature. This includes a rather different approach to predictability by Lorenz himself [Lorenz, 1969], fractals [Mandelbrot, 1983], strange attractors [Nicolis & Nicolis, 1984], self-organized criticality [Bak et al., 1987; Bak & Tang, 1989], and stochastic resonance [Nicolis, 1981; Benzi et al., 1982; Nicolis, 1982; Benzi, 2010]. This paper is focused on the fundamentals of multifractals and generalized scale invariance, and shows that they are rather at the crossroads of the aforementioned concepts. This is illustrated with the help of examples to understand, analyze and simulate nonlinear phenomena in geophysics over wide ranges of scales.

In a very general manner, multifractals are space or space-time fields — the latter being often called processes — that have structures at all scales. They are, therefore, a broad generalization of the (geometrical) fractals. Indeed, the set indicator function of a fractal set is a field that has only two values (= 0 or 1), whereas multifractal fields generally have multiple values, which are very often continuous. The property to have structures at all scales is trivially scale invariant since it does not depend on the scale of observation. This shows
that a multifractal field can also be defined as being invariant for a given scale transform, which is therefore a symmetry for this field. One says that it is a scale invariant field or a scaling field for short. We will give a very general, precise definition of this invariance and the corresponding scale transform that could be either deterministic or stochastic (e.g. involves only equality in probability distribution or other statistical equivalences), isotropic or not.

Due to their definition, multifractals are therefore not only quite general, but also quite fundamental. Indeed, not only are symmetry principles the building blocks of physics and many other disciplines [e.g. Weyl, 1952; Zee, 1986], but scale symmetry is an element of the extended Galilean invariance. Unfortunately, attention in mechanics, especially in point mechanics, has been initially focused on the space shifts between two (Galilean) frameworks that differ only by a constant relative velocity or a given rotation that define the pure Galilean group. But with extended bodies, therefore continuous mechanics, it broadened to other transforms such as scale dilations. In particular, [Sedov, 1972] pointed out in the wake of the II-theorem of Buckingham [Buckingham, 1914, 1915; Sonin, 2004] the key role of the latter in fluid mechanics, including for many applications (e.g. to estimate the blast wave of a nuclear explosion). More recently, Speziale [1985] demonstrated their relevance in selecting and defining relevant sub-grid models in turbulence. This has been widely used under the denomination of self-similarity, but with unnecessary limitations. Indeed, the main goal was to find a unique scale transform under which the nonlinear dynamical equations (in particular, the Navier–Stokes equations associated with others, such as the advection-dissipation equation). This was mainly achieved by adimensionalising these equations with the help of various so-called characteristic quantities, including characteristic space and time scales. Multifractals are, in fact, invariant for a multiple scale symmetry and therefore correspond once again to a broad generalization of properties that were previously perceived in a too restrictive framework. We indeed have to go from scale analysis, a seminal example being the quasi-geostrophic approximation derivation by Charney [1948], to scaling analysis [Schertzer et al., 2011] that we will briefly discuss in Sec. 8.4.

A not-so-trivial consequence of this multiplicity of scale symmetries is that these fields could be understood as an infinite hierarchy of embedded fractals, e.g. those supporting singularities higher than a given order. This is the source of the terminology, but more importantly of a rather straightforward manner to understand intermittency: higher and higher levels of “activity” of the field are concentrated on smaller and smaller fractions of the space. This provides a rather straightforward way to quantify and analyze intermittency. This easiness is in sharp contrast with the mathematical nature of a multifractal field: it is a (mathematical) measure, which is furthermore multi-singular. The fact that it is a measure implies that it is not a pointwise field with a given value at any given point, but it only yields an average value over any given (small) neighborhood of this point or an integration of a suitable set of “test functions”. The fact it is multisingular with respect to the Lebesgue measure, i.e. does not admit a density with respect to the latter, means that its estimated density at larger and larger resolution diverges with various power-laws exponents. These singularity orders are called singularities for short. This can be therefore seen as a very broad generalization of the singular Dirac’s measure (often improperly called function), whose mass is concentrated on a pointwise “atom” and therefore can be understood as a divergence of its density that becomes infinite at this point, whose dimension is zero. For multifractals, theirs mass is distributed on the embedded fractal sets mentioned above.

As discussed below, these generalizations, as well as their necessity, step-by-step became patent with the help of cascade models in turbulence and strange attractors. These models were first rather crude (e.g. discrete in scales) and apparently simple, but yielded nontrivial behaviors which were step-by-step recognized as escaping from the original framework of analysis, i.e. fractal analysis. Their present refined offsprings (e.g. continuous in scales) are generic models providing multifractal fields and related data analysis techniques. These models and multifractals have been used in a wide range of scientific disciplines, from ecology to financial physics, including high energy physics, geophysics, astrophysics, etc. A priori, all domains of nonlinear science and complex science are concerned, but geophysics remains a preeminent domain of applications.

To cover various aspects of multifractals and generalized scale invariance, the paper is organized as follows:
Section 2 introduces the key notions of singular measures with the help of the pedagogical example of the rain rate at various resolutions,

Section 3 introduces the cascade models in a phenomenological manner and two pedagogical models,

Section 4 introduces the general multifractal framework with the codimension and the scaling moment functions and their duality via the Legendre transform, as well as a comparison between multifractal formalisms,

Section 5 goes a bit further in formalism by introducing cascade generators, characteristic functions and multifractal scale symmetry in a general, yet precise manner,

Section 6 is devoted to the question of universality, in particular to drastically reduce the number of parameters characterizing a multifractal,

Section 7 pursues, in a given way, this discussion to address the question of models that are continuous in scales,

Section 8 suggests how to broadly generalize the previous results with the help of generalized scales and Lie cascades in the framework of Generalized Scale Invariance, as well as their application to differential systems,

Section 9 is focused on the question of extremes, particularly on heavy tails that are easily generated by multifractals, the relationship with self-organized criticality and related multifractal transitions.

Although this is already a long paper, it does not cover all the aspects of multifractals in geophysics. For instance, the question of multifractal predictability [Schertzer & Lovejoy, 2004b] is not discussed, but only evoked, in spite of the fact that it corresponds to a broad generalization of the results of [Lorenz, 1969]. More generally, and for the same reason, although the concepts are illustrated with the help of geophysical examples, this paper does not pretend to review in an exhaustive manner their applications to geophysics.

2. Singularities Everywhere in Geophysics?

To better appreciate the underlying physical-mathematical nature of a multifractal, let us consider the precipitation intermittency with the help of common sense intuition: most of the time it does not rain, furthermore, when it does rain its intensity can be extremely variable. In spite of this intuition, an adequate mathematical framework had been elusive for a while and has been seriously elaborated only during the last twenty five years. Indeed, the variability of precipitation — which occurs over a wide range of (space and time) scales and intensities — is beyond the scope of classical geophysics. A well-known symptom of this basic problem is that the basic hydro-meteorological quantity, the rain rate $r$, has a strong scale dependency, since it depends on the duration on which it is measured. This is illustrated by Fig. 1(a) that displays (from top to bottom) the Nîmes time series of rain rates $r(t)$ from an hour resolution ($\lambda = 365 \times 24$) down to a year resolution ($\lambda = 1$):

$$ r_\lambda(t) = \frac{1}{T} \sum_i 1_{[\tau_i, \tau_{i+1}]}(t) R(\tau_i, \tau_{i+1}); $$

where $R(\tau_i, \tau_{i+1})$ is the rain accumulation (i.e. the rain received) during the time interval $[\tau_i, \tau_{i+1}]$ and $1_A$ denotes the indicator function of any set $A$. The intensity scale strikingly decreases with the resolution, e.g. the maximum decreases from 35 to 0.1 mm/h, which gives some credence that the variability decreases with decreasing resolution. Nevertheless, as emphasized in [Ladoy et al., 1993b] the variability still exists in the yearly resolution. The classical assumption is that the rain accumulation is a regular (mathematical) measure $dR(t)$ with respect to the (Lebesgue) volume measure $dt$, i.e. $dR(t)$ admits a pointwise density $r(t)$, defined almost everywhere:

$$ dR(t) = r(t) dt. $$

This density $r(t)$ is called the rainfall rate and is considered as the basic quantity of interest in hydrometeorology. However, this assumption implies that $r(t)$ would correspond to a scale independent small scale limit of $r_\lambda(t)(\lambda \to \infty)$, which is in contradiction with the observed strong scale dependency of $r_\lambda(t)$. On the contrary, as discussed at length in [Schertzer et al., 2010], as well as in Sec. 4.1, the assumption that $dR(t)$ is a (multiple) singular measure with respect to the Lebesgue measure implies that $r_\lambda(t)$ exhibits power-law singularities at larger and larger resolutions:

$$ r_\lambda(t) \approx \lambda^{\gamma}. $$

Figure 1(b) displays these singularities for the rainrate $r_\lambda(t)$ displayed in Fig. 1(a), resolution by resolution. The intensity of these singularities $\gamma$ is...
Fig. 1. Rainfall time series at Nîmes (1972–1975) from 1 h to 1 year duration: (a) the rainrate $r_{\lambda}(t)$ [Eq. (1)] exhibits a strong scale dependency, since its maximal value decreases from 35 to 0.1 mm/h from 1 h to 1 year duration (the unit of the intensity scale corresponds to 0.1 mm/h); (b) the corresponding singularities $\gamma \approx \log_{10}(r_{\lambda})$ show on the contrary a remarkable scale independency over the same range of durations. Reproduced from [Schertzer et al., 2010].
strikingly independent of the scale, contrary to the rain rate intensity. One may also not note that there is not a unique value of $\gamma$, i.e., the measure $dR(t)$ is a multiple singular measure, with respect to the Lebesgue measure $dt$ (which would yield $\gamma = 0$). Therefore — contrary to the usual hypothesis — there is no self-consistent definition of an instantaneous pointwise rain rate defined as a function $r(t)$.

We can proceed to a similar analysis with respect to space. This can be achieved with the help of statistical moments that should, as discussed in Sec. 4.2, display multiple power-laws generated by singularities. Figure 2 displays the statistical moments of the rain surrogate (radar reflectivity) over nearly four orders of magnitude in scale but could continue over another two orders of magnitude to smaller scales as observed with the help of ground radar data [Schertzer & Lovejoy, 1987].

We will show that the stochastic multifractal fields offer a very convenient and operational framework to handle such stochastic (multi-) singular measures. They indeed allow us to systematically characterize, model and understand extremely variable fields while avoiding the
restrictive homogeneity assumptions implicit in the conventional approaches. While traditional numerical approaches are forced to use drastic scale truncations, to transform partial differential equations (PDE’s) into ordinary differential equations (ODE’s), to make arbitrary regularity assumptions, and to perform ad-hoc and unjustified parameterizations (if only for the nonexplicit “subgrid” scales), these classical manipulations (and mutilations) violate a fundamental symmetry of nonlinear PDE’s: their scale invariance (see Fig. 4). Even in spite of these (over) simplifying assumptions, the consequences of such choices are ultimately complex and unwieldy numerical codes. Often the relevance of such codes, is questionable and furthermore as their scales are quite different from those of observations, they are often only intercompared with other (similar) models. Multifractal analyses of these models are therefore rather indispensable to evaluate their
The earliest scale invariant multifractal concept was introduced by Mandelbrot in 1977, 1983. The key assumption in phenomenological modeling of cascade processes is that successive steps (independently) define the fraction of the flux of energy distributed over smaller scales. It should be clear that the small scales cannot be regarded as adding energy; they only modulate the energy passed down from larger scales. The explicit hypothesis is that the fraction of the energy flux to smaller scales in turbulence, becomes more and more inhomogeneous as large structures break up into smaller and smaller scales, cascade are a very general paradigm.

The key assumption in phenomenological models of turbulence (which became explicit with the pioneering work of Novikov & Stewart, 1964; Yaglom, 1966; Mandelbrot, 1974) is that successive steps (independently) define the fraction of the flux of energy distributed over smaller scales. It should be clear that the small scales cannot be regarded as adding energy; they only modulate the energy passed down from larger scales. The explicit hypothesis is that the fraction of the energy flux to smaller scales in turbulence, becomes more and more inhomogeneous as large structures break up into smaller and smaller scales, cascades are a very general paradigm.

Concerning multifractal modeling, cascade models (see Fig. 3 for an illustration) are generic multifractal processes. Indeed, they are built up with the help of an elementary scale invariant process that is hierarchically repeated scale after scale along a hierarchical scaling tree of smaller and smaller structures. They therefore generate scaling fields and yield a rather straightforward way to understand that extreme variability over a very large range of scales may merely result from the repetition scale after scale of a given elementary process or interactions between neighboring scales.

This phenomenological idea can be traced back to Richardson’s celebrated poem on self-similar cascades [Richardson, 1922] describing atmospheric dynamics as a cascade process. However, it required some time and various developments before providing well-defined models [Yaglom, 1966; Mandelbrot, 1974; Frisch et al., 1978] and to become rigorously conceptualized with the help of fractals [Mandelbrot, 1977, 1983].

Then it evolved (after 1983), into a multifractal approach. The earliest scale invariant multifractal models, which we will review, are superficially quite simple phenomenological “toy models”. Nevertheless, they yield exotic phenomena (exotic compared to conventional smooth mathematical descriptions of the real world. . .) and have highly nontrivial consequences. For example, as we will see later, simple cascade models already give rise to a fundamental difference between observables and truncated processes, and such a difference is a general property of the wide class of “hard” multifractal processes (which distinguish between “dressed” and “bare” properties respectively) as discussed in Sec. 9. These models produce hierarchies of self-organized random structures.

3. Phenomenology of Cascades

Starting with [Richardson, 1922], the phenomenology of (scalar) turbulent cascades was first discussed in the context of hydrodynamic turbulence where the structures are “eddies”. Since we simply follow how the “activity”, measured by the turbulent energy flux to smaller scales in turbulence, becomes more and more inhomogeneous as large structures break up into smaller and smaller scales, cascades are a very general paradigm.

The key assumption in phenomenological models of turbulence (which became explicit with the pioneering work of Novikov & Stewart, 1964; Yaglom, 1966; Mandelbrot, 1974) is that successive steps (independently) define the fraction of the flux of energy distributed over smaller scales. It should be clear that the small scales cannot be regarded as adding energy; they only modulate the energy passed down from larger scales. The explicit hypothesis is that the fraction of the energy flux (more generally the “activity”) from a parent structure to an offspring will be determined in a scale invariant manner.

In the (pedagogical) case of “discrete (in scale) cascade models” “eddies” are defined by the hierarchical and iterative division of a D-dimensional cube into smaller subcubes, with a constant ratio of scales $\lambda_i$ (greater than 1, very often equal to 2, see Fig. 3). More precisely, for each $n \in N$, the initial D-dimensional cube $\Delta^n$ of size $L$ is divided step by step into $\lambda_i^n$ smaller disjoint subcubes $\Delta^n_i$ ($i_j = 0, 1, \ldots (\lambda_i^n - 1)$; $j = 1, 2, \ldots, D$) of size $\ell_n = L/\lambda_i^n$ that fully cover $\Delta^n$. In other words, the $\lambda_i$-base coordinates of the corner $\xi = \lambda_i^{-n}$ of the subcube $\Delta^n_i$ has only $n$ digits. The density of the flux energy $\varepsilon_n$ at the step $n$ is taken to be strictly homogeneous.

Fig. 4. A polemical illustration of the drastic reduction of Partial Differential Equations to Ordinary Differential Equations in General Circulation Models. Reproduced from [Schertzer & Lovejoy, 1993].
on each “subeddies” of scale $\ell_n$, i.e. $\varepsilon_n$ is a step function:

$$\varepsilon_n(\mathcal{L}) = \sum_{i=2}^{\lambda_n-1} \Delta_i \Delta_n(\mathcal{L})$$

(4)

where $\Delta_n(\mathcal{L})$ is the indicator function of the subcube $\Delta_n$. The energy density $\varepsilon_{n-1}$ at step $n - 1$ will be multiplicatively distributed to subeddies:

$$\varepsilon_n(\mathcal{L}) = \mu \varepsilon_n(\mathcal{L}) \varepsilon_{n-1}(\mathcal{L})$$

(5)

with the help of the following multiplicative increment decomposed on the same basis:

$$\mu \varepsilon_n(\mathcal{L}) = \sum_{i=2}^{\lambda_n-1} \mu_i \varepsilon_n(\mathcal{L})$$

(6)

where the multiplicative increment components $\mu_i \varepsilon_n(\mathcal{L})$ are usually assumed to be identically and independently distributed (i.i.d.), as well as independent of the variables $\varepsilon_n$, i.e. $\mu_i \varepsilon_n \not\equiv \mu \varepsilon_n$. Ensemble conservation, called “canonical conservation, of the flux corresponds to (i) denotes the ensemble average):

$$\langle \varepsilon_n \rangle = \langle \varepsilon_0 \rangle$$

(7)

obviously it requires that the random variable $\mu \varepsilon_n$ defining the multiplicative increments should satisfy:

$$\langle \mu \varepsilon_n \rangle = 1.$$  

(8)

This is also a sufficient condition, except if the cascade is degenerate, i.e. dies away after a finite number of steps ($\varepsilon_n \to 0$ almost surely). This arises when a too strong, unrealistic mean intermittency is chosen and we will see that this can be easily quantified.

In spite of their apparently simple yet somewhat awkward discretizations, these models are already able to give key insights into the fundamentals of cascade processes. This is confirmed using more realistic (continuous in scale) cascades, which are necessary to take into account other (statistical) symmetries (e.g. translation invariance, see Sec. 7).

3.1. Unifractal insights and the simplest cascade model ($\beta$-model)

The simplest cascade model, often called the $\beta$-model, takes the intermittency of turbulence into account by assuming [Novikov & Stewart, 1964; Mandelbrot, 1974; Frisch et al., 1978] that eddies are either dead (inactive) or alive (active). This corresponds to the fact that the random variable $\mu \varepsilon_n$, which defines the multiplicative increments, has only two states (see Fig. 5):

$$\Pr(\mu \varepsilon_n = \lambda_1 \varepsilon) = \lambda_1 \varepsilon \quad \text{(alive)}$$

$$\Pr(\mu \varepsilon_n = 0) = 1 - \lambda_1 \varepsilon \quad \text{(dead)}.$$  

(9)

The boost $\mu \varepsilon_n = \lambda_1 > 1$ is chosen so that the ensemble averaged $\varepsilon$ is conserved [Eq. (8)]. At each step in the cascade, the fraction of the alive eddies

$$\text{Fig. 5. A schematic of an isotropic discrete in scale cascade.}$$

The left-hand side shows a nonintermittent (“homogeneous”) cascade, the right-hand side shows how intermittency can be modeled by assuming that not all sub-eddies are “alive”. This is an implementation of the “$\beta$-model”. From [Schertzer & Lovejoy, 1993].
decreases by the factor $\beta = \lambda_1^{c_1}$ (hence the name “$\beta$-model”) and conversely their energy flux density is increased by the factor $1/\beta$ to assure (average) conservation. After $n$ steps, this drastic and simple dichotomy is merely amplified by the total scale ratio $\lambda_1^n$:

$$
\Pr(\epsilon_n = \lambda_1^{nc}) = \lambda_1^{-nc} \text{ (alive)}
$$

$$
\Pr(\epsilon_n = 0) = 1 - \lambda_1^{-nc} \text{ (dead)}.
$$

(10)

Hence either the density goes on to diverge with an (algebraic) order of singularity $c$, or is at once “killed” (set to zero)! Following the usual definition of a geometric codimension $C(A)$ of a set $A$ of dimension $D(A)$ embedded in a space $E$ of dimension $D(E)$:

$$
C(A) = D(E) - D(A) \quad (11)
$$

$c$ is the codimension of the alive eddies and their corresponding (geometrical) dimension $D_s$ is (if $c < D$):

$$
D_s = D - c \quad (12)
$$

which is often called the dimension of the support of turbulence. The degenerate case merely corresponds to $c \geq D$, i.e. when Eq. (10) would yield a negative dimension, which in fact corresponds to the fact that intermittency is so large that any activity almost surely vanishes after a finite number of steps.

### 3.2. The simplest multifractal variant (the $\alpha$-model)

We already pointed out the mere occurrence/nonoccurrence of rain is not too informative, e.g. in the Nimes time series [Fig. 1(a)] the daily average $\approx 2.1$ mm mm/day is negligible compared to a 228 mm in a few hours — the October 1988 catastrophe in Nimes! Furthermore, we already pointed out that this time series does not display a unique singularity [see Fig. 1(b) and the corresponding discussion in Sec. 2]. The variability of time series in Nimes is so significant that [Ladoy et al., 1993a] and [Bendjoudi et al., 1997] found evidence of divergence of high order statistical moments (a subject we will discuss more in Sec. 9). Similarly, Fig. 6 shows the qualitatively similar spatial distribution of the radar reflectivity of rain. This variability seems strikingly analogous to that of the energy-flux cascade in turbulence (see schematic in Fig. 7), an analogy that turns out to be quite profound.

On the theoretical level the $\beta$-model turns out to be a poor approximation to turbulence because it is unstable under perturbation: as soon as one considers a more realistic alternative [Schertzer & Lovejoy, 1983] to the caricatural dead/alive dichotomy,
most of the peculiar properties of the $\beta$-model are lost. Indeed, let us consider the more realistic $\alpha$-instability allowing subeddies to be either “more active” or “less active”:

$$\Pr(\varepsilon = \lambda^+ r) = \lambda^+ r \quad \text{and} \quad \Pr(\varepsilon = \lambda^- r) = 1 - \lambda^+ r = \lambda^- (1 - r)$$

(13)

where $\left(\begin{array}{c} n \\ nr \end{array}\right)$ is the number of $nr$-combinations of $n$ objects and the Stirling formula is used to derive asymptotics for large $n$ and for any given (and fixed) ratio $r = n_r/n$. The “$p$-model” [Meneveau & Sreenivasan, 1987] and the “binomial multifractal measure” correspond to microcanonical versions of the $\alpha$-model, which means that the flux of energy is strictly conserved, not only on the ensemble average. This constraint fundamentally changes the properties of the processes, as we shall see below.

4. The General Multifractal Framework

4.1. The codimension function $c(\gamma)$

The pedagogical example of the $\alpha$-model provides helpful insights into the general formalism necessary for more general cascade processes. For instance, in the $\alpha$-model as the number of cascade steps $n$ becomes large, one obtains asymptotic expressions [from Eq. (11)] which depend only on the total ratio of scale (denoted $\lambda = L/l > 1$):

$$\Pr(\varepsilon \geq \lambda^+ r) \sim \lambda^{c(\gamma)}$$

(16)
This is a basic multifractal relation for multifractal processes, which merely states that the measure of the fraction of the probability space corresponding to the events

\[ A_\lambda(\gamma) = \{ (x, \omega) \in E \times \Omega \mid c_\lambda(x, \omega) \geq \lambda^s c_1 \} \]  

(17)

has a (statistical) codimension \( c(\gamma) \), the precise meaning of the asymptotic equivalence \( (\lambda \to \infty) \) denoted by \( \sim \) will be discussed below. As already emphasized, there is generally no upper bound on \( c(\gamma) \). On the other hand, due to the nested hierarchy of these events \( \{ \forall \lambda, \gamma \leq \gamma' \colon A_\lambda(\gamma) \subset A_\lambda(\gamma') \} \) \( c(\gamma) \) is necessarily an increasing function of \( \gamma \).

Other fundamental properties are that \( c(\gamma) \) must be convex and that if the process is conserved, there is generally no upper bound on \( c(\gamma) \). On the other hand, due to the nested hierarchy of these events \( \{ \forall \lambda, \gamma \leq \gamma' \colon A_\lambda(\gamma) \subset A_\lambda(\gamma') \} \) \( c(\gamma) \) is necessarily an increasing function of \( \gamma \).

FIGURE 8. A schematic illustration of a conserved multifractal, showing (a) the relations \( c(C_1) = C_1 \) and \( c(C_1) = 1 \), where \( C_1 \) is the singularity of the mean, (b) how the sampling dimension imposes a maximum order of singularities \( \gamma \)'s. From [Schertzer & Lovejoy, 1993].

4.2. The multiscaling of moments \( K(q) \) and the Legendre transformation

Under fairly general conditions, a random variable can be specified by either its probability distribution or by (all) its statistical moments. For a non-negative random variable \( x \), these two representations are linked by a Mellin transformation \( M \), which is:

\[ \langle x^{s-1} \rangle = M(p) \]

\[ = \int_0^\infty x^{q-1} p(x) dx \]  

(20)

\[ p(x) = M^{-1}(x^{s-1}) \]

\[ = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} (x^{s-1}) z^{-q} dq \]  

(21)

(essentially these are simply the Laplace and inverse Laplace transforms for the logs). In fact, if the moments increase slowly with \( q \) (when they satisfy the “Carleman criterion” — see [Feller, 1971]), only the knowledge of the integer order moments is sufficient. The relevance of the Carleman criterion for turbulence has been discussed in [Orszag, 1970], but in any case the full Mellin duality [Schertzer & Lovejoy, 1993; Schertzer et al., 2002] will hold.

This is somewhat more general than the Legendre duality pointed out in [Parisi & Frisch, 1985], but we can check that the Legendre transform is the asymptotic \( (\lambda \to \infty) \) result linking the...
corresponding exponents. Since the codimension $c(\gamma)$ is the scaling exponent of the probabilities, let us introduce the corresponding scaling moment function $K(q)$:

$$\langle x^q \rangle \approx \lambda^{K(q)}. \tag{22}$$

For large $\log \lambda$, we can use the saddle point approximation (Laplace’s method, see for example [Bender & Orszag, 1978]) which yields asymptotic approximations to integrals of exponential form. One obtains that $K(q)$ is related to $c(\gamma)$ by:

$$\langle x^q \rangle = \int d\Pr(x) x^q \sim \int d\Pr(x) \lambda^{q\gamma} = \int_{-\infty}^{\infty} \log(\lambda) d\Pr(x) \lambda^{q\gamma} \sim (\gamma - c(\gamma)) \quad \tag{23}$$

which yields the asymptotic behavior ($\lambda \to \infty$):

$$\lambda \gg 1: \int_{-\infty}^{\infty} d\Pr(x) \exp(\lambda \gamma (\gamma - c(\gamma))) \sim e^{\log(\lambda) \max_q (\gamma - c(\gamma))} \quad \tag{24}$$

as well as the prefactor, which we do not consider here. A similar expansion can be done for the inverse Mellin transform Eq. (21), and we have therefore the (involutive) Legendre duality for the exponents:

$$K(q) = \max \{ \gamma \gamma - c(\gamma) \} \quad \tag{25}$$

This demonstrates that both curves are convex (iterating twice the Legendre transform, a nonconvex curve yields its “convex hull”). One may note that the convexity of $K(q)$ follows from the fact that it is the “second Laplace, base $\lambda$ characteristic function” of $\log_j(x)$. This duality also means that the curve $c(\gamma)$ is the envelop of the tangencies of $K(q)$ and conversely. Hence there is a simple one-to-one correspondence between moments and orders of singularities.

4.3. Comparison of multifractal formalisms

Until now, we rather used a codimension multifractal framework [Scherzer & Lovejoy, 1987, 1992] rather than a dimension multifractal framework [Parisi & Frisch, 1985; Halsey et al., 1986] The latter was first introduced in order to explain the nonlinearity of the scaling exponents of the velocity structure functions (the statistical moments of the velocity increments) empirically observed in [Anselmet et al., 1984]. Parisi and Frisch [1985] considered that the singularities of the velocity increments defined as local Holder exponents should be geometrically and rather deterministically distributed over embedded fractals. The $f(\alpha)$ formalism [Halsey et al., 1986], which dealt with multifractal strange attractors, in many respects further emphasized this implicit nonrandom and geometric framework. At the notation level, a dimension formalism such as the $f(\alpha)$ formalism is formally related to codimensions according to:

$$\alpha D = D - \gamma; f_{D}(\alpha D) = D - c(\gamma). \tag{26}$$

This is without fundamental formal problems as far as $c(\gamma) < D$, although all these dimensions depend on the considered embedding dimension $D$, as emphasized by the corresponding subindex $D$. Similarly, the scaling exponent $\tau(q)$ of the partition function [Hentschel & Procaccia, 1983] is related to that of the moments as:

$$\tau_D(q) = (q - 1)D - K(q). \tag{27}$$

With the help of the so-called refined self-similar hypothesis [Kolmogorov, 1962; Obukhov, 1962], the velocity increment singularities can be linearly related to the singularities of the energy flux, therefore, we will keep the energy flux as the basic field to compare the formalisms. The geometric approach considers the following supports of singularities:

$$S_{A}(\gamma) = \{ x \in E | \epsilon_A(x) = \lambda^\gamma \epsilon_1 \} \tag{28}$$

which rather correspond to the boundary of the events $A_{\lambda}(\gamma)$, which are defined by an inequality sign [Eq. (17)] instead of an approximate equality, i.e. $S_{\lambda}(\gamma) = \partial A_{\lambda}(\gamma)$ for a given stochastic realization $\omega \in \Omega$. As a consequence, there is no compelling reason that the supports $S_{\lambda}(\gamma)$ should be hierarchically embedded, contrary to the events $A_{\lambda}(\gamma)$. There is neither a compelling reason that their (geometrical) codimensions should be convex and increasing with respect to the singularity $\gamma$. Therefore, Parisi and Frisch [1985] explicitly made the corresponding hypothesis. Another difference is the limits ($\lambda \to \infty$) that are considered. In the geometric approach, one rather considers the set of points $S(\gamma)$ which has the given singularity $\gamma$ for eventually all resolutions $\lambda$’s (i.e. for large enough $\lambda$),
which corresponds to singularity $\gamma$ for infinitely often resolutions $\lambda$’s. Let us illustrate this question by pointing out that stochastic multifractal singularities are nonlocal [Schertzer & Lovejoy, 1992]. Indeed, when we add more and more cascade steps in a stochastic cascade, the singularity $\gamma_\lambda(x)$ at a given location $x$ and increasing resolution $\lambda$ undergoes a random walk (see e.g. Fig. 10), whereas a complete localization of the singularity would correspond to a pointwise limit: $\gamma(x) = \lim_{\lambda \to \infty} \gamma_\lambda(x)$. Therefore, the relevant limit notion is the upper limit [Eq. (30)] rather than the much more stringent lower limit [Eq. (29)]. For applications, this means that the multifractal field is nonlocal, and one cannot always track a given singularity value by locally refining the analysis of the field, e.g. with the help of wavelet analysis. This may yield spurious results. Parisi and Frisch [1985], Frisch [1995] acknowledged that within their formalism they could get only a bounded range of singularities (in fact $c(\gamma) < D$) for the so-called lognormal model. The practical importance of $c(\gamma) \geq D$ will be discussed in Sec. 9.

On the overall, we reviewed the fact that beyond their strong communality, various multifractal formalisms have important differences due to basic assumptions on the nature of the process (e.g. stochastic or deterministic), the hypothesis to be done is more or less stringent, but the resulting hierarchy of fractals can be also rather different: it
could be either defined for each realization or with looser probabilistic constraints.

5. Generators, Characteristic Functions and Multifactal Scale Symmetry

Discrete cascades, i.e. with scale ratio \( \lambda \in \lambda^N = \{1, \lambda_1, \lambda_2, \lambda_3, \ldots \} \), point out that the \( \varepsilon_\lambda \) form a multiplicative group, a property that will be extended to continuous cascades. It is defined by the fact that a cascade from resolution 1 to \( \lambda \) can be obtained by multiplying a cascade from resolution 1 to 1 by a cascade from \( \lambda \) to \( \Lambda \). Because, the latter correspond to a rescaled cascade from resolution 1 to \( \Lambda/\lambda \) (see Fig. 11), this group property corresponds to:

\[
\forall \Lambda \geq \lambda \geq 1: \varepsilon_\Lambda = \varepsilon_\Lambda T_\lambda (\varepsilon_{\Lambda/\lambda}) \quad (31)
\]

where \( T_\lambda \) is the “pullback” transform for any function \( f \):

\[
\forall z \in E: T_\lambda(f)(z) = f(T_\lambda(z)) \quad (32)
\]

defined by a geometric point transform \( T_\lambda \) on the space \( E \), on which \( \varepsilon_\lambda \) is defined (i.e. time and/or space). For the moment, up to Sec. 8 devoted to Generalized Scale Invariance, \( T_\lambda \) is taken to be trivial scale transformation, i.e. the isometric contraction:

\[
T_\lambda(z) = \frac{z}{\lambda} \quad (33)
\]

although it is already clear that the generality of the pullback transform will allow broad generalizations of the results obtained for the isometric contraction.

The name pullback evokes the fact that this transform acts in the opposite direction (“contravariantly”) to that of the original transform \( T_\lambda \). This general notion is particularly useful when dealing with differential equations [Schertzer et al., 2012]. It is dual to the “pushforward” transform \( T_\lambda^* \), acting (“covariantly”) on measures according to the following duality equation:

\[
\int f T_\lambda^*(d\mu) = \int T_\lambda^*(f) d\mu. \quad (34)
\]

The pushforward transform \( T_\lambda^* \) is particularly useful to mathematically deal with singular measures such as rain accumulation [Schertzer et al., 2010]. It is rather easy to check that the (trivial) group property of the original transform \( T_\lambda \) extends to both the pullback and pushforward transforms and that both are linear respectively on vector spaces of functions and their dual spaces of measures.

Like for all one-parameter groups, we are interested to characterize the infinitesimal generator of a cascade, which can be stochastic. Loosely speaking this allows us to return to an additive group. Let us consider the generator \( \Gamma_\lambda \) of the cascade over a (noninfinitesimal) scale ratio \( \lambda \) defined by:

\[
\varepsilon_\lambda = \exp(\Gamma_\lambda). \quad (35)
\]

The additive group property corresponding to the multiplicative property displayed by Eq. (31) is:

\[
\forall \Lambda \geq \lambda \geq 1: \Gamma_\Lambda = \Gamma_\lambda T_\lambda^*(\Gamma_{\Lambda/\lambda}). \quad (36)
\]

The generator is well defined for any finite resolution \( \lambda \), but its limit for asymptotically large

Fig. 11. A schematic diagram (horizontal segments schematically represent involved scales) showing a (“dressed”) cascade from resolution 1 to a (“bare”) cascade from resolution 1 to \( \lambda \), multiplied by a (“hidden”) cascade from resolution \( \Lambda/\lambda \) to \( \Lambda \), which is the pushback transformed with the help of \( T_\lambda^* \) of a cascade constructed from resolution 1 to \( \Lambda/\lambda \). The terminology of “dressed, bare and hidden” cascades will be discussed in Sec. 9.2. Reproduced from [Schertzer et al., 2002].
resolutions is not trivial. This can be seen with the help of the moment scaling function \( K(q) \), which gains a new and convenient meaning. Indeed, Eq. (22) can be rewritten under the form:

\[
(e^{T \lambda}) = Z_\lambda(q) = e^{K_\lambda(q)}
\]  

(37)

where \( Z_\lambda(q) \) and \( K_\lambda(q) \) are none other than respectively the (Laplace) first and second characteristic functions — or respectively the moment and cumulant generating functions — of the generator \( \Gamma_\lambda \). This further shows that the characteristic function of \( \Gamma_\lambda \) should be logarithmically divergent (with the scale ratio \( \lambda \)):

\[
K_\lambda(q) = K(q) \log \lambda
\]  

(38)

hence a nontrivial small scale limit of the generator \( \Gamma_\lambda \).

We may now define fractal and multifractal symmetries in a very general and precise manner. Following [Lamperti, 1962], scale invariance for stochastic fractals is usually defined by:

\[
\tau(T_\lambda \varepsilon) \equiv \lambda^H \tau(\varepsilon)
\]  

(39)

where \( H \) is a given unique scaling exponent and \( \varepsilon \) can be an increment of random walk or field, as well as a measure. Considering the latter case, this can be rewritten with the help of the pushforward transform into a standard form of a symmetry \( S_\lambda \):

\[
S_\lambda \varepsilon = T_\lambda \varepsilon; \quad S_\lambda = T_\lambda \circ T_{\lambda^*}
\]  

(40)

which corresponds to the product of a pushforward transform \( T_{\lambda^*} \) by a codomain contraction, i.e. a contraction \( T_\lambda \) on the space where \( \varepsilon \) is valued (up until now the real space \( \mathbb{R} \)):

\[
T_\lambda = \lambda^{-H}.
\]  

(41)

A multifractal symmetry is obtained for Eq. (40) as soon as \( T_\lambda \) is no longer defined by a unique scaling exponent, but by a full set of singularities \( \gamma \):

\[
T_\lambda = \lambda^{-\gamma} \equiv e^{-\Gamma_\lambda},
\]  

(42)

Generalized scale invariance (Sec. 8) will further generalize this symmetry due to nonscalar anisotropic \( T_\lambda \) and/or \( T_{\lambda^*} \).

6. Universality

6.1. The concept of universality

The jump from fractals to multifractals is huge, since it corresponds to a jump from a unique dimension to an infinite hierarchy of dimensions. This is emphasized by the fact that there is only a convexity constraint on the nonlinear functions \( K(q) \) and \( \epsilon(\gamma) \), therefore \textit{a priori} an infinity of parameters are required to determine a multifractal process. For obvious theoretical and empirical reasons, physics abhors infinity. This is the reason why in many different fields of physics the theme of \textit{universality} appears: among the infinity of parameters, it may be possible that only a few are relevant. For instance, in critical phenomena most of the exponents describing phase transitions depend only on the dimensionality of the system. This is especially true as soon as we go beyond ideal systems to more realistic ones that should be robust to perturbations or self-interactions. Such perturbations or interactions may wash out many of the peculiarities of the theoretical model, retaining only some essential features. Loosely speaking, a theoretician may concoct a model for an isolated system depending on a very large number of parameters, but most natural systems are open and the resulting interactions can wash out most of the details, just leaving the (few) essentials. This was the basic idea of the Renormalizing Group approach [Wilson & Kogut, 1974].

The system can therefore be expected to converge to some universal attractor, in the sense that a whole class of models/processes with rather distinct parameters will be nevertheless attracted to the same process defined by only a small number of relevant parameters: the larger the basin of attraction, the more universal the attractor.

6.2. Universality in multiplicative processes?

The study of multiplicative random processes has a long history [Aitchison & Brown, 1957] going back to at least [McAlister, 1879], who argued that multiplicative combinations of elementary errors would lead to lognormal distributions. Kapteyn [1903] generalized this somewhat and stated what came to be known as the “law of proportional effect”, which has been frequently invoked since, particularly in biology and economics (see also Lopez, 1979) for this law in the context of rain). This law was almost invariably used to justify the use of lognormal distributions i.e. it was tacitly assumed that the lognormal was a universal attractor for multiplicative processes. Although Kolmogorov [1962], Obukhov [1962] did not explicitly give the law of proportional effect as motivation, it was almost certainly
the reason why they suggested a lognormal distribution for the energy dissipation in turbulence. This claim seemed to be secured by the explicit “lognormal” cascade model developed in [Yaglom, 1966]. The claim of universality of the lognormal model was first criticized in [Orszag, 1970] and then in [Mandelbrot, 1974].

Whereas Orszag’s criticism was on the grounds that the (infinite) hierarchy of integer order moments would not determine a lognormal process, Mandelbrot’s criticism was based on the fact that even if the cascade process were lognormal at each finite step, that in the small scale limit, the spatial averages would not be lognormal. This limit already poses a nontrivial mathematical problem, since it corresponds to a weak limit of random measures [Kahane, 1985], as discussed in Sec. 9.1. Furthermore, since the particularities of the discrete models (e.g. the $\alpha$-model) remain at each scale, therefore in its small-scale limit, this lead to the opposite claim: that multiplicative cascades do not admit any universal behavior [Mandelbrot, 1989, 1991; Gupta & Waymire, 1993].

6.3. Universal multifractals and the multiplicative central limit theorem

As long as we keep the total range of scale fixed and finite mixing (by multiplying them) independently processes of the same type (identical distribution, therefore the same codimension function $c(\gamma)$ and scaling moment function $K(q)$), and then take the limit $\Lambda \to \infty$ [Schertzer & Lovejoy, 1987, 1988], we avoid the difficulties that we mentioned above and a totally different limiting problem is obtained.

For instance, this may correspond to a (renormalized) densification of the excited scales by introducing more and more intermediate scales (see Fig. 12), e.g. to obtain a continuous scale cascade model as discussed in Sec. 7. Alternatively, we may also consider the (renormalized) nonlinear mixing of identically independently distributed (i.i.d.) cascade models which correspond to their multiplication. In both cases, we first look for the cascade processes that are stable under either nonlinear mixing or densification, then to their attractiveness and their domain of attraction. Stable cascades are the fixed points $\varepsilon_\lambda \cong \varepsilon^{(1)}_\lambda$ of:

$$
\lambda^{-a_1} \varepsilon_\lambda \equiv \prod_{i=1, N} \lambda^{-a_N} \varepsilon^{(i)}_\lambda \equiv \frac{1}{b_N}
$$

\begin{align}
\lambda^{-a_1} \varepsilon_\lambda & = \prod_{i=1, N} (\lambda^{-a_N} \varepsilon^{(i)}_\lambda)^{1/b_N} \quad (43) \\
& \text{where } a_N, b_N \text{ (with the nonrestrictive choice } b_1 = 1) \text{ are renormalizing constants and } \varepsilon^{(i)}_\lambda \text{ are } N \text{ independently identically distributed cascade processes on the same range of scales with an overall resolution } \lambda \text{ for nonlinear mixing or } \varepsilon^{(i)}_\lambda \text{ are the successive elementary cascade steps (of elementary resolution } \lambda) \text{ for a scale densification over the same scale ratio } \lambda. \\
& \text{Secondly, one has to check that these stable points are attractive over a given domain of processes.}
\end{align}

A multiplicative central limit theorem [Schertzer & Lovejoy, 1997] is obtained with the help of the cascade generator. Indeed, Eq. (43) corresponds to the generalized (additive) stability problem [Lévy, 1925, 1937; Gnedenko, 1945; Gnedenko & Kolmogorov, 1954], i.e. the following fixed point:

$$
\Gamma_\lambda = a_1 \text{Log } \lambda = \sum_{i=1}^N \frac{1}{b_N} = a_N \text{Log } \lambda
$$

(44)

For instance, iteration of Eq. (43) or (44) shows that the $b_N$’s form a multiplicative group with $a_N = a_1$:

$$
b_M = b_N b_M
$$

(45)

and one then may introduce the exponent $\alpha$ to generate this group:

$$
b_N = N^{1/\alpha}
$$

(46)

On the other hand, taking ensemble averages of both sides of Eq. (43) one obtains that the scaling moment function $K(q)$ is the fixed point

Fig. 12. Scheme of densification of scales: each horizontal line schematizes to a step of the cascade from large to small scales (up to bottom). Scale densification of a cascade (left, with a rather large elementary scale ratio) corresponds to more and more intermediate steps (right, with a smaller elementary ratio). From [Schertzer & Lovejoy, 1997].
$K(q) = K^{(1)}(q)$ of:

$$K(q) - a_1q = N \left[ K^{(1)} \left( \frac{q}{b_N} \right) - \frac{a_Nq}{b_N} \right]$$

(47)

which yields the solutions:

$$K(q) =cq^\alpha + a_1q.$$  

(48)

Attractivity is rather immediate. Indeed, let us consider the following $K^{(1)}(q)$ (with $\beta > \alpha$):

$$K^{(1)}(q) = K(q) + O(q^\beta)$$

$$=cq^\alpha + a_1q + O(q^\beta)$$

(49)

we have therefore:

$$K(q) - a_1q = \lim_{N \rightarrow \infty} N \left[ K^{(1)} \left( \frac{q}{b_N} \right) - \frac{a_Nq}{b_N} \right]$$

(50)

and therefore the corresponding $\epsilon\lambda$ is attractive:

$$\lambda^{-\alpha} \epsilon\lambda = \lim_{N \rightarrow \infty} \prod_{i=1,N} (\lambda^{-\alpha}\epsilon\lambda^{(1)})^{1/b_N}.$$

(51)

Finally, with the help of the constraint $K(1) = 0$ of a conservative field, Eq. (48) yields the following scaling moment function of a conservative universal multifractal [Schertzer & Lovejoy, 1987] (see Fig. 13 for an illustration):

$$K(q) = \frac{C_1}{\alpha - 1} (q^\alpha - q); \quad 0 \leq \alpha \leq 2$$

(52)

where $C_1$ is the singularity of the mean field ($q = 1$), which with the help of the Legendre transform is defined by:

$$C_1 = \frac{d}{dq} K(q) \bigg|_{q=1}.$$  

(53)

The constraint on $\alpha$ mentioned in Eq. (52) results from the requirement that the (first) characteristic function $Z_\lambda(q)$ [Eq. (37)] of the generator should be positive definite so as to be a Mellin transform of a probability (according to the Schoenberg’s theorem [Schoenberg, 1938], which complements the Bochner’s theorem [Bochner, 1955] for the Laplace transform). The two extreme cases correspond respectively to the (uni/mono) fractal $\beta$-model ($\alpha = 0$) and the lognormal model ($\alpha = 2$), whereas the case $\alpha = 1$ is derived from Eq. (52) with $\alpha \rightarrow 1$:

$$K(q) = C_1 q \log q \quad \alpha = 1.$$  

(54)

Equation (52) shows that for $0 < \alpha < 2$ the generator $\Gamma_\lambda$ follows an “extremely asymmetric” or “skewed” Levy distribution (i.e. its skewness parameter $\beta = -1$) so that the fat tail (power-law tail) is present only for negative fluctuations, otherwise the field $\epsilon\lambda$ will have divergent statistical moments ($K(q) = \infty$) for all positive order $q$. Nevertheless, all the negative statistical moments of $\epsilon\lambda$ diverge, which is neither a problem, nor surprising due to its frequent extremely low or even zero values (especially for the $\beta$-model).

Due to the fact that $q^\alpha/\alpha$ and $\gamma^\alpha/\alpha'$ are Legendre duals for $(1/\alpha) + (1/\alpha') = 1$, one obtains

$$K(q)/C_1$$

versus $q$.

Fig. 13. The universal multifractal moment scaling exponent $K(q)$ normalized by $C_1$. They lie between the parabolic ($\alpha = 2$) “log-normal” model and the linear ($\alpha = 0$) $\beta$ model.
Fig. 14. The universal multifractal probability exponent $c(\gamma/C_1)$ normalized by $C_1$. They lie between the parabolic ($\alpha = 2$) “log-normal” model and the bilinear ($\alpha = 0$) $\beta$ model.

from Eq. (52):

$$c(\gamma) = C_1 \left( \frac{\gamma}{C_1} \right)^{\alpha'} \cdot \frac{1}{\alpha} : \frac{1}{\alpha} + \frac{1}{\alpha'} = 1 \quad (55)$$

see Figs. 13 and 14 for illustration of the parameter sensitivity of the scaling moment and codimension functions.

7. Continuous Scale or “Infinitely Divisible” Cascades

7.1. The limitations of discrete scale cascades

An important consequence of universality is the possibility of starting with a discrete cascade model (e.g. one with an elementary scale ratio $\lambda_1 = 2$) and with the help of a scale densification to obtain a continuous in-scale process $\lambda_1 \rightarrow 1$. Such cascades are necessary since physically we expect real systems to involve a continuum of scales and there is usually no physically based quantization rule that would restrict scale ratios to integer values. Furthermore the discrete models involve a hierarchical splitting rule of structures into substructures which is based on a notion of distance which is not a metric, but rather an “ultra-metric”. More precisely, it corresponds to the $\lambda$-adic ultrametric: the distance between two structures at a given level of a discrete cascade process is defined by the level of the cascade where they first share a common ancestor, i.e. not by the usual distance. This implies that the distance between the centers of two contiguous eddies is not uniformly distributed. Since all the statistical interrelations between different structures depend on this ultra-metric, not on the usual metric, this has drastic consequences. In particular, there is no hope of obtaining a (statistically) translation invariant cascade, since such invariance depends on the metric, not the ultra-metric.

In summary, discrete cascades are useful for grasping many of the fundamentals, but one has to avoid being blocked by their artifacts. As a final note on discrete scale cascades, let us emphasize that almost all rigorous mathematical results on cascade processes have been derived in this restricted framework; this is not only because it is convenient, but also for complex historical reasons — including the debate on universality discussed above. As a consequence, the issue of continuous scale or infinitely divisible cascades has not been discussed enough.

7.2. Continuous scale cascades and their generators

The general idea of cascades as one-parameter multiplicative groups discussed in Sec. 5, especially Eq. (31) becomes essential for continuous scale cascades. For instance, the corresponding additive property for generators [Eq. (36)] show that they should be infinitely divisible, i.e. they can be divided into smaller and smaller additive components. On the other hand, we also saw that scaling requires a logarithmic divergence of the generator.
For a concrete and generic example, let us consider the case of universal multifractals (Sec. 6.3), whose generators are not only infinitely divisible, but also stable and attractive. They are therefore robust under nonlinear interactions. To satisfy the logarithmic divergence their generators [Eq. (33)] should be (colored) stable Lévy noises [Schertzer & Lovejoy, 1987] obtained by a fractional integration over a given “subgenerator”, which is white Lévy noise $\gamma^{(\alpha)}_{0}$ with a Lévy stability index $\alpha$ and furthermore “unitary” in the sense that its (Laplace) second characteristic function is:

$$K_0(q) = \text{sign}(\alpha - 1)q^{\alpha - 1} + \infty \cdot 1_{q<0}$$

(56)

which means that $\gamma^{(\alpha)}_{0}$ is extremely asymmetric [Schertzer et al., 1988] for $\alpha<2$, i.e. with a skewness $\beta = -1$, to have only strong negative extremes. This is no longer relevant for the Gaussian case ($\alpha = 2$), which is necessarily symmetric ($\beta = 0$, $K(q) = q^2$) and has therefore no divergence for $q<0$. Figure 15 compares the subgenerators in the $\alpha < 2$, $\alpha = 2$ cases.

This can be seen under a (fractional) differential form of order $D/\alpha'$ using a fractional power of the Laplacian $\Delta_{x}$ (with a scale resolution $L/\lambda$):

$$-(-\Delta_{x})^{D/2\alpha'}\Gamma_{\lambda}(x) \approx \gamma^{(\alpha)}_{0}(x)$$

(57)

or under the corresponding and more explicit (fractional) integration form:

$$\Gamma_{\lambda}(x) = \frac{\text{var}(\alpha)}{m_{D-1}(\partial B \lambda)} \frac{1}{\alpha} \int_{B \lambda \setminus B_{\lambda/\lambda}(x')} \frac{d^{D-1}(x')}{|x-x'|^{D/\alpha}}$$

$$-\text{var}(\alpha) \text{Log} \lambda;$$

$$\text{var}(\alpha) = \frac{C_2}{\alpha - 1}$$

(58)

Fig. 15. A schematic showing a gaussian and extremal Lévy subgenerator (with $\alpha = 1.6$); note that there are extremes only for the negative fluctuations. From [Wilson, 1991].
where $B_L(x)$ is the ball of center $x$ and size $L$ (which could be arbitrarily chosen), $m_{D-1}(\partial B_L)$ is the $(D-1)$-dimensional measure of its (hyper-)surface $\partial B_L$. For isotropic cases, $B_L(x) = \{ x' | |x - x'| \leq L/2 \}$ and $m_{D-1}(\partial B_L) = 2(L/2)^{D-1} \pi^{D/2} / \Gamma(D/2)$ (where $\Gamma$ is the Euler Gamma function). In order to get some convergent moments (finite $K(q)$), the subgenerator $\gamma^{(0)}$ must be extremely assymmetrical. It is also interesting to note that $\varepsilon_\lambda$ due to Eq. (58) is the solution of the following differential equation:

$$d\varepsilon_\lambda = \varepsilon_\lambda d\gamma_\lambda$$

(59)

where $d\gamma_\lambda$ is the infinitesimal generator of the multiplicative group of $\varepsilon_\lambda$:

$$d\gamma_\lambda = \left| \frac{\text{var}(\alpha)}{m_{D-1}(\partial B_L)} \right|^{1/\alpha} \int_{\partial B_L} \frac{D_\alpha(x')}{|x - x'|^{D/\alpha}} d\gamma_\lambda$$

(60)

where var($\alpha$) corresponds to a generalization of the (quadratic) variation of a (semi-) martingale (e.g. [Metivier, 1982]) and this explains why:

$$d\gamma_\lambda - d\Gamma_\lambda = \frac{\text{var}(\alpha)d\lambda}{\lambda}$$

(61)

7.3. Nonconservative multifractals and the Fractionally Integrated Flux model (FIF)

Integration of Eq. (59) (or equivalent use of the generator defined by Eq. (58)) yields a conservative field.
ελ, which is not always a desirable property. The classic example of such nonconservative processes is the turbulent velocity field; in Kolmogorov three-
dimensional isotropic turbulence, whose structure function is not scale invariant: ⟨Δv²(L/λ)⟩ ≈ λ⁻²H(Δv²(L)), with: H = 1/3. This constraint is easily satisfied with the help of a fractional integration of order H:

$$ν(λ) \propto \int_{B_L \setminus B_L/λ} d^D ε(x') |x - x'|^{D-H}.$$ \hspace{1cm} (62)

In the framework of this Fractionally Integrated Flux model [Schertzer et al., 1997], the singularities are redistributed with an average shift of −H as seen on the structure functions, i.e. the statistical moments of the increments Δν(x,x') = |ν(x) − ν(x')|:

$$⟨|ν(x) − ν(x')|^q⟩ \propto |x - x'|^{qH - K(q)},$$ \hspace{1cm} (63)

These increments therefore have a scale dependent mean, with H ≠ 0 as scaling exponent (see Figs. 16 and 17). Figures 15 and 18 display the effect of changing the order of this scale invariant smoothing of order H. The convolution involved in Eq. (63) corresponds to a fractional integration of (fractional) order H over ε. However, there is not a unique definition of such a noninteger integration. For instance, to respect causality for processes in time, the corresponding kernel or Green function should be totally asymmetric in order not to
integrate over the future [Marsan et al., 1996]. This is particularly important for predictability studies [Schertzer & Lovejoy, 2004a] and multifractal forecasts [Macor et al., 2007]. In fact, it suffices to introduce a Heaviside function \( H(t) \geq 0 \) as a prefactor to the noncausal kernel to obtain a causal Green function \( g(t, t') \), e.g.:

\[
g(t, t') = \frac{1_{t' \geq 0}}{|t - t'|^{D-H}}.
\]

(64)

Furthermore, “delocalized” kernels can be defined for space-time processes to have a given scaling exponent \( D-H \) and at the same time singularities (e.g. poles) in their Fourier transforms that generate waves. This will be discussed further in the next section that introduces the necessary concept and tools of Generalized Scale Invariance.

8. Generalized Scale Invariance (GSI)

8.1. Generalized scales

Up until now we have considered “self-similar” fractals and multifractals i.e. geometric sets and fields that are not only scaling, but also statistically rotationally invariant. However real world systems are not isotropic so that it is important to generalize this to strongly anisotropic systems. The resulting “Generalized Scale Invariance” (GSI) was actually motivated by the need to account for the strong scaling stratification of the atmosphere [Schertzer & Lovejoy, 1985b, 1985a]: Fig. 19 gives a (scaling) anisotropic version of the isotropic cascade scheme (Fig. 5) originally developed to model atmospheric stratification, which has gained increasing empirical confirmation (Fig. 20) with the help of various
The usual approach to scaling is to first posit (statistical) isotropy and only then to consider scaling. This approach is so prevalent that the terms “scaling” and “self-similarity” are frequently used interchangeably! The most famous example of this is Kolmogorov’s hypothesis of “local isotropy” from which he derived the $k^{-5/3}$ spectrum for the wind fluctuations ($k$ is a wavenumber). The GSI approach is the converse: it first posits scale invariance (scaling), as the main symmetry and then considers the remaining nontrivial symmetries. One may easily check that the type of anisotropic construction shown in Fig. 19 reproduces itself from scale to scale without introducing any characteristic scale. Since it involves scaling anisotropy in fixed directions, it is called “self-affinity”. This anisotropic scheme is apparently the first explicit model of a physical system involving a fundamental self-affine fractal mechanism [Schertzer & Lovejoy, 1984, 1985a].

GSI corresponds to the fact that the contraction operators $T_x$ [Eq. (33)] or $\tilde{T}_x$ [Eq. (34)], which define the scaling symmetry [Eq. (40)], are no longer isotropic [Eq. (33)] nor merely scalar [Eq. (41)]. For simplicity sake we first focus on the anisotropy of $T_x$, keeping $\tilde{T}_x$ scalar, but straightforwardly the same apply to an anisotropic $\tilde{T}_x$ and a scalar $T_x$, and finally both being anisotropic. In an abstract manner, $T_x$ is a generalized contraction on a vector space $E$, if it is a one-parameter (semi-) group for

$$\forall \lambda \in \mathbb{R}^+ : \; T_\lambda \circ \lambda T = T_\lambda$$

and admits a generalized scale denoted $\|x\|$ (to distinguish it from the usual Euclidean metric $|x|$), which satisfies the following three properties [Schertzer et al., 1999] further to that of being nonnegative:

(i) nondegeneracy, i.e.

$$\|x\| = 0 \iff x = 0$$

(ii) linearity with the contraction parameter $1/\lambda$, i.e.

$$\forall x, x' \in E, \forall \lambda \in \mathbb{R}^+ : \|\lambda x + x'\| = \|T_\lambda x\| = \lambda^{-1} \|x\|$$

(iii) balls defined by this scale, i.e.

$$B_\ell = \{x : \|x\| \leq \ell\}$$

GSI corresponds to the fact that the contraction operators $T_\lambda$ [Eq. (33)] or $\tilde{T}_\lambda$ [Eq. (34)], which define the scaling symmetry [Eq. (40)], are no longer isotropic [Eq. (33)] nor merely scalar [Eq. (41)]. For simplicity sake we first focus on the anisotropy of $T_x$, keeping $\tilde{T}_x$ scalar, but straightforwardly the same apply to an anisotropic $\tilde{T}_x$ and a scalar $T_x$, and finally both being anisotropic. In an abstract manner, $T_x$ is a generalized contraction on a vector space $E$, if it is a one-parameter (semi-) group for

$$\forall \lambda \in \mathbb{R}^+ : \; T_\lambda \circ \lambda T = T_\lambda$$

and admits a generalized scale denoted $\|x\|$ (to distinguish it from the usual Euclidean metric $|x|$), which satisfies the following three properties [Schertzer et al., 1999] further to that of being nonnegative:

(i) nondegeneracy, i.e.

$$\|x\| = 0 \iff x = 0$$

(ii) linearity with the contraction parameter $1/\lambda$, i.e.

$$\forall x, x' \in E, \forall \lambda \in \mathbb{R}^+ : \|\lambda x + x'\| = \|T_\lambda x\| = \lambda^{-1} \|x\|$$

(iii) balls defined by this scale, i.e.

$$B_\ell = \{x : \|x\| \leq \ell\}$$
must be strictly decreasing with the contraction $T_{\lambda}$:
\[ \forall L \in R^+, \forall \lambda > 1: \quad B_{L/\lambda} \equiv T_{\lambda}(B_L) \subset B_L \]
and therefore:
\[ \forall L \in R^+, \forall \lambda \geq 1: \quad B_{L/\lambda} \subset B_{L} \]  
(70)

The usual Euclidean norm $|\cdot|$ of a metric space is the scale associated to the isotropic contraction $T_{\lambda} = 1/\lambda$. The two first properties are rather identical to those of a norm, whereas the last one is weaker than the triangular inequality, which is required for a norm.

### 8.2. Linear GSI

This corresponds to the simplest, but already startling generalization of scale invariance: $T_{\lambda}$ is no longer a scalar transform, but remains a linear transform. In this case, the group property Eq. (65) corresponds to the fact that this linear transform. In this case, the group property Eq. (65) corresponds to the fact that this linear transform.

\[ T_{\lambda} \equiv \exp(-G \cdot \log(\lambda)) \]  
(71)

This can be easily understood with the help of the corresponding matrices. This “integral” form is equivalent to the following differential one:
\[ \lambda \frac{d}{d\lambda} T_{\lambda} = -G \circ T_{\lambda} \]  
(72)

This differential equation also governs the evolution ($\lambda \geq 1$) of the point $x_0 = T_{\lambda} x_1$, whose trajectory starts from an initial ball $B_L$ and crosses the balls $B_{L/\lambda}$. The classical isotropic contraction corresponds to the scalar case: $G = 1$, where $1$ denotes the identity application. The next simplest case corresponds to the “self-affine” case [Mandelbrot, 1985], where $G$ is diagonalizable, with real eigenvalues $\mu_i$ and eigenvectors $e_i$. Figure 21 shows that “zooming” into such a multifractal leads to systematic changes in shapes of the basic structures. This graphically demonstrates the “phenomenological fallacy” [Lovejoy & Schertzer, 2007] in which differences in morphology are confounded with differences in mechanism. Figure 22 shows the effect of varying the “sphero-scale”; the scale where structures are roughly “roundish”.

It is straightforward to check that for $\text{Spec}(G) > 0$, where $\text{Spec}(\cdot)$ denotes the spectrum, the scale can be defined for any given positive $0 < \alpha \leq \infty$ as:
\[ \| \sum_i x_i e_i^\alpha \| = \left( \sum_i \| x_i e_i^\alpha \|^{1/\alpha} \right)^{1/\alpha} \]  
(73)

with:
\[ \forall i, x_i : \| x_i e_i^\alpha \| = \| x_i \|^{1/\alpha} \]  
(74)

where $\| \cdot \|$ is a given norm on the vector space. These equations are very convenient to define anisotropic processes, including space-time processes. Indeed, the Green functions defining either a generator or a FIF model could be defined either in the physical space or the Fourier space with the help of these scales, e.g. for a (causal) space-time process:
\[ \hat{g}(k, x) \equiv \int d^D x e^{i k \cdot x} g(x, t) \]
\[ = (i \omega + \| k \| H) - H/\hat{R}_t \]
(75)

where $H_t$ is the scaling anisotropy exponent between time and space. Furthermore, to obtain a pole, therefore waves, still keeping the same scaling behavior, it suffices to consider [Lovejoy et al., 2008b]:
\[ \hat{g}_w(k, x) = (i \omega - \| k \| H) - H/\hat{R}_w \]
(76)

as well any weighted products of $g(k, x)$ and $g_w(k, x)$, i.e. weighted convolutions of $g(k, x)$ and $g_w(k, x)$. This already provides a wide, although presumably not exhaustive framework to study turbulence and waves. Equation (74) also confirms that the transformation of the norm $\| \cdot \|$ to the generalized scale $\| \cdot \|$ corresponds to a nonlinear transform (except for the scalar case: $G = 1$), which may be defined as:
\[ x_i \rightarrow \text{sign}(x_i)|x_i|^{1/\mu} \]  
(77)

Nevertheless, the most interesting cases correspond to complex eigenvalues, which obviously introduce rotations, and nondiagonalizable generators (Jordan matrices). This is illustrated in Figs. 23 and 24 for a two-dimensional generator $G$. The reality of the eigenvalues corresponds to:
\[ \alpha^2 = \left( \frac{\text{Tr}(G)}{2} \right)^2 - \text{Det}(G) > 0 \]  
(78)

and a dominant stratification effect, whereas $\alpha^2 < 0$ corresponds to a dominant rotation effect. For
reasons discussed below, $G$ is parametrized in the following way:

$$G = \begin{pmatrix} d + c & f - e \\ f + e & d - c \end{pmatrix}; \quad a^2 = c^2 + f^2 - e^2. \quad (79)$$

All the simulations have $\alpha = 1.8$, $C_1 = 0.1$, $H = 0.33$ (the empirical parameters for clouds), and are simulated on $256 \times 256$ grids with the same starting seed so that the differences are only due to the anisotropy (the colors go from blue to white indicating values low to high). However, there are much more general properties. For instance, the Jacobian of any contraction is $T_3$:

$$\det(T_3) = \lambda^{-D_\text{ell}} \quad (80)$$

with:

$$D_\text{ell} = \text{Tr}(G) \quad (81)$$

which corresponds to an effective dimension called “elliptical dimension” in reference to the elliptic-like shape of the balls under a GSI contraction. It is merely the topological dimension $d = \text{Tr}(1)$ of the vector space for the isotropic contraction. On the other hand, differentiation of the “integral” property of linearity with the contraction parameter [Eq. (67)] yields:

$$\lambda \frac{d}{d\lambda} \|x\| = \nabla_x \|x\| \cdot G \cdot x \quad (82)$$

which rather corresponds to a generalization of Euler’s theorem for homogeneous function (obtained for a self-affine $G$). This differential form...
can be used to assure that balls are strictly decreasing with the contraction \(T_\lambda\). This can be achieved for:

\[
B_L = \{x | (x, Ax) \leq L\} \quad (83)
\]

where \(A\) is a given bilinear application. Eq. (82) indeed yields [Schertzer & Lovejoy, 1985a; Schertzer et al., 1999] the following necessary and sufficient condition that the balls \(T_\lambda(B_L) \equiv B_{L/\lambda}\) are strictly decreasing with the contraction group \(T_\lambda\):

\[
\text{Spec}(\text{sym}(AG)) > 0 \quad (84)
\]

where \(\text{sym}(\cdot)\) denotes the symmetric part of a linear application. When \(A\) is furthermore positive and symmetric, i.e. the ball \(B_L\) is an ellipsoid, this condition [Eq. (84)] reduces to:

\[
\text{Spec}(\text{sym}(G)) > 0 \iff \text{Re}(\text{Spec}(G)) > 0. \quad (85)
\]
Fig. 23. (Top row) $k = 0$, we vary $c$ (denoted $i$) from $-0.3, -0.15, \ldots, 0.45$ left to right and $e$ (denoted $j$) from $-0.5, -0.25, \ldots, 0.75$ top to bottom. On the right we show the contours of the corresponding scale functions. (Middle row) Same except that $k = 10$. (Bottom row) $c = 0$ the $c$ is increased from $-0.3, -0.15, \ldots, 0.45$ left to right, from top to bottom, $k$ is increased from 0, 2, 4, \ldots, 10. See text for more details. From [Lovejoy & Schertzer, 2007].
Fig. 24. (Top row) The same as the bottom row of Fig. 23 except that \( e = 0.75 \). (Middle row) \( e = 0 \) and \( e \) left to right is: \(-0.5, -0.25, \ldots, 0.75\). (Bottom row): Same as the middle row except that \( e = 0.15 \). In all rows, from top to bottom, \( k \) is increased (0, 2, 4, \ldots, 10), the right hand shows the corresponding scale functions. From [Lovejoy & Schertzer, 2007].
For the two-dimensional case [and parameterization given by Eq. (79)], this reduces to the following:

\[
\text{Tr}(G) > 0 \quad \text{and} \quad \det(G) > 0 \Leftrightarrow d > 0 \quad \text{and} \quad d^2 > a^2.
\]  

(86)

8.3. Nonlinear GSI and Lie cascades

We will use the example of the two-dimensional generator \( G \) with its above parametrization [Eq. (79)] that corresponds to a “pseudo-quaternions” representation:

\[
G = d1 + \epsilon I + fJ + \epsilon K;
\]

\[
1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad I = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix};
\]

\[
J = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \quad K = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]

(87)

to point out that in a rather general manner linear GSI results can be extended, albeit given technical difficulties briefly mentioned below, to the nonlinear GSI and lead to the general notion of Lie cascades. Let us first point out that there are at least two reasons to look for nonlinear GSI. The first one is that one has often to work with manifolds rather than with vector spaces, the second one [Schertzer & Lovejoy, 1991], not necessarily independent of the previous one, is that one has often to deal with local symmetries, e.g. the original (Weyl’s) local gauge invariance, rather than with global ones. The main point is that the generators of the (local) symmetries define Lie algebra whose structure is essential to understand the interrelations between various symmetries.

Indeed, let us consider that the symmetries \( T_3 \) and \( T_3 \), therefore the whole scale symmetry \( S_3 \) [Eq. (40)], together with all other potential symmetries (e.g. more classical symmetries such as rotations) smoothly vary with respect to their parameters. These symmetries not only form a group with respect to their composition, but also a smooth manifold and therefore a Lie group \( G \) (e.g. [Sattinger & Weaver, 1986]). In a rather general manner, this group is generated from the symmetries that are infinitesimally close to the identity (for infinitesimally small parameter variation), which spans the tangent space to the identity transformation. In fact, these generators form a Lie algebra \( g \), i.e. a vector space with a (bilinear) skewed product called the Lie bracket \([\cdot,\cdot]\) that furthermore satisfies the Jacobi identity. For matrices, the Lie bracket is defined to be the commutator:

\[
[X,Y] = XY - YX
\]

(88)

In the example of the two-dimensional generator \( G \) we have:

\[
2I = [J,K], \quad 2J = [I,K], \quad 2K = [J,I]
\]

(89)

whereas \( I \) obviously commutes with any element of this Lie algebra \( l(2,R) \) of the two-dimensional real matrices. Recall that any Lie algebra \( g \) is said to be abelian if its bracket, whatever is its expression, vanishes (i.e. \( \forall X,Y \in g : [X,Y] = 0 \), in short: \([g,g] = 0\)), a Lie subalgebra \( s \) of \( g \) is a subspace of \( g \) that is closed under the Lie bracket (i.e. \( \{s,s\} \subset s \)), a subspace \( l \) of \( g \) is an ideal of \( g \) if \( l \) is not only closed with itself but with \( g \) (i.e. \( \{g,l\} \subset l \)), the largest abelian ideal of \( g \) is called its radical and if it is zero \( g \) is called semi-simple. The crucial importance of abelian (sub-)algebra is due to the fact that the corresponding Lie (sub-)groups are indeed commutative, i.e. the symmetries commute.

With the help of these definitions, it is rather straightforward to check that the one-dimensional subalgebra \( R \) generated by \( I \) is the radical of \( l(2,R) \), whereas \( s \) spanned by \( \{1, J, K\} \) is semi-simple. The latter is classically known as \( sl(2,R) \), the special two-dimensional real linear algebra of matrices with zero trace. We have:

\[
l(2,R) = R \oplus sl(2,R)
\]

(90)

which is merely a particular example of the Levi decomposition of any Lie algebra into its radical and a semi-simple subalgebra. It is also important to note that the three two-dimensional subalgebra \( s_i \) (\( i = 1,3 \)) spanned respectively by \( \{1, I\}, \{1, J\}, \{1, K\} \) are all abelian (\( s_i \) is merely equivalent to the set of complex numbers), but they are not ideals of \( l(2,R) \). It means that the corresponding subgroups are commutative, but do not commute with any element of the full group generated by \( l(2,R) \). A simple consequence is that if the generator \( G \) of \( T_\lambda \) (resp. \( G \) of \( T_\lambda \)) belongs to \( s_i \), then it will commute with any symmetry generated by \( K \), but not with those generated by \( I \), i.e. rotations.

Whereas the mapping from Lie groups to Lie algebra is rather one-to-one, the inverse is often more complex: different Lie groups may have the same Lie algebra. Nevertheless, the exponential map allows to fully capture the local structure of the group from its algebra. Here, the exponential map
from a tangent space to its manifold correspond to the generalization of the exponential function, particularly seen under its differential form as:

$$\frac{dx}{d\lambda} = -\frac{g(x\lambda)}{\lambda}$$  \hspace{1cm} (91)

Loosely speaking, one has only to carefully distinguish the tangent space from its manifold, whereas both are confused in the (linear) case of vector spaces. The above mentioned limitation to the local structure is that the integration can introduce an external outer scale, i.e. the inverse of $T_{\lambda} = T_{1/\lambda}$, i.e. a dilation, for large $\lambda$ is not always defined.

As simple examples, we can consider the integration of the nonlinear differential equation (91), with the initial condition $x_1$ belonging to a given ball $B_L$, still on a vector space $E$, but where $g$ is nonlinear. Its gradient $\nabla g$ is equivalent to a local (infinitesimal) generator $G$. Therefore, the condition of (local) growth of the balls for linear GSI applies now to $\nabla g$. For the two-dimensional case, the same parametrization as before for $G$ [Eq. (87)] corresponds to spatially variable coefficients $(d, c, f, e)$ and if $B_L$ is a symmetric ellipsoid, $\nabla g$ needs only to satisfy the same condition [Eq. (86)] as $G$.

Figure 25(b) is one among many figures that can be obtained in this nonlinear manner. Note due to nonlinearity the balls $B_L$ are no longer convex sets, contrary to the linear case.

8.4. GSI, scaling analysis and differential systems

GSI has a huge potential of applications when dealing with anisotropy and classical differential systems. Indeed, the classical manner to deal with such problems was to first proceed to a scale analysis, i.e. to define so-called characteristic quantities that help to select a few corresponding relevant terms that will be retained to build up approximations of the original equations. However, as discussed by analysis [Schertzer et al., 2012], on the particular example of the quasi-geostrophic approximation [Charney, 1948], there are many reasons to expect that the scaling of the approximation will be different from the original equations. GSI allows to proceed in a different manner: an anisotropic analysis enables us to select the relevant interactions that occur on a wide range of scales (contrary to the scale analysis, which is local in scale) and obtain a new set of equations, which corresponds to a statistical breaking of an isotropic statistical symmetry, which can be seen as a broad generalization of the spontaneous symmetry breaking. Here, the anisotropic scaling evaluates a vector equation that admits isotropic scaling into separated component equations. In the case of the vorticity equation this can be obtained by first decomposing the fields and operators into horizontal and vertical components (with respective indices $h$ and $v$), e.g. for the velocity field $u$ and gradient operator $\nabla$:

$$u = u_h + u_v; \hspace{1cm} \nabla = \nabla_h + \nabla_v$$  \hspace{1cm} (92)

and with the help of the following pushback transforms [Schertzer et al., 2012]:

$$T_\lambda^h(u) = \lambda^h u_h + \lambda^h u_v; \hspace{1cm} T_\lambda^v(\nabla) = \lambda^v (\nabla_h + \lambda^h \nabla_v)$$  \hspace{1cm} (93)
where $h$ is the scaling anisotropy exponent of the vertical vs. the horizontal, as well as the corresponding decomposition of the vorticity $\omega$ into:

$$\omega = \omega_h + \omega_v + \omega_\tau = \nabla_h \times \mathbf{u}_h,$$

$$\sigma = \nabla_h \times \mathbf{u}_v, \quad \tau = \nabla_v \times \mathbf{u}_h,$$

(94)

where $\omega_h$ is the horizontal vorticity, which is assumed to be negligible at large scales where the (almost vertical) Earth rotation $\Omega$ is assumed to be dominant. A careful examination of the scaling exponents resulting from Eq. (93) involved in the vorticity equation ($D/dt$ denotes the Lagrangian time derivative):

$$\frac{D\omega}{Dt} = \omega \cdot \nabla_h$$

(95)

points out that the latter splits into the three following equations:

$$\frac{D\sigma}{Dt} = \sigma \cdot \nabla_h \mathbf{u}_h,$$

$$\frac{D\tau}{Dt} = \tau \cdot \nabla_h + \omega_v \cdot \nabla_v \mathbf{u}_h,$$

$$\frac{D\omega_h}{Dt} = \omega_v \cdot \nabla_v \mathbf{u}_h.$$  

(96)

Conversely, these three equations, together with the large scale condition $\omega_h \approx \Omega h$, allow an anisotropic scaling like that displayed by Eq. (93), as well as a nonlinear growth of the horizontal vorticity. The latter mechanism is absent from the quasi-geostrophic approximation, which corresponds to $\sigma \equiv \tau \equiv 0$ and the approximation:

$$\frac{D\omega}{dt} \approx \Omega \cdot \nabla_v \mathbf{u}_h.$$  

(97)

Contrary to the quasi-geostrophic equations, the fractional vorticity equations (96) are not an approximation of the vorticity equations (95), because solutions of the former are also solutions of the latter. They rather correspond to select relevant interactions to provide solutions having a scaling as prescribed by Eq. (93). This explains the extreme contrast between Eq. (96) with a 3D nonlinear vorticity stretching and Eq. (96) with only a weak, linear stretching. We believe that this scaling analysis is rather illustrative of the potential of GSI to better investigate the nonlinear generating equations of anisotropic scaling fields, well beyond the scale analysis and the resulting classical approximations.

9. The Extremes: Self-Organized Criticality and Multifractal Phase Transitions

9.1. The singular small-scale limit of a cascade process

The small-scale limit $\lambda \to \infty$ of a cascade process is very singular since for any positive singularity $\gamma$, the density $\varepsilon_\lambda \approx \lambda^\gamma$ diverges. These divergences are statistically significant for $\gamma > C_1$, since it corresponds to $q > 1$ and $K(q) > 0$, therefore to $\langle \varepsilon_\lambda \rangle = \lambda^{K(q)} \to \infty$. This singular small-scale divergence means that if a limit exists, it is not in the sense of functions. This is similar to the Dirac $\delta$-“function”, in fact the Dirac $\delta$-measure, which is not a function at all but a “generalized function” defined as a limit of functions. The Dirac $\delta$-measure is indeed only meaningful if we integrate over it. It is rather obvious that the $\beta$-model corresponds to a (random) generalization of the Dirac $\delta$-measure for points belonging to a fractal set of codimension $c = D - D_\beta$. Conversely, the Dirac $\delta$-measure can be understood as the particular (deterministic) case corresponding to a codimension $c = D$ and dimension $D_\delta = 0$, i.e. to isolated points. As a consequence, one has to consider the limit of the corresponding measures $\Pi_\lambda(A) \to \Pi_\infty(A)$ over compact sets $A$ of dimension $D$, i.e. the $D$-dimensional integration of the density $\varepsilon_\lambda$ over $A$:

$$\Pi_\infty(A) = \lim_{\lambda \to \infty} \Pi_\lambda(A) = \lim_{\lambda \to \infty} \int_A \varepsilon_\lambda d^D x.$$  

(98)

In agreement with turbulent nomenclature, the integral $\Pi_\lambda$ can be termed a “flux” (of energy) through the scale $l = L/\lambda$, whereas $\varepsilon_\lambda$ can be called (energy) flux density at this scale. Therefore, we anticipate that the fluxes (but not the densities) converge as $\lambda \to \infty$. Still due to the singular nature of the limit, we may expect that convergence can only occur over a limited range of order $q$ of the statistical moments:

$$\exists q_D > 1, \quad \forall q \geq q_D : \langle \Pi_\infty(A)^q \rangle = \infty$$

(99)

whereas:

$$\forall \lambda < \infty : \langle \Pi_\lambda(A)^q \rangle < \infty.$$  

(100)

The subscript $D$ of the critical order $q$ underscores its dependence on the dimension of the space over which it is integrated. This dependence can be used [Scharfz & Lovejoy, 1984] to demonstrate that cascade processes are generically multifractals: the dependence of $q_D$ on $D$ defines a hierarchy of
fractal sets. An important consequence of the divergence of moments [Eq. (99)] is also the exponent of the power-law fall-off of the probability distribution:

$$\exists q_0 > 1, \quad \pi > 1 : \Pr(\Pi_\Lambda(A) > \pi) \approx \pi^{-q_0}. \quad (101)$$

Equations (99)–(101) are equivalent and the divergence of moments coupled with fractal structures is often considered the hallmark of self-organized criticality (SOC; [Bak et al., 1987, 1988]) so that cascade processes can be considered a nonclassical route to SOC. In this respect, we could note an important difference: classical SOC is a cellular-automaton model (the prototype being the “sandpile” and its avalanches) that requires a “zero-flux” limit: in the sandpile each grain must be added one at a time only after the activity induced by the previous grain is over. In contrast, the cascades require a quasi-constant flux, and this is generally more physical.

To graphically appreciate the propensity for multifractal processes to generate extremes at all scales, see Fig. 26. In order to make the point that occasionally very rare events occur, a single value (the maximum) of the subgenerator was boosted by a factor $N$ (placed at the centre of the simulation).

9.2. Bare and dressed cascades

The singular limit of the cascade process requires us to distinguish between the properties of a cascade stopped at a finite resolution $\lambda$, all of whose positive moments are finite) from those corresponding to the cascade stopped at a finite resolution $\lambda$, all of whose positive moments are finite) from those corresponding to integrals (at the same scale) of the process taken to the small scale limit. Schertzer and Lovejoy [1987] argued that physically this difference is due to the effect of the small scale interactions, which “dress” the former “bare” process. This is reminiscent of what happens in renormalization when higher and higher order interactions are taken into account. In the same way, we distinguish between the “bare” cascade quantities obtained after the cascade has proceeded down to a finite resolution $\lambda$, and the corresponding “dressed” quantity obtained after integrating a completed cascade over the same scale ($l = L/\lambda$; see Fig. 11 for an illustration of a finite resolution $\lambda$). Due to the group property of a multiplicative cascade discussed in Sec. 5, a dressed cascade factors into its bare part and the hidden part, which corresponds to a flux of a cascade from $L$ to $L\lambda/\lambda$ rescaled with the help of the pushback operator $T^{\lambda}_{\Lambda}$. For small enough order moments, the flux prefactor remains finite in the limit $A \to \infty$, the bare and dressed scaling properties are the same. However for $q \geq q_0$ this prefactor begins to scale with $A/\lambda$, so that a drastic change occurs; it diverges with $\Lambda$.

In a real system, the scaling is cutoff by dissipation so that while the moments $q < q_0$ depend on the large scales in contrast, the value of the moments $q > q_0$ will depend on the small scale details. Since it is this small scale activity that causes the divergence, in analogy with the classical (chaotic) metaphor for sensitive dependence, this has been called the “multifractal butterfly effect” [Lovejoy & Schertzer, 1998].

9.3. Scale dependence and divergence of the flux: The heuristic argument

Let us first consider some simple heuristics whose main interest is that they are model independent. They are based on the fact that a $D$-dimensional integration of a singularity $\gamma$ just corresponds to shifting the latter by $-D$, which corresponds to the scaling exponent of the elementary volume of integration. As a consequence, all singularities of order $\gamma < D$ will be smoothed out. This already explains why the question of statistical divergences is beyond the scope of deterministic multifractal formalisms (see Sec. 4.3). On the contrary, divergences arising from $\gamma \geq D$ will not be smoothed out and therefore the scale of observation is irrelevant: the flux will scale with the inner scale of activity of the cascade and therefore will diverge as $\Lambda \to \infty$. However due to its low statistical weight, this divergence may remain statistically insignificant. Nevertheless, one may reach a critical $\gamma_D \geq D$ where it becomes significant. Above $\gamma_D$, the observed dressed codimension function $c_d(\gamma)$ no longer corresponds to $c(\gamma)$: the dressed quantities will have much larger fluctuations than the bare quantities. $c_d(\gamma)$ can therefore be estimated by considering that it should maximize the occurrences of high singularities, while nevertheless respecting the convexity constraint. This means that $c_d(\gamma)$ should follow the tangency of $c(\gamma)$ at $\gamma_D$:

$$\gamma \leq \gamma_D : c_d(\gamma) = c(\gamma)$$

$$\gamma \geq \gamma_D : c_d(\gamma) = c(\gamma_D) + q_0(\gamma - \gamma_D) \quad (102)$$

Since $q_0 = c'(\gamma_D)$ is the critical order corresponding to $\gamma_D$ in the framework of the Legendre

\[
\begin{aligned}
\exists q_0 > 1, & \quad \pi > 1 : \Pr(\Pi_\Lambda(A) > \pi) \approx \pi^{-q_0}. \\
\end{aligned}
\]
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9.4. Finite sample size effects

In practice, we are only able to examine finite samples, hence instead of computing the theoretical

This heuristic argument can be made rigorous by introducing [Schertzer & Lovejoy, 1987] the Trace Moments of the flux which are simpler to handle than the statistical moments of the flux.

\begin{align}
K_d(q) = K(q); & \quad q < q_D \\
K_d(q) = \infty; & \quad q \geq q_D.
\end{align}

\begin{align}
K_d(q) = K(q); & \quad q \geq q_D \\
K_d(q) = \infty; & \quad q < q_D.
\end{align}
being an average over the we only deal with estimates, the most usual ones of the e.g. there had been speculations on the significance of higher order give no real information about the explored: as we now show, estimates of moments only a limited range of q dimension best be understood with the help of the sampling samples of turbulence data.

A first consequence of finite averaging. A first consequence of finite 

sider a combination of statistical and space/time ergodicity assumptions. In our case, we must con-

consider many independent realizations N. As N → ∞, the entire (infinite dimensional) probability space is more and more explored. From [Schertzer & Lovejoy, 1993].

and larger sampling singularity γq [Eq. (19) and Fig. 8(b) for illustration].

The Legendre transform of cγ(q) = c′(γq) with γ ≥ γq leads to a spurious linear estimate Ks instead of the nonlinear K for q > q0, where q0 = c′(γq) is the maximum moment that can accurately be estimated:

q ≥ q0 : Ks(q) = γq(q − q0) + K(qs); (108)

q < q0 : Ks(q) = K(q).

In Sec. 9.5.2 we show that this linear behavior corresponds to the multifractal analogue of a second order phase transition and therefore is rather model-independent.

9.5. Multifractal phase transitions

9.5.1. Flux dynamics and thermodynamics

As discussed by various authors [Schuster, 1988; Tel, 1988; Schertzer & Lovejoy, 1992, 1994; Schertzer et al., 1993], there are formal analogies between multifractal exponents and standard thermodynamic variables. However, depending on the multifractal framework there are notable differences of appreciation. For the codimension multifractal formalism, Table 1 displays the analogues between what can be called (statistical) “fluxdynamics” [Schertzer & Lovejoy, 1991] and classical thermodynamics. The expression “flux dynamics” comes from the fact that the main quantity of interest is the energy flux for systems out of equilibrium instead of the energy for systems in thermodynamic equi-

librium. Since the analogies are based on the expo-

sions of the probability and number densities these analogues are more easily and naturally obtained in the codimension framework, which define respectively the codimension c(γ) of a singularity γ and the D = S(E) entropy of a state energy E. The Legendre conjugate variables of the singularity and the energy are respectively the moment of order q and the (reciprocal) temperature β = 1/T. Similarly, the scaling moment function K(q) is the analogue of a (Massieu) potential (= the free energy/T).

Discontinuities in the analogues of the free energy (the dual codimension function C(q) = K(q)/q − 1) and the thermodynamic potential (K(q)) correspond to multifractal phase transitions (see Fig. 28 for illustrations). However, thermody-

namics applies to systems in equilibrium and with-

out dissipation, whereas flux dynamics applies to systems far from thermodynamic equilibrium which are strongly dissipative. A practical consequence is
that in order to define its statistics, a multifractal process fundamentally requires an infinite hierarchy of temperatures, rather than a single temperature. Therefore observing (i.e. with a finite \(N_s, D_s\)) a multifractal process at a given temperature (i.e. \(q\)) only gives very limited information about the process. Similarly, a multifractal phase transition is associated with a qualitative change of observation of the same system when one changes the observation temperature (i.e. changes \(q\)), whereas a thermodynamic phase transition corresponds to a qualitative change of the behavior of the system under observation.

### 9.5.3. First order phase transition

We can now revisit the question of the divergence of moments (Sec. 9.3) taking care of the sample to discrete cascades and furthermore to \(D_s = 1\). On the other hand, the notion of second order phase transition is interesting, because it is rather model-independent as it is based on the analogies of the statistical exponents of the cascade. Indeed, it should occur as soon as there are no bounds on the singularities or their range exceeds the critical \(\gamma_s\).

#### Table 1. Correspondence between fluxdynamics and thermodynamics (setting for notation simplicity \(k_B = 1\) for the Boltzman’s constant \(k_B\): \(\Sigma(\beta)\) being the Massieu potential, \(F(\beta)\) the Helmholtz free energy. From [Schertzer & Lovejoy, 1993].

<table>
<thead>
<tr>
<th>Flux Dynamics</th>
<th>Thermodynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability space</td>
<td>Phase space</td>
</tr>
<tr>
<td>Moment order: (q)</td>
<td>(Reciprocal) Temperature: (\beta = T^{-1})</td>
</tr>
<tr>
<td>Singularity order: (\gamma)</td>
<td>(Negative) Temperature: (-E)</td>
</tr>
<tr>
<td>Generator</td>
<td>(Negative) Hamiltonian</td>
</tr>
<tr>
<td>Singularity codimension: (c(\gamma))</td>
<td>Codimension of entropy: (D - S(E))</td>
</tr>
<tr>
<td>Scaling moment function: (K(q) = \max(q \gamma - c(\gamma)))</td>
<td>(Negative) Massieu potential: (-\Sigma(\beta) = -\min(3E - S(E)))</td>
</tr>
<tr>
<td>Dual codimension function: (C(q) = K(q)/(q - 1))</td>
<td>(Negative) Free energy: (-F(\beta) = -\Sigma(\beta)/\beta)</td>
</tr>
<tr>
<td>Dimension of integration: (D)</td>
<td>External field: (h)</td>
</tr>
<tr>
<td>Ratio of scales: (\lambda)</td>
<td>Correlation length: (\xi)</td>
</tr>
</tbody>
</table>

#### Fig. 28. A numerical simulation of multifractal phase transitions for a universal multifractal (\(\alpha = 2, G_1 = 0.9, \Lambda = 2^{30}, 2^9\) realizations): \(K(q)\) (theoretical, parabola), \(K_s(q)\) (observed second order transition — along a tangency to \(K(q)\) for large \(q\)’s — corresponding to the finite size of the sample at the highest resolution, bare, open triangles), \(K_{15}(q)\) (observed first order transition, partially dressed (\(\Lambda = 2^7\)) above \(K(q)\) for large \(q\)’s, closed triangles). \(K_{34}(q)\) (theoretical first order transition, fully dressed, straight line). Reproduced from [Schertzer et al., 1993].
size finite effects, in the heuristic and very general framework we discussed in Sec. 4. We pointed out that above a critical singularity $\gamma_{D, s}$, the dressed codimension $c_{d}(\gamma)$ becomes linear [Eq. (102)]. Due to the definition of the codimension [Eq. (16)], this corresponds to a power-law for the probability distribution [Eq. (101)], and by consequence to a divergence of statistical moments [Eq. (99)]. However, due to the finite size of the samples, one obviously cannot observe with the help of the statistical moment estimates this divergence, but in fact only a first order transition, instead of the second order transition discussed above (Sec. 9.5.2). Indeed, following the argument for Eq. (19), the maximum observable dressed singularity $\gamma_{d, s}$ is the solution of:

$$c_{d}(\gamma_{d, s}) = \Delta_s,$$  \hspace{1cm} (110)

By taking the Legendre transform of $c_{d}$ with the restriction $\gamma_{d} \geq \gamma_{d, s}$, we no longer obtain the theoretical $K'_{d}(\gamma) = \infty$ for $q > q_{D}$ [Eq. (103)], but then obtain the finite sample dressed $K_{d,s}(q)$:

$$q \leq q_{D} : K_{d,s}(q) = K(q);$$

$$q \geq q_{D} : K_{d,s}(q) = \gamma_{d,s}(q - q_{D}) + K(q_{D}).$$  \hspace{1cm} (111)

As expected, Eq. (103) is recovered for $N_s \rightarrow \infty$, due to the fact that $\gamma_{d,s} \rightarrow \infty$. For $N_s$ large but finite, there will be a high $q$ (low temperature) first order phase transition, whereas the scale breaking mechanism proposed for phase transitions in strange attractors [Szépfalusy et al., 1987; Csordás & Szépfalusy, 1989; Barkley & Cumming, 1990] is fundamentally limited to high or negative temperatures (small or negative $q$). This transition corresponds to a jump in the first derivative $K'(q)$ of the potential analogue [Schertzer et al., 1993]:

$$\Delta K'(q_{D}) = K'_{d,s}(q_{D}) - K'(q_{D}) = \gamma_{d,s} - \gamma_{D} = \frac{\Delta_s - c(\gamma_{D})}{q_{D}},$$  \hspace{1cm} (112)

On small sample size ($\Delta_s \approx c(\gamma_{D})$), this transition will be missed, the free energy simply becomes frozen and we obtain: $K_{d,s}(q) \approx (q - 1)D$, which was already discussed with the help of some empirical data [Schertzer & Lovejoy, 1984], whereas Eq. (111) corresponds to an improvement of earlier works on "pseudo scaling" [Schertzer & Lovejoy, 1984, 1987]. The above relations, especially Eq. (112), were tested numerically with the help of lognormal universal multifractals (see Fig. 28), as well on atmospheric data (see Fig. 29).

10. Future Directions

The goal of this paper was to present the main theoretical developments of multifractals and generalized scale invariance during the two and a half decades of their explicit existence, including numerical simulations and data analysis. We hope that it reveals the awesome simplification that multifractals can bring to complex systems by reducing their complexity with the help of a quite diverse and widely applicable scale symmetries. Although multifractals are increasingly understood as a basic framework for analyzing and simulating extremely variable processes, in many scientific disciplines and in particular in geophysics, there is still a wide gap between their potential and their actual use. Beyond the familiar slow and inhomogeneous pace of the diffusion of scientific knowledge, an additional reason for this could be obstacles inherited from older, preexisting and
highly restrictive concepts of scaling; for example that they are only geometrical descriptors or that they are inherently isotropic. The latter had been a particularly important obstacle for the development of multifractals in geophysics due to privileged directions generated by gravity and the Earth's rotation: a generalization of the scale notion was necessary to overcome it.

We therefore expect that future developments of multifractals will build upon their most recent advances so as to better tackle issues arising in geophysical systems. This should include new advances on model independent characteristics, such as universality classes and multifractal phase transitions (beyond the scalar case), to substantially improving existing statistical estimators of multifractal parameters, as well as their related uncertainties. Another axis concerns the notion of scale itself: the further exploration of possible features of generalized (space-time) scales in particular in dynamical multifractal processes. This raises the questions of multifractal predictability and prediction that we did not address here, although we may expect a rapid development of multifractal forecast techniques, as well as the discovery of stimulating connections with the theory of random dynamical systems. Our current understanding of multifractal extremes points out the necessity — as well as the possibility — of developing a new extreme value theory that could deal with processes having long-range dependencies. At the same time, there remains the fundamental question of establishing a more direct connection, i.e. well beyond the present arguments based on numerics, phenomenology or on a too formal symmetry, between multifractals and the deterministic-like nonlinear equations that are supposed to generate them, in particular the Navier–Stokes equations. We pointed out current developments in this direction. This would have many fundamental consequences such as opening the road to new renormalization techniques able to grasp intermittency as well as to a better knowledge of the mathematical properties of the solutions of these equations.
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