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Abstract—This paper is concerned with the performance of differential amplify-and-forward (D-AF) relaying for multinode wireless communications over time-varying Rayleigh fading channels. A first-order autoregressive model (AR1) is utilized to characterize the time-varying nature of the channels. Based on the second-order statistical properties of the wireless channels, a new set of combining weights is proposed for signal detection at the destination. Expression of pairwise error probability (PEP) is provided and used to obtain the approximated total average bit error rate (BER). It is shown that the performance of the system is related to the autocorrelation of the direct and cascaded channels and an irreducible error floor exists at a high signal-to-noise ratio (SNR) region. The new weights lead to a better performance when compared with the conventional combining scheme. Computer simulation is carried out in different scenarios to support the analysis.
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I. INTRODUCTION

The increasing demand for better quality and higher data rate in wireless communication systems motivated the use of multiple transmit/receive antennas, resulting in the so-called multiple-input–multiple-output (MIMO) systems. However, using multiple antennas is not practical for mobile units due to insufficient space to make wireless channels corresponding to multiple antennas uncorrelated. This limitation was however addressed by the technique of cooperative communications [1], [2], which has been shown to be applicable in many wireless systems and applications, such as Third Generation Partnership Project Long Term Evolution-Advanced, Worldwide Interoperability for Microwave Access, wireless local area networks, vehicle-to-vehicle communications, and wireless sensor networks [3]–[7].

Cooperative communication exploits the fact that, since other users in a network can also listen to a source during the source’s transmission phase, they would be able to rebroadcast the received data to the destination in another phase to help the source. Therefore, the overall diversity and performance of the system would benefit from the virtual MIMO system that is constructed using the help of other users. Depending on the strategy that relays utilize to cooperate, the relay networks have been classified as either a decode-and-forward scheme or an amplify-and-forward (AF) [8] scheme.

Among these strategies, AF has been the focus of many studies because of its simplicity in the relay’s function. Specifically, the relay’s function is to multiply the received signal with a fixed or variable gain and to forward the result to the receiver. For convenience, the overall channel of source–relay–destination is called the cascaded, the equivalent, or the double-Rayleigh channel. Depending on the type of modulation, the relays may need full or partial channel state information (CSI) for determining the amplification factor. In addition, the destination would need the CSI of both the direct and cascaded channels to combine the received signals for coherent detection.

To avoid channel estimation at the relays and the destination, differential AF (D-AF) scheme has been considered in [9]–[12], which only needs the second-order statistics of the channels at the relays. In the absence of instantaneous CSI, a set of fixed weights, which is based on the second-order statistics, has been used to combine the received signals over the relay–destination and the source–destination links. Then, the standard differential detection is applied to recover the transmitted symbol. However, all the previous works assume a slow-fading situation and show that the performance of D-AF is about 3–4 dB worse than the performance of its coherent version. For future reference, we call such a scheme “conventional differential detection” (CDD). In practice, the increasing speed of mobile users leads to fast time-varying channels (also referred to as time-selective channels). Thus, the typical assumption made in the development of CDD, namely, the approximate equality of two consecutive channel uses, is violated. Therefore, it is important to consider the performance of D-AF relaying systems and its robustness under more practical and general channel variation scenarios. It should also be mentioned that the effect of time-varying channels on the performance of coherent AF relay networks has been investigated in [13] and [14].

In this paper, the performance of D-AF for a multirelay network in fast time-varying Rayleigh fading channels is studied. We call the detection scheme developed for such fast time-varying channels “time-varying differential detection” (TVD). The channels from the source to the relays (SR channels), the source to the destination (SD channel) and from the relays to the destination (RD channels) are continuously changing...
according to Jakes’ model [15]. Depending on the mobility of nodes with respect to each other, different cases are considered. The direct channel is modeled with a first-order autoregressive model (AR1) [16], [17]. In addition, based on the AR1 model of the individual Rayleigh fading channels, a time-series model is proposed to characterize the time-varying nature of the cascaded channels. The statistical properties of this model are verified using theory and Monte Carlo simulation. Taking into account the statistical properties of channel variations, new weights for combining the received signals over multiple channels are proposed. Since analyzing the performance of the proposed system using fixed combining weights is too complicated (if not impossible), the performance of the system using the optimum maximal ratio combining (MRC) weights is analyzed, and the result is used as a lower bound for the system error performance. Specifically, the pairwise error probability (PEP) is obtained and used to approximate the average bit error rate (BER) using nearest neighbor approximation. It is shown that an error floor exists at the high signal-to-noise ratio (SNR) region. Such an error floor can be approximately shown that the carrier frequency is the same for all links.

Let \( \mathcal{V} = \{ e^{j2\pi nm}/M \mid m = 0, \ldots, M-1 \} \) denote the set of \( M \)-ary phase-shift keying (M-PSK) symbols. At time \( k \), a group of \( \log_2 M \) information bits is transformed to \( v[k] \in \mathcal{V} \). Before transmission, the symbols are encoded differentially as

\[
s[k] = v[k]s[k-1], \quad s[0] = 1.
\]

The transmission process is divided into two phases. Technically, either symbol-by-symbol or block-by-block dual-phase transmission protocol can be considered. In a symbol-by-symbol protocol, the source first sends one symbol to the relays and then the relays rebroadcast the amplified versions of the corresponding received signals to the destination, in a time-division manner. Hence, two channel uses are needed to relay the information. Instead, in block-by-block protocol, a frame of information data is broadcast in each phase, and then two channel uses are needed to relay the information. Therefore, block-by-block transmission is considered in this paper. However, the analysis is basically the same for both cases as only the channel autocorrelation values are different.

In phase I, the symbol \( \sqrt{P_0}s[k] \) is transmitted by the source to the relays and the destination, where \( P_0 \) is the average source power. The received signal at the destination and the \( i \)th relay are

\[
y_0[k] = \sqrt{P_0}h_0[k]s[k] + w_0[k] \tag{3}
\]

\[
y_{sr}[k] = \sqrt{P_0}h_{sr}[k]s[k] + w_{sr}[k] \tag{4}
\]

where \( w_0[k], w_{sr}[k] \sim \mathcal{CN}(0, 1) \) are the noise components at the destination and the \( i \)th relay, respectively.

The received signal at the \( i \)th relay is then multiplied by an amplification factor \( A_i \) and forwarded to the destination. The amplification factor can be either fixed or variable. A variable \( A_i \) needs the instantaneous CSI. For D-AF, in the absence of the instantaneous CSI, the variance of the SR channels (here, the direct channel is modeled with a first-order autoregressive model (AR1), i.e.,

\[
E \{ h[k]h^*[k + n] \} = J_0(2\pi f n)
\]

where \( J_0(\cdot) \) is the zeroth-order Bessel function of the first kind, \( f \) is the maximum normalized Doppler frequency of the channel, and \( h \) is either \( h_0, h_{sr}, \) or \( h_{r,d} \). The maximum Doppler frequency of the SD, SR, and RD channels are shown with \( f_{sd}, f_{sr}, \) and \( f_{r,d} \), respectively. In addition, it is assumed that the carrier frequency is the same for all links.

The outline of this paper is as follows. Section II describes the system model. In Section III, the channel model and the differential detection of D-AF relaying with an MRC technique over fast time-varying channels is developed. The performance of the system is considered in Section IV. Simulation results are presented to support the analysis in various scenarios of fading channels and show that the TVD with the proposed weights always outperforms the CDD in time-selective channels.

The wireless relay model under consideration is shown in Fig. 1. It has one source, \( R \) relays, and one destination. The source communicates with the destination directly and via the relays. Each node has a single antenna, and the communication between nodes is half-duplex, i.e., each node can either send or receive in any given time. The channels from the source to the destination (SD), from the source to the \( i \)th relay (SR), and from the \( i \)th relay, \( i = 1, \ldots, R \), to the destination (RD) are shown with \( h_0[k], h_{sr}[k] \) and \( h_{r,d}[k] \), respectively, where \( k \) is the symbol time. A Rayleigh flat-fading model is assumed for each channel. The channels are spatially uncorrelated and continuously changing in time. The autocorrelation value between two channel coefficients, which are \( n \) symbols apart, follows Jakes’ fading model [15], i.e.,

\[
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where \( A_i \) is utilized to define the fixed amplification factor as [9]–[12]
\[
A_i = \sqrt{\frac{P_i}{P_0 + 1}}
\]  
(5)
where \( P_i \) is the average transmitted power of the \( i \)th relay.

The corresponding received signal at the destination is
\[
y_i[k] = A_i h_{r,d}[k] y_{sr, i}[k] + w_{r,d}[k]
\]  
(6)
where \( w_{r,d}[k] \sim \mathcal{CN}(0, 1) \) is the noise component at the destination. Substituting (4) into (6) yields
\[
y_i[k] = A_i \sqrt{P_0} h_i[k] s[k] + w_i[k]
\]  
(7)
where the random variable \( h_i[k] = h_{sr, i}[k] h_{r,d}[k] \) represents the gain of the equivalent double-Rayleigh channel, whose mean and variance equal 0 and 1, respectively. Furthermore
\[
w_i[k] = A_i h_{r,d}[k] w_{sr, i}[k] + w_{r,d}[k]
\]
is the equivalent noise component. It should be noted that, for a given \( h_{r,d}[k], w_i[k] \) and \( y_i[k] \) are complex Gaussian random variables with mean zero and variances \( \sigma_i^2 = A_i^2 |h_{r,d}[k]|^2 + 1 \) and \( \sigma_i^2 (\rho_i + 1) \), respectively, where \( \rho_i \) is the average received SNR conditioned on \( h_{r,d}[k] \), which is defined as
\[
\rho_i = \frac{A_i^2 P_0 |h_{r,d}[k]|^2}{\sigma_i^2}.
\]  
(8)

In the following, we consider the differential detection of the combined received signals at the destination and evaluate its performance.

III. CHANNEL MODELS AND DIFFERENTIAL DETECTION

The CDD was developed under the assumption that two consecutive channel uses are approximately equal. However, such an assumption is not valid for fast time-varying channels. To find the performance of differential detection in fast time-varying channels, we need to model both the direct and cascaded channels with time-series models. Depending on the mobility of the nodes with respect to each other, three cases are considered. The first case applies when a mobile user is communicating with a base station both directly and via other fixed users (or fixed relays) in the network. The second case can happen when the communication between two mobile users are conducted directly and via other fixed relays. The last case is a situation that a mobile user communicates with another mobile user in the network both directly and with the help of other mobile users. The channel models in these three cases are detailed as follows.

A. Mobile Source, Fixed Relays and Destination

When the source is moving but the relays and the destination are fixed, the SD channel and all SR channels become time-varying, and their statistical properties follow the fixed-to-mobile 2-D isotropic scattering channels [15]. However, all RD channels remain static.

First, the direct link is modeled with an AR1 model [16], [17] as follows:
\[
h_{0}[k] = \alpha_0 h_{0}[k - 1] + \sqrt{1 - \alpha_0^2} e_{0}[k]
\]  
(9)
where \( \alpha_0 = J_0(2\pi f_{sd} n) \leq 1 \) is the autocorrelation of the SD channel, and \( e_{0}[k] \sim \mathcal{CN}(0, 1) \) is independent of \( h_{0}[k - 1] \). Note also that \( n = 1 \) for block-by-block transmission and \( n = R + 1 \) for symbol-by-symbol transmission. The autocorrelation value is equal to 1 for static channels and decreases with higher fade rates. Obviously, this value will be smaller for symbol-by-symbol transmission than for block-by-block transmission, which is another drawback of using symbol-by-symbol transmission in addition to its practical implementation issue.

Similarly, the SR channel can be described as
\[
h_{sr}[k] = \alpha_{sr} h_{sr}[k - 1] + \sqrt{1 - \alpha_{sr}^2} e_{sr}[k]
\]  
(10)
where \( \alpha_{sr} = J_0(2\pi f_{sr} n) \leq 1 \) is the autocorrelations of the SR channel, and \( e_{sr}[k] \sim \mathcal{CN}(0, 1) \) is independent of \( h_{sr}[k - 1] \). In addition, under the scenario of fixed relays and destination, two consecutive R,D channel uses are equal, i.e.,
\[
h_{r,d}[k] = h_{r,d}[k - 1].
\]  
(11)
Thus, for the \( i \)th cascaded channel, multiplying (10) by (11) gives
\[
h_i[k] = \alpha_{sr} h_i[k - 1] + \sqrt{1 - \alpha_{sr}^2} h_{r,d}[k - 1] e_{sr}[k]
\]  
(12)
which is an AR1 model with the parameter \( \alpha_{sr} \) and \( h_{r,d}[k - 1] e_{sr}[k] \) as the input white noise.

B. Mobile Source and Destination, Fixed Relays

When both the source and the destination are moving but the relays are fixed, all the SR and RD channels become time-varying and again follow the fixed-to-mobile scattering model [15]. In addition, the SD channel follows the mobile-to-mobile channel model [18], which is still Rayleigh fading but with the autocorrelation value of the corresponding model. Therefore, the AR1 models in (9) and (10) are used for modeling the SD and SR channels, respectively. However, for the SD channel, the value of \( \alpha_0 \) is obtained from the mobile-to-mobile channel model [18].

For R,D channel, the AR1 model is
\[
h_{r,d}[k] = \alpha_{r,d} h_{r,d}[k - 1] + \sqrt{1 - \alpha_{r,d}^2} e_{r,d}[k]
\]  
(13)
where \( \alpha_{r,d} = J_0(2\pi f_{r,d} n) \leq 1 \) is the autocorrelation of the R,D channel, and \( e_{r,d}[k] \sim \mathcal{CN}(0, 1) \) is independent of \( h_{r,d}[k - 1] \). Then, for the cascaded channel, multiplying (10) by (13) gives
\[
h_i[k] = \alpha_i h_i[k - 1] + \Delta_i[k]
\]  
(14)
where \( \alpha_i = \alpha_{sr} \alpha_{r,d} \leq 1 \) is the equivalent autocorrelation of the cascaded channel and
\[
\Delta_i[k] = \alpha_{sr} \sqrt{1 - \alpha_{r,d}^2} h_{sr}[k - 1] e_{sr}[k] + \alpha_{r,d} \sqrt{1 - \alpha_{sr}^2} h_{r,d}[k - 1] e_{sr}[k] + \sqrt{(1 - \alpha_{sr}^2)(1 - \alpha_{r,d}^2)} e_{sr}[k] e_{r,d}[k]
\]  
(15)
represents the time-varying part of the equivalent channel, which is a combination of three uncorrelated complex double Gaussian distributions [19] and uncorrelated to \( h_i[k-1] \). Since \( \Delta_i[k] \) has a zero mean, its autocorrelation function is computed as

\[
E \{ \Delta_i[k] \Delta_i^*[k + m] \} = \begin{cases} 1 - \alpha_i^2, & \text{if } m = 0 \\ 0, & \text{if } m \neq 0. \end{cases} 
\] (16)

Therefore, \( \Delta_i[k] \) is a white noise process with variance

\[
E \{ \Delta_i[k] \Delta_i^*[k] \} = 1 - \alpha_i^2.
\]

However, using \( \Delta_i[k] \) in the way defined in (15) is not feasible for the performance analysis. Thus, to make the analysis feasible, \( \Delta_i[k] \) shall be approximated with an adjusted version of one of its terms as

\[
\hat{\Delta}_i[k] = \sqrt{1 - \alpha_i^2} h_{r,d}[k-1] e_{sr_i}[k]
\] (17)

which is also a white noise process with first- and second-order statistical properties identical to that of \( \Delta_i[k] \) and uncorrelated to \( h_i[k-1] \).

By substituting (17) into (14), the time-series model of the equivalent channel can be described as

\[
h_i[k] = \alpha_i h_i[k-1] + \sqrt{1 - \alpha_i^2} h_{r,d}[k-1] e_{sr_i}[k]
\] (18)

which is again an AR1 with parameter \( \alpha_i \) and \( h_{r,d}[k-1] e_{sr_i}[k] \) as the input white noise.

Comparing the AR1 models in (12) and (18) shows that, in essence, they are only different in the model parameters. The parameter contains the effect of the SR channel in the former model, whereas the effects of both the SR and R,D channels are included in the later model. This means that the model in (18) can be used as the time-series model of the cascaded channel for the analysis in both cases. Specifically, for static R,D channels, \( \alpha_{r,d} = 1 \); hence (18) turns to (12).

To validate the model in (18), its statistical properties are verified with the theoretical counterparts. The theoretical mean and variance of \( h_i[k] \) are shown to be equal to 0 and 1, respectively [19], [20]. This is shown by taking expectation and variance operations over 18 so that

\[
E \{ h_i[k] \} = 0 \quad \text{and} \quad \text{Var} \{ h_i[k] \} = 1. 
\]

In addition, the theoretical autocorrelation of \( h_i[k] \) is obtained as the product of the autocorrelation of the SR, and R,D channels in [20]. By multiplying both sides of (18) with \( h_i^*[k-1] \) and taking expectation, one has

\[
E \{ h_i[k] h_i^*[k-1] \} = \alpha_i E \{ h_i[k-1] h_i^*[k-1] \} + E \{ \hat{\Delta}_i[k] h_i^*[k-1] \}. 
\] (19)

Since \( \hat{\Delta}_i[k] \) is uncorrelated to \( h_i[k-1] \), then \( E \{ \hat{\Delta}_i[k] h_i^*[k-1] \} = 0 \), and it can be seen that

\[
E \{ h_i[k] h_i^*[k-1] \} = \alpha_i = \alpha_{sr_i} \alpha_{r,d}. 
\] (20)

In addition, the theoretical probability distribution function (pdf) of the envelope \( \lambda = |h_i[k]| \) is

\[
f_\lambda(\lambda) = 4\lambda K_0(2\lambda) 
\] (21)

where \( K_0(\cdot) \) is the zeroth-order modified Bessel function of the second kind [19], [20]. To verify this, using Monte Carlo simulation, the histograms of \( h_i[k] \), \( |\Delta_i[k]| \), and \( |\hat{\Delta}_i[k]| \) for different values of \( \alpha_i \) are obtained for both models in (14) and (18). The values of \( \alpha_i \) are computed from the normalized Doppler frequencies given in Table I, which as discussed in Section V, covers a variety of practical situations. These histograms, along with the theoretical pdf of \( h_i[k] \), are shown in Fig. 2. Although, theoretically, the distributions of \( \Delta_i[k] \) and \( \hat{\Delta}_i[k] \) are not exactly the same, we see that, for practical values of \( \alpha_i \), they are very close. Moreover, the resultant distributions of \( h_i[k] \), regardless of \( \Delta_i[k] \) or \( \hat{\Delta}_i[k] \), are similar and close to the theoretical distribution. The Rayleigh pdf is depicted in the figure only to show the difference between the distributions of an individual and the cascaded channels.

### C. All Nodes are Mobile

In this case, all links follow the mobile-to-mobile channel model [18]. However, they are all individually Rayleigh faded, and the only difference is that the autocorrelation of the channel should be replaced according to this model. Thus, the channel model in (9) and (18) again can be used as the time-series model of the direct and cascaded channels in this case, albeit with appropriate autocorrelation values. We refer the reader to the discussion in [18] and [20] for more details on computing these autocorrelations and to the tutorial survey on various fading models for mobile-to-mobile cooperative communication systems in [21]. For our analysis, it is assumed that the equivalent maximum Doppler frequency of each link, regardless of being a fixed-to-mobile or mobile-to-mobile model, is given, and then the autocorrelation of each link is computed based on (1).

### D. Combining Weights and Differential Detection

By substituting the time-series models in (9) and (18) for the direct and cascaded channels into (3) and (7), respectively, one has

\[
y_0[k] = \alpha_0 v[k] y_0[k-1] + n_0[k]
\] (22)

\[
n_0[k] = w_0[k] - \alpha_0 v[k] w_0[k-1] + \sqrt{1 - \alpha_0^2} \sqrt{P_0} s[k] e_0[k]
\] (23)

\[
y_i[k] = \alpha_i v[k] y_i[k-1] + n_i[k]
\] (24)

\[
n_i[k] = w_i[k] - \alpha_i v[k] w_i[k-1] + \sqrt{1 - \alpha_i^2} A_i \sqrt{P_i} h_{r,d}[k-1] s[k] e_{sr_i}[k]
\] (25)
Fig. 2. Theoretical pdf of $|h_i[k]|$ and obtained distributions of $|\Delta_i[k]|$, $|\hat{\Delta}_i[k]|$, and $|h_i[k]|$ in Scenario 1 (top), Scenario 2 (middle), and Scenario 3 (bottom). These scenarios are listed in Table I.

Note that the equivalent noise $n_0[k]$ and also $n_i[k]$ for a given $h_{r_i,d}[k]$ are combinations of complex Gaussian random variables; hence, they are also complex Gaussian with variances

$$
\sigma^2_{n_0} = 1 + \alpha_0^2 + (1 - \alpha_0^2) P_0 \tag{26}
$$

$$
\sigma^2_{n_i} = \sigma_i^2 (1 + \alpha_i^2 + (1 - \alpha_i^2) \rho_i). \tag{27}
$$

It is shown that, compared with the CDD scheme, an additional term appears in the noise expression of (23) and (25) and their variances.

To achieve the cooperative diversity, the received signals from the two phases are combined as

$$
\zeta = b_0 y_0^* [k - 1] y_0[k] + \sum_{i=1}^{R} b_i y_i^* [k - 1] y_i[k] \tag{28}
$$

where $b_0$ and $b_i$ are the combining weights. Using the MRC technique [22], the optimum combining weights, which take into account the noise variance of each link, would be

$$
b_0^{\text{opt}} = \frac{\alpha_0}{\sigma^2_{n_0}}
$$

$$
b_i^{\text{opt}} = \frac{\alpha_i}{\sigma^2_{n_i}}, \quad i = 1, \ldots, R. \tag{29}
$$

However, as shown in (27), even for slow-fading channels with $\alpha_i = 1$, the noise variance depends on the channel coefficients $h_{r_i,d}[k]$, which is not known in the system under consideration. To overcome this problem, for slow-fading channels, the average values of the noise variances $E\{\sigma^2_{n_0}\} = 2$ and $E\{\sigma^2_{n_i}\} = 2(1 + \alpha_i^2)$ were utilized to define the weights for the CDD scheme as

$$
b_0^{\text{cdd}} = \frac{1}{2}
$$

$$
b_i^{\text{cdd}} = \frac{1}{2 (1 + \alpha_i^2)}, \quad i = 1, \ldots, R. \tag{30}
$$

It is also shown in [9]–[12] that these weights give a performance close to the optimum combining in slow-fading channels.

For fast time-varying channels, the average variances of the equivalent noise terms in the direct and cascaded links are $E\{\sigma^2_{n_0}\} = 1 + \alpha_0^2 + (1 - \alpha_0^2) P_0$ and $E\{\sigma^2_{n_i}\} = (1 + \alpha_i^2)(1 + \alpha_i^2) + (1 - \alpha_i^2) \alpha_i^2 P_0$, respectively. Therefore, the new combining weights for fast time-varying channels are proposed as

$$
b_0 = \frac{\alpha_0}{1 + \alpha_0^2 + (1 - \alpha_0^2) P_0}
$$

$$
b_i = \frac{\alpha_i}{(1 + \alpha_i^2)(1 + \alpha_i^2) + (1 - \alpha_i^2) \alpha_i^2 P_0}. \tag{31}
$$
It is shown that, for slow fading, $\alpha_0 = 1$ and $\alpha_i = 1$, which gives $b_0 = b_0^{\text{opt}}$ and $b_i = b_i^{\text{opt}}$ as expected. However, for fast-fading channels, the weights change with the channel auto-correlation and the source power. In essence, the new weights provide a dynamic combination of the received signals based on the fade rate of each link. The faster the channel changes in a communication link, the smaller portion of the received signal in that link is taken into account for detection. In terms of complexity, the proposed combining weights need the auto-correlation values of the channels that can be computed based on Jakes’ model once the corresponding Doppler frequencies are determined.

Finally, the well-known minimum Euclidean distance (ED) detection is expressed as [23]

$$\hat{v}[k] = \arg \min_{v[k] \in V} |\zeta - v[k]|^2.$$  \hfill (32)

In the following, we analyze the error performance of this detector.

### IV. ERROR PERFORMANCE ANALYSIS

Here, we evaluate the performance of the D-AF system over time-varying fading channels. Although the practical combining weights given in (31) are used in the detection process, finding the performance of the system with these weights appears infeasible. Instead, the performance of the TVD scheme based on the optimum combining weights is carried out and used as a benchmark for the performance of the TVD approach with the proposed weights. It is noted that such an approach in performance analysis is also adopted for the CDD scheme as in [9]–[11].

Without loss of generality, assume that symbol $v_1$ is transmitted, and it is erroneously decoded as $v_2$, i.e., the nearest neighbor symbol, by the decoder. The corresponding PEP is defined as $P_s(E_{12}) = P_s(v_1 \rightarrow v_2)$. An error occurs when

$$|\zeta - v_1|^2 > |\zeta - v_2|^2$$  \hfill (33)

which can be simplified to

$$\text{Re} \{ (v_1 - v_2)^* \zeta \} < 0.$$  \hfill (34)

By substituting $\zeta$ from (28) into the given inequality and using $b_0 = b_0^{\text{opt}}$ and $b_i = b_i^{\text{opt}}$, the error event can be further simplified as $z = a$ where

$$a = |d_{\min}|^2 \left( \alpha_0 b_{0}^{\text{opt}} |y_0[k-1]|^2 + \sum_{i=1}^{R} \alpha_i b_{i}^{\text{opt}} |y_i[k-1]|^2 \right)$$

$$z = -2\text{Re} \left\{ d_{\min}^* \left( b_{0}^{\text{opt}} y_0[k-1]n_0[k] \right. \right.$$

$$+ \left. \sum_{i=1}^{R} b_{i}^{\text{opt}} y_i^*[k-1]n_i[k] \right\}$$

(35)

and $d_{\min} = v_1 - v_2$. Note that $n_0[k]$ is Gaussian, whereas when conditioned on $h_{r,a}[k]$, $n_i[k]$ is also Gaussian. Thus, when conditioned on $y_0[k-1]$, $\{ y_i[k-1] \}_{i=1}^R$, and $\{ h_{r,a}[k] \}_{i=2}^R$, variable $z$ is Gaussian as well. Its mean $\mu_z$ and variance $\sigma_z^2$, when conditioned on the given variables, are given as (see proof in Appendix A)

$$\mu_z = |d_{\min}|^2 \left( \frac{\alpha_0 b_{0}^{\text{opt}}}{P_0 + 1} |y_0[k-1]|^2 + \sum_{i=1}^{R} \frac{\alpha_i b_{i}^{\text{opt}}}{\rho_i + 1} |y_i[k-1]|^2 \right)$$

$$\sigma_z^2 = 2|d_{\min}|^2 \left( \frac{\alpha_0 b_{0}^{\text{opt}}}{P_0 + 1} |y_0[k-1]|^2 + \sum_{i=1}^{R} \frac{\alpha_i b_{i}^{\text{opt}}}{\rho_i + 1} |y_i[k-1]|^2 \right).$$

Therefore, the conditional PEP can be written as

$$P_s(E_{12} \mid y_0, \{ y_i \}_{i=1}^{R}, \{ h_{r,a} \}_{i=1}^{R}) = P_0 \left( z > a |y_0, \{ y_i \}_{i=1}^{R}, \{ h_{r,a} \}_{i=1}^{R} \right)$$

$$= Q \left( \frac{\mu_z - \mu_x}{\sigma_z} \right) = Q \left( \sqrt{\Gamma_0 + \sum_{i=1}^{R} \Gamma_i} \right)$$

(38)

where $Q(x) = \int_{x}^{\infty} (1/\sqrt{2\pi}) \exp(-t^2/2) dt$, and

$$\Gamma_0 = \frac{\gamma_0 |d_{\min}|^2}{P_0 + 1} |y_0[k-1]|^2$$

$$\Gamma_i = \frac{\gamma_i |d_{\min}|^2}{\sigma_i^2(\rho_i + 1)} |y_i[k-1]|^2$$

with $\gamma_0$ and $\gamma_i$ defined as

$$\gamma_0 = \frac{\alpha_0^2 P_0}{2P_0(1 - \alpha_0^2) + 4 + \frac{z_0}{\rho_0}}$$

$$\gamma_i = \frac{\alpha_i^2 \rho_i}{2\rho_i(1 - \alpha_i^2) + 4 + \frac{z_i}{\rho_i}}.$$  \hfill (40)

Now, take the average over the distribution of $|y_0[k-1]|^2$ and $|y_i[k-1]|^2$ by using the moment-generating function (mgf) technique [24]; the conditional PEP can be written as

$$P_s(E_{12} \mid h_{r,a} \mid_{i=1}^{R})$$

$$= \frac{1}{\pi} \int \pi/2 M_{\Gamma_0} \left( \frac{1}{2 \sin^2 \theta} \right) \prod_{i=1}^{R} M_{\Gamma_i} \left( \frac{1}{2 \sin^2 \theta} \right) d\theta$$

(43)

where $M_{\Gamma_0}(\cdot)$ and $M_{\Gamma_i}(\cdot)$ are the mgfs of $\Gamma_0$ and $\Gamma_i$, respectively. Since $y_0[k-1]$ and $y_i[k-1]$, when conditioned on $h_{r,a}[k]$, are $CN(0, P_0 + 1)$ and $CN(0, \sigma_i^2(\rho_i + 1))$, respectively, it follows that $|y_0[k-1]|^2 \sim (P_0 + 1)/2\chi^2_0$ and $|y_i[k-1]|^2 \sim \sigma_i^2(\rho_i + 1)/2\chi^2_0$, respectively. Hence, the mgfs of $\Gamma_0$ and $\Gamma_i$ can be shown to be [25]

$$M_{\Gamma_0}(s) = \frac{1}{1 - s \gamma_0 |d_{\min}|^2}$$

$$M_{\Gamma_i}(s) = \frac{1}{1 - s \gamma_i |d_{\min}|^2}.$$  \hfill (44)
Therefore, by substituting (44) into (43), one obtains
\[
P_s(E_{12}|\{h_{r,i}\}_{i=1}^R) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^R I_i(\theta) d\theta,
\]
where
\[
I_i(\theta) = \int_0^1 \frac{\epsilon_i(\theta) + (\beta_i - \epsilon_i(\theta)) e^{-\gamma_i(\theta)} E_1(\epsilon_i(\theta))}{1 + \frac{1}{\sin^2(\theta)} \gamma_0|d_{\text{min}}|^2} d\eta_i
\]
and \(E_1(x) = \int_1^\infty (e^{-t}/t) dt\) is the exponential integral function. The integral in (46) can be then numerically computed to find the PEP.

It can be verified that, for differential binary PSK (DBPSK), the expression in (46) gives the exact BER. On the other hand, for higher order \(M\)-PSK constellations, the nearest neighbor approximation [23] shall be applied to obtain the overall symbol error rate as \(P_s(E) \approx 2P_s(E_{12})\) and the average BER for Gray mapping as
\[
P_b(E) \approx \frac{2}{\log_2 M} P_s(E_{12}).
\]

Finding an upper bound for the PEP expression can help to get more insights about the system performance. For \(\theta = \pi/2\), (46) is bounded as
\[
P_s(E_{12}) \leq \frac{1}{2} \prod_{i=1}^R I_i(\frac{\pi}{2})
\]
and
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
where \(\gamma_k = \lim_{P_0 \to \infty} E[\gamma_i] = \frac{\alpha_i}{2(1 - \alpha_i^2)}\).

Based on the definition of \(\gamma_0\) and \(I_i(\pi/2)\), in (41) and (47), it is shown that the error probability depends on the fading rates \(\alpha_0\) and \(\alpha_i\) of both the direct and the cascaded channels. If all channels are very slow fading, \(\alpha_0 = 1\) and \(\alpha_i = 1\) for \(i = 1, \ldots, R\), and it can be verified that \(\gamma_0 \propto P_0\) and \(I_i(\pi/2) \propto (1/P_0)\). Thus, the diversity order of \(R + 1\) is achieved. On the other hand, if the channels are fast time-varying, the terms \((1 - \alpha_0^2) P_0\) and \((1 - \alpha_i^2) P_0\) in the denominator of \(\gamma_0\) and \(I_i(\pi/2)\) become significant in high SNR. This decreases the effective values of \(\gamma_0\) and \(\gamma_i\), and consequently, the overall performance and the achieved diversity order of the system will be affected.

It is also informative to examine the expression of PEP at high SNR values. In this case
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
and (see proof in Appendix B)
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
which is independent of \(|h_{r,i}(k)|^2\). Therefore, by substituting the given converged values into (45) or (46), it can be seen that the error floor appears as (see proof in Appendix C)
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
and
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
when \(\gamma_k \neq \gamma_j\), \(\forall k, j \geq 0\)

and
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
when \(\gamma_0 \neq \gamma_i\), \(\forall i > 0\) and
\[
\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{2} \prod_{k=0}^R \frac{\gamma_k}{1 - \gamma_k|d_{\text{min}}|^2}
\]
when \(\gamma_0 \neq \gamma_i\), \(\forall i > 0\).

It should be noted that the PEP and the error floor expressions are obtained based on the optimum combining weights; hence, as will be observed in the simulation results, they give a lower bound for the PEP and the error floor of the system using the proposed weights. The superior performance of the proposed TVD scheme over the CDD scheme as shown in the following
comes with the price of requiring the channel autocorrelations for determining the new combining weights. The accurate determination of these autocorrelations is important since it would affect both the actual system performance and the performance analysis.

V. SIMULATION RESULTS

Here, a typical multinode D-AF relay network is simulated in different channel scenarios and for the case that all nodes are mobile (the general case). In all simulations, the channels $h_0[k]$, $h_{sr}[k]$ and $h_{sr,d}[k]$ are generated individually according to the simulation method of [26]. Based on the normalized Doppler frequencies of the channels, three different scenarios are considered: 1) All the channels are fairly slow fading; 2) the SD and SR channels are fairly fast, whereas the RD channels are fairly slow; and 3) the SD and SR channels are very fast, and the RD channels are fairly fast fading. The normalized Doppler frequencies of the three scenarios are shown in Table I. The values in the table can be translated to different vehicle speeds of communication nodes in typical wireless systems. For example, in a system with carrier frequency $f_c = 2$ GHz and symbol duration $T_s = 0.1$ ms, the corresponding Doppler shifts for the SD channel would be around $f_D = f_{sd}/T_s = 50, 500$, and 1000 Hz, which would correspond to the speeds of $v = c f_D/f_c = 25, 270$, and 540 km/h, respectively, where $c = 3 \times 10^8$ m/s is the speed of light. Usually, the value of 75 km/h is assumed for a typical vehicle speed in the literature, but much faster speeds are common in vehicles such as high-speed trains. Thus, Table I covers a wide range of practical situations, from very slow to very fast fading, and these situations can be applicable in present and future wireless applications. In fact, Scenario 1 is practically equivalent to the case of static channels.

In each scenario, binary data are differentially encoded for DBPSK ($M = 2$) or differential quadrature PSK (DQPSK) ($M = 4$) constellations. Block-by-block transmission is conducted in all scenarios. The amplification factor at the relay $M$-PSK symbols is $0$ for DBPSK and a two-relay network. Fig. 3 shows similar BER plots but for DQPSK and a three-relay network. Fig. 4 shows similar BER plots but for DQPSK and a three-relay network.

On the other hand, for computing the theoretical BER values, first the values of $\alpha_i$ and $\alpha_0$ are computed for each scenario. In addition, $|d_{min}|^2 = 4 \sin^2(\pi/M)$ for $M$-PSK symbols is computed to give $|d_{min}|^2 = 4$ for $M = 2$, and $|d_{min}|^2 = 2$ for $M = 4$. Then, the corresponding theoretical BER values from (49) are plotted in the two figures with dashed lines.

As shown in Figs. 3 and 4, in Scenario 1 of very slow fading (practically, the scenario of static channels), the desired cooperative diversity is achieved with both the CDD and TVD schemes. The BER curves for both schemes monotonically decrease with increasing $P$ and are consistent with the theoretical values. Since in this scenario, all the channels are fairly slow, the combining weights are approximately equal in both CDD and TVD systems, and the BER results are very tight to the theoretical values, which are determined using the optimum combining weights. In addition, the error floor is very low and does not practically exist in this slow-fading situation, and it is not plotted.

In Scenario 2, which involves two fast-fading channels, the BER plots gradually deviate from the BER results obtained in Scenario 1, at around 15 dB, and reach an error floor for $P \geq 30$ dB. The error floor is also calculated theoretically from (55) and plotted in the figures with dotted lines. The error floor is around $6 \times 10^{-5}$ for the TVD scheme, whereas...
it is around $2 \times 10^{-4}$ for the CDD scheme in both figures. The significantly lower error floor of the TVD scheme clearly shows its performance improvement over the CDD scheme. The “deviating” phenomenon starts earlier, around 10 dB in Scenario 3, and the performance degradation is much more severe since all the channels are fast fading in this scenario. Although the existence of the error floor is inevitable in both detection approaches, the TVD scheme with the proposed weights always outperforms the CDD scheme, and it performs closer to the theoretical results using the optimum weights. As expected, for both Scenarios 2 and 3, the theoretical BER plots corresponding to the optimum combining weights give lower bounds for the actual performance. Another important observation is that the achieved diversity is severely affected by the high fading rates of time-varying fading channels, although the multiple fading channels are still independent.

VI. CONCLUSION

Performance of multinode relay networks has been analyzed when differential $M$-PSK modulation along with the AF strategy are used over fast time-varying channels. The time-varying nature of the channels was related to their autocorrelation values. Using the autocorrelation values, the new combining weights at the destination were provided. The obtained error probability expression serves as a lower bound of the actual BER. It was shown that the error performance depends on the fading rates of the direct and cascaded channels. For fast-fading channels, a large fading rate can lead to a severe degradation in the error probability. It was also shown that there exists an error floor at high SNR in time-varying channels, and this error floor was determined in terms of the channel autocorrelations. The analysis is supported with simulation in different scenarios and depicts that the proposed combining gains lead to a better performance over that achieved with the conventional combining weights.

APPENDIX A

PROOF OF (36) AND (37)

The conditional means of Gaussian noise components $w_0[k − 1]$ and $w_i[k − 1]$ are obtained as [27]

$$E\{w_0[k-1]|y_0[k-1]\} = \frac{1}{P_0 + 1}d_{\text{min}}y_0[k-1]$$ (57)

$$E\{w_i[k-1]|y_i[k-1], h_{r,d}[k-1]\} = \frac{1}{\rho_i + 1}d_{\text{min}}y_i[k-1].$$ (58)

Substituting (57) and (58) into (56) gives (36), i.e.,

$$\sigma_z^2 = \text{Var} \left\{ z|y_0[k−1], \{y_i[k−1]\}_{i=1}^R, \{h_{r,d}[k−1]\}_{i=1}^R \right\}
= 2|d_{\text{min}}|^2 \left( \left(b_{00}^{\text{opt}}\right)^2 |y_0[k−1]|^2 \text{Var} \{n_0[k]|y_0[k−1]\}
+ \sum_{i=1}^R \left(b_{ii}^{\text{opt}}\right)^2 |y_i[k−1]|^2 \text{Var} \{n_i[k]|y_i[k−1], h_{r,d}[k−1]\} \right).$$ (59)

The conditional variances of $n_0[k − 1]$ and $n_i[k − 1]$ are obtained, respectively, as

$$\text{Var} \{n_0[k−1]|y_0[k−1]\} = 1 + \alpha_0^2 + (1 − \alpha_0^2) P_0 = \frac{\alpha_0}{b_{00}^{\text{opt}}}$$ (60)

$$\text{Var} \{n_i[k−1]|y_i[k−1], h_{r,d}[k−1]\} = 1 + \alpha_i^2 + (1 − \alpha_i^2) \rho_i = \frac{\alpha_i}{b_{ii}^{\text{opt}}}.$$ (61)

Substituting (60) and (61) into (59) gives (37). It should be noted that since $z$ is proportional to the real part of $n_0[k]$ and $n_i[k]$, its variance is proportional to half of the total variance.

APPENDIX B

PROOF OF (52)

By substituting (8) into (42), we have

$$\lim_{P_0 \to \infty} E\{\gamma_i\} = E \left\{ \lim_{P_0 \to \infty} \gamma_i \right\}
= E \left\{ \lim_{P_0 \to \infty} \left( \frac{\alpha_0^2 A_i^2 P_0 \eta_i}{2(1 − \alpha_i^2)} \right) \right\}
= \frac{\alpha_i}{2(1 − \alpha_i^2)}.$$ (62)

APPENDIX C

PROOF OF (53)–(55)

$$\lim_{P_0 \to \infty} P_s(E_{12}) = \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \frac{\prod_{i=1}^R I_i(\theta)}{1 + \frac{1}{2 \sin^2(\theta)} \gamma_0 |d_{\text{min}}|^2} d\theta
= \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \frac{\prod_{i=1}^R I_i(\theta)}{\lim_{P_0 \to \infty} \frac{1}{2 \sin^2(\theta)} \gamma_i |d_{\text{min}}|^2} d\theta
= \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \frac{1}{1 + \frac{1}{2 \sin^2 \theta} \gamma_i |d_{\text{min}}|^2} \times \prod_{i=1}^R \frac{1}{1 + \frac{1}{2 \sin^2 \theta} \gamma_i |d_{\text{min}}|^2} d\theta.$$ (63)
Now, for the first case that $\bar{\gamma}_k \neq \bar{\gamma}_j$, $\forall k, j \geq 0$, using the partial fraction technique gives
\[\frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} = \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2}\]
where $C_k = (\bar{\gamma}_k^{-1})/(\prod_{j=0}^{R_k} (\bar{\gamma}_k - \bar{\gamma}_j))$. Then
\[\frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} = \frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} \]
(64)

Now, for the second case that $\bar{\gamma}_0 = \bar{\gamma}_1 = \bar{\gamma}_j, \forall i > 0$, again, using the partial fraction technique gives
\[\frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} = \frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} \]
(65)

Hence, using the integral techniques in [28], one obtains
\[\frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} = \frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} \]
(66)

For the last case, $\bar{\gamma}_0 \neq \bar{\gamma}_1$, $\forall i > 0$, one has
\[\frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} = \frac{1}{\pi} \frac{1}{\bar{\gamma}_1} \sum_{k=0}^{R} \frac{C_k \bar{\gamma}_k}{\bar{\gamma}_1} R_i |d_{\text{min}}|^{2} \]
(67)

where $b_0 = (\bar{\gamma}_0/\bar{\gamma}_1 = R_i^{1/\bar{\gamma}_0})$, and $b_k = (\bar{\gamma}_0/\bar{\gamma}_1 = R_i^{1/\bar{\gamma}_0})$. Then, taking the integration from (68) gives the error floor expression in (55).
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