Propositional dynamic logic for Petri Nets

BRUNO LOPES∗, Departamento de Informática, Pontifícia Universidade Católica do Rio de Janeiro, Rio de Janeiro - RJ, Brazil

MARIO BENEVIDES†, Programa de Engenharia de Sistemas e Computação, Universidade Federal do Rio de Janeiro, Rio de Janeiro - RJ, Brazil

EDWARD HERMANN HAEUSLER‡, Departamento de Informática, Pontifícia Universidade Católica do Rio de Janeiro, Rio de Janeiro - RJ, Brazil.

Abstract

Propositional Dynamic Logic (PDL) is a multi-modal logic used for specifying and reasoning on sequential programs. Petri Net is a widely used formalism to specify and to analyse concurrent programs with a very nice graphical representation. In this work, we propose a PDL to reasoning about Petri Nets. First we define a compositional encoding of Petri Nets from basic nets as terms. Second, we use these terms as PDL programs and provide a compositional semantics to PDL Formulas. Finally, we present an axiomatization and prove completeness w.r.t. our semantics. The advantage of our approach is that we can do reasoning about Petri Nets using our dynamic logic and we do not need to to translate it to other formalisms. Moreover our approach is compositional allowing for construction of complex nets using basic ones.
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1 Introduction

Dynamic Logics [9, 14] are based on the idea proposed by von Pratt [30] of a modal system where each program composes a modality. They are often used to reasoning about programs and Propositional Dynamic Logic (PDL) [9] is one of its most well-known variants (detailed in Section 2.1). The logic has a set of basic programs and a set of operators (sequential composition, iteration and non-deterministic choice) that are used to inductively build the set of non-basic programs. PDL has been used to describe and verify properties and behaviour of sequential programs and systems. Correctness, termination, fairness, liveness and equivalence of programs are among the properties that one usually wants to verify. Each program $\pi$ corresponds to a modality $\langle \pi \rangle$, where a formula $\langle \pi \rangle \alpha$ means that after the running of $\pi$, $\alpha$ eventually is true, considering that $\pi$ halts. There is also the possibility of using $[\pi] \alpha$ (as an abbreviation for $\neg\langle \pi \rangle \neg\alpha$) indicating that the property denoted by $\alpha$ holds after every possible running of $\pi$. A Kripke semantics can be provided, with a frame $F = (W, R_z)$, where $W$ is a non-empty set of possible program states and, for each program $\pi$, $R_z$ is a binary relation on $W$ such that $(s, t) \in R_z$ if and only if there is a computation of $\pi$ starting in $s$ and terminating in $t$.
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There are a lot of variations of PDL for different approaches [2]. Propositional Algorithmic Logic [25] that analyses properties of programs connectives, the interpretation of Deontic Logic as a variant of Dynamic Logic [24], applications in linguistics [18], Multi-Dimensional Dynamic Logic [28] that allows multi-agent [17] representation, Dynamic Arrow Logic [32] to deal with transitions in programs, Data Analysis Logic [7], Boolean Modal Logic [10], logics for reasoning about knowledge [8], logics for knowledge representation [19] and Dynamic Description Logic [33].

Petri Net is a widely used formalism to specify and to analyse concurrent programs with a very nice graphical representation. It allows for representing true concurrency and parallelism in neat way.

We present the logic Petri-PDL (detailed in Section 3) that replaces the conventional PDL programs by Marked Petri Net programs. So if \( \pi \) is a Petri Net program with markup \( s \), then the formula \( \langle s, \pi \rangle \phi \) means that after running this program with the initial markup \( s \), \( \varphi \) will eventually be true (also possible a \( \Box \)-like modality replacing the tags by brackets as an abbreviation for \( \neg \langle s, \pi \rangle \neg \varphi \)).

Our paper falls in the broad category of works that attempt to generalize PDL and build dynamic logics that deal with classes of non-regular programs. As examples of other works in this area, we can mention [13], [12] and [20], that develop decidable dynamic logics for fragments of the class of context-free programs and [1, 11, 26, 27] and [3], that develop dynamic logics for classes of programs with some sort of concurrency. Our logics have a close relation to two logics in this last group: Concurrent PDL [26] and Concurrent PDL with Channels [27]. Both of these logics are expressive enough to represent interesting properties of communicating concurrent systems. However, neither of them has a simple Kripke semantics. The first has a semantics based on super-\( \text{states} \) and super-processes and its satisfiability problem can be proved undecidable (in fact, it is \( \Pi^1_1 \)-hard). Also, it does not have a complete axiomatization [27]. On the other hand, our logics have a simple Kripke semantics, simple and complete axiomatizations and the finite model property.

There are other approaches that use Dynamic Logic to reasoning about specifications of concurrent systems represented as Petri Nets [15, 16, 31]. They differ from our approach by the fact that they use Dynamic logic as an specification language for representing Petri Net, they do not encode Petri Nets as programs of a Dynamic Logic. They translate Nets into PDL language while we have a new Dynamic Logic tailored to reasoning about Petri Nets in a more natural way.

This article is organized as follows. Section 2.2 presents the (Marked) Petri Net formalism used in this work. Section 3 introduces our dynamic logic, with its language and semantics and also proposes an axiomatization. Section 4, provides a prove of soundness and completeness of our axiomatization. Finally, Section 5 illustrates the use of our logic with some examples.

## 2 Background

This section presents a brief overview of two topics on which the later development is based on. First, we make a brief review of the syntax and semantics of PDL [14]. Second, we present the Petri Nets formalism and its variant, Marked Petri Nets. Finally, the compositional approach introduced in [6] is briefly discussed.

### 2.1 Propositional Dynamic Logic

In this section, we present the syntax and semantics of the most used dynamic logic called PDL for regular programs.
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2.1 The PDL language consists of a set $\Phi$ of countably many proposition symbols, a set $\Pi$ of countably many basic programs, the Boolean connectives $\neg$ and $\land$, the program constructors; (sequential composition), $\cup$ (non-deterministic choice) and $^*$ (iteration) and a modality $\langle \pi \rangle$ for every program $\pi$. The formulas are defined as follows:

$$\psi ::= p | \top | \neg \psi | \phi_1 \land \phi_2 | \langle \pi \rangle \psi, \text{ with } \pi ::= a | \pi_1 \pi_2 | \pi_1 \cup \pi_2 | \pi^*,$$

where $p \in \Phi$ and $a \in \Pi$.

In all the logics that appear in this article, we use the standard abbreviations $\bot \equiv \neg \top$, $\phi \lor \psi \equiv \neg (\neg \phi \land \neg \psi)$, $\phi \rightarrow \psi \equiv \neg (\phi \land \neg \psi)$ and $[\pi] \psi \equiv \neg (\neg \pi) \neg \psi$.

Each program $\pi$ corresponds to a modality $\langle \pi \rangle$, where a formula $\langle \pi \rangle \alpha$ means that after the running of $\pi$, $\alpha$ eventually is true, considering that $\pi$ halts. There is also the possibility of using $[\pi] \alpha$ (as an abbreviation for $\neg (\neg \pi) \neg \alpha$) indicating that the property denoted by $\alpha$ holds after every possible running of $\pi$.

The semantics of PDL is normally, given using a transition diagram, which consists of a set of states and binary relations (one for each program) indicating the possible execution of each program at each state. In PDL literature a transition diagram is called a frame.

2.2 A frame for PDL is a tuple $\mathcal{F} = \langle W, R_\pi \rangle$ where

- $W$ is a non-empty set of states;
- $R_\pi$ is a binary relation over $W$, for each basic program $\pi \in \Pi$;
- We can inductively define a binary relation $R_\pi$, for each non-basic program $\pi$, as follows
  - $R_{\pi_1 \pi_2} = R_{\pi_1} \circ R_{\pi_2},$
  - $R_{\pi_1 \cup \pi_2} = R_{\pi_1} \cup R_{\pi_2},$
  - $R_\pi = R_\pi^*$, where $R_\pi^*$ denotes the reflexive transitive closure of $R_\pi$.

2.3 A model for PDL is a pair $\mathcal{M} = \langle \mathcal{F}, \mathcal{V} \rangle$, where $\mathcal{F}$ is a Petri-PDL frame and $\mathcal{V}$ is a valuation function $\mathcal{V} : \Phi \rightarrow 2^W$.

The semantical notion of satisfaction for PDL is defined as follows:

2.4 Let $\mathcal{M} = \langle \mathcal{F}, \mathcal{V} \rangle$ be a model. The notion of satisfaction of a formula $\psi$ in a model $\mathcal{M}$ at a state $w$, notation $\mathcal{M}, w \models \psi$, can be inductively defined as follows:

- $\mathcal{M}, w \models p$ iff $w \in \mathcal{V}(p)$;
- $\mathcal{M}, w \models \top$ always;
- $\mathcal{M}, w \models \neg \psi$ iff $\mathcal{M}, w \not\models \psi$;
- $\mathcal{M}, w \models \phi_1 \land \phi_2$ iff $\mathcal{M}, w \models \phi_1$ and $\mathcal{M}, w \models \phi_2$;
- $\mathcal{M}, w \models \langle \pi \rangle \psi$ iff there is $w' \in W$ such that $wR_\pi w'$ and $\mathcal{M}, w' \models \psi$.

For more details on PDL see [14].

2.2 Petri Nets

A Petri Net [29] is a tuple $\mathcal{P} = \langle S, T, W \rangle$, where $S$ is a finite non-empty set of places, $T$ is a finite set of transitions where $S$ and $T$ are disjoint and $W$ is a function which defines directed edges between
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places and transitions and assigns a \( w \in \mathbb{N} \) that represents a multiplicative weight for the transition, as \( W : (S \times T) \cup (T \times S) \rightarrow \mathbb{N} \).

2.2.1 Marked Petri Nets

A markup function \( M \) is a function that assigns to each place a natural number, \( M : S \rightarrow \mathbb{N} \). A Marked Petri Net is a tuple \( P = (S, T, W, M_0) \) where \( (S, T, W) \) is a Petri Net and \( M_0 \) as an initial markup. In the sequel, any reference to a Petri-Net means Marked Petri-Nets.

The flow of a Petri Net is defined by a relation \( F = \{(x, y) | W(x, y) > 0 \} \); in this work for all transitions \( W(x, y) = 1 \). Let \( s \in S \) and \( t \in T \). The preset of \( t \), denoted by \( ^*t \), is defined as \( ^*t = \{ s \in S : (s, t) \in F \} \); the postset of \( t \), denoted by \( t^* \) is defined as \( t^* = \{ s \in S : (t, s) \in F \} \). The preset of \( s \), denoted by \( ^*s \), is defined as \( ^*s = \{ t \in T : (t, s) \in F \} \); the postset of \( s \), denoted by \( s^* \) is defined as \( s^* = \{ t \in T : (s, t) \in F \} \).

Given a markup \( M \) of a Petri Net, we say that a transition \( t \) is enabled on \( M \) if and only if \( \forall x \in ^*t, M(x) \geq 1 \). A new markup generated by setting a transition that is enabled is defined as

\[
M_{i+1}(x) = \begin{cases} 
M_i(x) - 1, & \forall x \in ^*t \setminus t^* \\
M_i(x) + 1, & \forall x \in F \cap ^*t \\
M_i(x), & \forall x \notin (t^* - ^*t) \cup (^*s - ^*t)
\end{cases}
\]

A program behaviour is described by the set \( M = \{ M_1, \ldots, M_n \} \) of a Petri Net markups.

A Petri Net may be interpreted in a graphical representation, using a circle to represent each \( s \in S \), a rectangle to represent each \( t \in T \), the relations defined by \( W \) as edges between places and transitions. The amount of tokens from \( M \) are represented as filled circles into the correspondent places. An example of a valid Petri Net is in Figure 1.

Just as an example, the Petri Net on Figure 2 represents the operation of an elevator for a building with five floors. A token in the place \( U \) indicates that the elevator is able to go up one floor; and, when \( T_1 \) fires, a token goes to \( D \), so the elevator can go down a floor. If the elevator goes down a floor (i.e. \( T_2 \) fires) a token goes to the place \( U \). Figure 2 illustrates the Petri Net with its initial markup.

Another example is in Figure 3, which represents a SMS send and receive of two cellphone. When the user sends a SMS from his cellphone, it goes to his phone buffer (i.e. \( T_1 \) fires and the token goes to \( p_2 \)). When the phone sends the message to the operator (i.e. \( T_2 \) fires) it goes to the

![FIG. 1. Example of a valid Petri Net.](attachment:example.pdf)

![FIG. 2. Petri Net for a simple elevator of five floors.](attachment:example1.pdf)
operator buffer; so, the messages must be sent to the receiver, but the receiver is able to receive only one message at a time. If there is a message in the operator buffer and the receiver is not receiving other message (i.e. there is at least a token in $p_{3}$ and there is a token in $p_{4}$), the receiver can receive the message (i.e. $T_{3}$ fires). At this point the user cannot receive other messages (i.e. there is no token in $p_{4}$, so $T_{3}$ is not enabled); but, after the complete receipt of the message (i.e. $T_{4}$ fires), the receiver is able to receive messages again (i.e. there is a token in $p_{4}$ and when $p_{3}$ have at least a token, $T_{3}$ will be enabled again).

2.2.2 Basic Petri Nets

The Petri Net model used in this work is as defined by de Almeida and Haeusler [6]. It uses three basic Petri Nets to define all valid Petri Nets due to its compositions. These basic Petri Nets are as in Figure 4.

To compose more complex Petri Nets from these three basic ones, it is used a gluing procedure described, and proved corrected in [6].

As an example, taking the Petri Net in Figure 2 it can be modelled as a composition of two Petri Nets of type 1, where $UT_{1}D$ is composed with $DT_{2}U$, generating the Petri Net $UT_{1}D \odot DT_{2}U$ where $\odot$ denotes the Petri Net composition symbol. The Petri Net from Figure 3 can be modelled by composition of Petri Nets of the three basic types. The basic Petri Nets of this case are $p_{2}T_{2}p_{3}$, $p_{3}T_{3}p_{4}$ (type 1), $p_{3}p_{4}T_{3}p_{5}$ (type 2) and $p_{1}T_{1}p_{1}p_{2}$ (type 3), composing the Petri Net $p_{2}T_{2}p_{3} \odot p_{5}T_{4}p_{4} \odot p_{3}p_{4}T_{3}p_{5} \odot p_{1}T_{1}p_{1}p_{2}$.

3 PDL for Petri Nets (Petri-PDL)

This section presents a PDL that uses Petri Nets terms as programs (Petri-PDL).
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3.1 Language and semantics

The PDL language consists of a set \( \Phi \) of countably many propositional symbols and

- **Place names**: e.g.: \( a, b, c, d \ldots \)
- **Transition names**: e.g.: \( t_1, t_2, t_3 \ldots \), each transition name has a unique type;
- **Transition types**: \( T_1 : t_1 x t_2 \), \( T_2 : x t_2 y \) and \( T_3 : x t_3 y \)
- **Petri Net Composition symbol**: \( \otimes \)
- **Sequence of names**: \( S = \{ \epsilon, s_1, s_2, \ldots \} \), where \( \epsilon \) is the empty sequence. We use the notation \( a \in S \) to denote that name \( a \) occurs in \( S \). Let \( \#(S, a) \) be the number of occurrences of name \( a \) in \( S \).

Next we define the programs that represent Petri Nets.

**DEFINITION 3.1**

Programs:

- **Basic programs**: \( \pi_b : = at_1 b | at_2 b c | abt_3 c \) where \( t_i \) is of type \( T_i \), \( i = 1, 2, 3 \)
- **Petri Net Programs**: \( \pi_{PN} : = \pi_b | \pi_{PN} \otimes \pi_{PN} \), denoted by \( \eta_1, \eta_2, \ldots \)
- **Marked Petri Net Programs**: \( \pi_{MPN} : = s, \pi_{PN} \)

**DEFINITION 3.2**

A formula is defined as

\[ \varphi : = p | \top | \neg \varphi | \varphi \land \varphi | \langle \pi_{MPN} \rangle \varphi. \]

where \( p \in \Phi \).

We use the standard abbreviations \( \bot \equiv \neg \top \), \( \varphi \lor \phi \equiv \neg (\neg \varphi \land \neg \phi) \), \( \varphi \rightarrow \phi \equiv \neg (\varphi \land \neg \phi) \) and \([\pi] \varphi \equiv \neg (\pi \neg \varphi) \).

The following definition introduces the firing function. It defines how the marking of a basic Petri Nets changes after a firing.

**DEFINITION 3.3**

We define the firing function \( f : S \times \pi_b \rightarrow S \) as follows

- \( f(s, at_1 b) = \begin{cases} 
  s_1 b s_2, & \text{if } s = s_1 a s_2 \\
  \epsilon, & \text{if } a \notin s 
\end{cases} \)
- \( f(s, abt_2 c) = \begin{cases} 
  s_1 c s_2 s_3, & \text{if } s = s_1 a s_2 b s_3 \\
  \epsilon, & \text{if } a \notin s \text{ or } b \notin s 
\end{cases} \)
- \( f(s, at_3 b c) = \begin{cases} 
  s_1 s_2 b c, & \text{if } s = s_1 a s_2 \\
  \epsilon, & \text{if } a \notin s 
\end{cases} \)
- \( f(\epsilon, \eta) = \epsilon \), for all petri nets programs \( \eta \).

The definitions the follow of frame, model and satisfaction are similar to the one presented in Section 2.1 for PDL. Now, we have to adapt them to deal with the firing of basic Petri Nets.

**DEFINITION 3.4**

A frame for Petri-PDL is a tuple \( (W, R_\pi, M) \), where

- \( W \) is a non-empty set of states;
- \( M : W \rightarrow S \);
- \( R_\pi \) is a binary relation over \( W \), for each basic program \( \pi_b \), satisfying the following condition.
  Let \( s = M(w) \)
If \((Gen)\) logic literature. We prove the validity only for axioms (PC) and (R)
\(\psi\) are formulas,
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\(\) M
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Validity of Petri-PDL axioms

\(\) We consider the following set of axioms and rules, where
\(p\)
\(3.2\) Axiomatic system

We consider the following set of axioms and rules, where
\(p\)
\(3.2\) Axiomatic system

Validity of Petri-PDL axioms

\(\) if \(f(s, \pi_a) \neq \epsilon, wR_{\pi_a}v \iff f(s, \pi_a) \in M(v)\)
\(\) if \(f(s, \pi_a) = \epsilon, wR_{\pi_a}v \iff w = v\)
\(\) we inductively define a binary relation \(R_\eta\), for each Petri Net program
\(\eta = \eta_1 \circ \eta_2 \circ \cdots \circ \eta_n\), as
\(R_\eta = \{(w, v)\mid \text{for some } \eta, \exists u \text{ such that } s_i \in M(u) \text{ and } wR_\eta u \text{ and } uR_\eta v\}\)

Where \(s_i = f(s, \eta_i)\), for all \(1 \leq i \leq n\).

Definition 3.5

A model for Petri-PDL is a pair \(M = (\mathcal{F}, V)\), where \(\mathcal{F}\) is a PDL frame and \(V\) is a valuation function
\(\Phi \rightarrow 2^w\).

The semantical notion of satisfaction for Petri-PDL is defined as follows.

Definition 3.6

Let \(M = (\mathcal{F}, V)\) be a model. The notion of satisfaction of a formula \(\varphi\) in a model \(M\) at a state \(w\), notation \(M, w \models \varphi\), can be inductively defined as follows:

- \(M, w \models p\) iff \(w \in V(p)\);
- \(M, w \models \top\) always;
- \(M, w \models \neg \varphi\) iff \(M, w \not\models \varphi\);
- \(M, w \models \varphi_1 \land \varphi_2\) iff \(M, w \models \varphi_1\) and \(M, w \models \varphi_2\);
- \(M, w \models (s, \eta)\varphi\) if there exists \(v \in W\), \(wR_\eta v\), \(s \in M(w)\) and \(M, v \models \varphi\).

If \(M, v \models A\) for every state \(v\), we say that \(A\) is valid in the model \(M\), notation \(M \models A\). And if \(A\) is valid in all \(M\) we say that \(A\) is valid, notation \(\models A\).

3.2 Axiomatic system

We consider the following set of axioms and rules, where \(p\) and \(q\) are proposition symbols, \(\varphi\) and \(\psi\) are formulas, \(\eta = \eta_1 \circ \eta_2 \circ \cdots \circ \eta_n\) is a Petri Net program and \(\pi\) is a Marked Petri Net program.

(PL) Enough propositional logic tautologies
(K) \([s, \eta]p \rightarrow q) \rightarrow ([s, \eta]p \rightarrow [s, \eta]q)\)
(Du) \([s, \eta]p \leftrightarrow \neg[s, \eta]\neg p\)
(PC) \([s, \eta]\varphi \leftrightarrow [s, \eta_1](s_1, \eta_1)\varphi \lor [s, \eta_2](s_2, \eta_2)\varphi \lor \cdots \lor [s, \eta_n](s_n, \eta_n)\varphi\),
where \(s_i = f(s, \eta_i)\), for all \(1 \leq i \leq n\).
(R.) \((s, \eta)\varphi \leftrightarrow \varphi, i f f \{s, \eta\} = \epsilon\)
(Sub) If \(\models \varphi\), then \(\models \varphi^\sigma\), where \(\sigma\) uniformly substitutes proposition symbols by arbitrary formulas.
(MP) If \(\models \varphi\) and \(\models \varphi \rightarrow \psi\), then \(\models \psi\).
(Gen) If \(\models \varphi\), then \(\models [\eta]\varphi\).

4 Soundness and completeness

The axioms (PL), (K) and (Du) and the rules (Sub), (MP) and (Gen) are standard in the modal logic literature. We prove the validity only for axioms (PC) and and (R).

Lemma 4.1

Validity of Petri-PDL axioms
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1. ⊨ PC

Proof. Suppose that there is a world w from a model \( M = (W, R, V, M) \) where PC is false. For PC to be false in w, there are two cases:

(a) Suppose \( M, w \models \langle s, \eta \rangle \varphi \) and
\[
M, w \models \langle s, \eta \rangle \varphi \lor \langle s, \eta \rangle \psi \lor \cdots \lor \langle s, \eta \rangle \varphi
\]
By definition 3.4 \( R_n = \{(w, v) | \text{ for some } \eta_i \exists \mu \text{ such that } s_i \in M(u) \land wR_n u \land uR_n v \} \), so \( M, w \models \langle s, \eta \rangle \varphi \) and \( M, w \models \langle s, \eta \rangle \psi \). This implies
\[
M, w \models \langle s, \eta \rangle \varphi \lor \langle s, \eta \rangle \psi \lor \cdots \lor \langle s, \eta \rangle \varphi, \psi
\]
which contradicts
\[
M, w \models \langle s, \eta \rangle \varphi \lor \langle s, \eta \rangle \psi \lor \cdots \lor \langle s, \eta \rangle \varphi \psi.
\]
(b) Suppose \( M, w \models \langle s, \eta \rangle \varphi \) and
\[
M, w \models \langle s, \eta \rangle \varphi \lor \langle s, \eta \rangle \psi \lor \cdots \lor \langle s, \eta \rangle \varphi \psi
\]
iff for some i (1 ≤ i ≤ n), \( M, w \models \langle s, \eta \rangle \varphi \) and \( M, w \models \langle s, \eta \rangle \psi \), iff there is a v such that \( wR_n v, s \in M(w) \) and \( M, u \models \langle s, \eta \rangle \varphi \).

By Definition 3.4, and the above we have \( wR_n v \) and \( s \in M(w) \) and \( M, v \models \varphi \). Thus, \( M, w \models \langle s, \eta \rangle \varphi \) which is a contradiction.

2. ⊨ R_n

Proof. Suppose that there is a w from a model \( M = (W, R, V, M) \) where \( R_n \) is false. For \( R_n \) be false in w, there are two cases:

(a) Suppose \( M, w \models \langle \epsilon, \eta \rangle \varphi \) and
\[
M, w \models \langle \epsilon, \eta \rangle \varphi
\]
iff there is a v such that \( wR_n v \) and \( M, v \models \varphi \). As \( f(\epsilon, \eta) = \epsilon \), then \( w = v \) and \( wR_n w \) and \( M, w \models \varphi \), which contradicts \( M, w \not\models \varphi \).

(b) Suppose \( M, w \not\models \langle \epsilon, \eta \rangle \varphi \) and
\[
M, w \not\models \langle \epsilon, \eta \rangle \varphi
\]
iff for all v such that, if \( wR_n v \) then \( M, v \not\models \varphi \). As \( f(\epsilon, \eta) = \epsilon \), then \( w = v \) and \( wR_n w \) and \( M, w \not\models \varphi \), which contradicts \( M, w \models \varphi \).

As pointed out by the work of Mazurkiewicz [22, 23], logics that deal with Petri Nets use to be incomplete due to the possibility of a place always increase its token amount (up to countable infinity). To restrict a subset of Petri Nets where we can achieve completeness, we denote by normalized Petri Net any Petri Net composed only by subnets of the three basic types above defined and that do not contain any place which can accumulate an infinity amount of tokens. From now on, all the proofs deal only with normalized Petri Nets.

The completeness proofs are similar to the ones presented in the work of Blackburn et al. [4], Harel et al. [14] and Goldblatt [11]. We define a filtration procedure that collapses every equivalent world, then defines a canonical model (a model where the set of worlds is the set of all maximal consistent sets) and finally shows that every consistent formula is satisfiable in a canonical model.

Definition 4.2
The Fischer–Ladner Closure
It is inductively defined as follows, where \( FL(\varphi) \) denotes the smallest set containing \( \varphi \) which is closed under sub formulae.
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$FL : T \to 2^T$, where $T$ is the set of all formulae.

1. $FL(\phi)$ is closed under subformulae;
2. if $(s, \eta) \psi \in FL(\phi)$, then $(s, \eta_i)(s, \eta) \psi \in FL(\phi)$,
   where $s = \eta_1 \cap \eta_2 \cap \cdots \cap \eta_n$ and $s_i = f(s, \eta_i)$, for all $1 \leq i \leq n$.

**LEMMA 4.3**

Let $\eta = \eta_1 \cap \eta_2 \cap \cdots \cap \eta_n$ be a composed Petri Net program where each $\eta_i$, $1 \leq i \leq n$, is a basic Petri Net program and $s$ is a sequence of names. For every sequence $(s_0, \eta) \rightarrow (s_1, \eta) \rightarrow \cdots \rightarrow (s_k, \eta)$, where $s_0 = s$, $k \geq 0$ and $s_j = f(s, \eta_j)$ for some $1 \leq i \leq n$, then either $s_k = \varepsilon$ or one of $s_j = s_{j+1}$ for $0 < j < k$, $0 < \ell \leq k$ and $j \neq \ell$.

**PROOF.** As $\eta'$ has no places which accumulates tokens infinitely, after firing all the basic Petri Net programs of $\eta'$ continuously there are two possibilities for the markups of $\eta'$:

1. there is no transition able to fire, so $s_k = \varepsilon$;
2. some markup $m$ of $\eta'$ activated a loop in the Petri Net (e.g. $\eta'$ as a graph is cyclic), so after a non empty serie of fires the markup $m$ of $\eta'$ will appear again, so $s_j = s_{j+1}$ for $0 < j < k$ and some $0 < \ell \leq k$ such that $j \neq \ell$.

**LEMMA 4.4**

$FL(\phi)$ is finite.

**PROOF.** The only possibility of construct $\phi > \sigma$ (i.e. $\sigma$ is a derivative of the formula $\phi$) is iff $\phi$ is in the form $(s, \pi) \Psi$ and $\sigma$ is in the form $(s, \pi_i) (s, \pi) \Psi$ for some $1 \leq i \leq n$ where $n$ is the size of the Petri Net program $\pi$ (i.e. the number of atomic programs of $\pi$) and $\pi_i$ is an atomic program. Then the smallest closed set $\Gamma$ containing formula $\rho$ is obtained by closing $FL(\rho)$ under $>$; hence $\phi \in \Gamma$ iff there is a finite sequence of the form $\psi_0 > \psi_1 > \cdots > \psi_j = \phi$, where $\forall \psi \neq \psi_0 \neq \psi_j$ and $\phi \in FL(\rho)$. So, if $(s, \kappa) > (s, \tau) > \phi \sigma$ for $\kappa$ a normalized Petri Net program or is equal to $\kappa$. Therefore that can be no infinitely-long $>$-sequences.

So, $FL(\phi)$ is finite.

**LEMMA 4.5**

(i) If $\sigma \in FL(\phi)$, then $FL(\sigma) \subseteq FL(\phi)$
(ii) If $\sigma \in FL((s, \pi_{MPN})\phi)$, then $FL(\sigma) \subseteq FL((s, \pi_{MPN})\phi) \cup FL(\phi)$

**PROOF.**

(i) If $\sigma \in FL(\phi)$, then as by 1. in definition 4.2 $FL(\phi)$ is closed under subformulae, then $FL(\sigma) \subseteq FL(\phi)$.

(ii) If $\sigma \in FL((s, \pi_{MPN})\phi)$, then by 2. in definition 4.2 $FL((s, \pi_{MPN})\phi)$ is closed under subformulae, so $FL(\sigma) \subseteq FL((s, \pi_{MPN})\phi) \cup FL(\phi)$.

**DEFINITION 4.6**

Filtration

Given a Petri-PDL formula $\varphi$, a Petri-PDL model $K = (W, R, M, V)$, we define a new model

$$K^* = (W^*, R^*, M^*, V^*)$$

the filtration of $K$ by $FL(\varphi)$, as follows.
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The relation $\equiv$ over the worlds of $K$ is defined as

\[ u \equiv v \iff \forall \phi \in FL(\varphi), M, u \models \phi \iff M, v \models \phi \]

and the relation $R^\varphi$ is defined as

\[ [u]R^\varphi[v] \iff (\exists u' \in [u] \land \exists v' \in [v] \land u'R_\eta v') \].

1. $[u] = [v] \iff u \equiv v$
2. $W^\varphi = \{[u] \mid u \in W\}$
3. $[u] \in V^\varphi(p)$ if $u \in V(p)$
4. $M^K([u]) = (s_1, s_2, \ldots)$ where for all $j \geq 1, v_j \in [u]$ and $M^K(v_j) = s_j$

All rules may be composed inductively to extend in order to compound all programs and propositions due to compositions as in Section 3.

**Lemma 4.7**

**Filtration Lemma**

$\forall u, v \in W, uR_\eta v \iff [u]R^\varphi[v]$

**Proof.** The proof is straightforward from Definition 4.6. 

**Lemma 4.8**

$K^\varphi$ is a finite Petri-PDL model.

**Proof.**

- $W^\varphi$ is finite a set of states by Definition 4.6 and Lemma 4.4.
- $M^\varphi : W^\varphi \rightarrow S$ by Definition 4.6.
- $R^\varphi = \{([w], [v]) \mid \text{for some } \eta \exists [u] \text{ such that } s_i \in M^\varphi([u]) \text{ and } [w]R^\varphi[\varphi] \in [u]R_\eta[v]\}$ for any program $\eta = \eta_1 \circ \cdots \circ \eta_n$, where $s_i = f(s_i, \eta_i)$ and $1 \leq i \leq n$.
- $V^\varphi : \Phi \rightarrow 2^{W^\varphi}$ by Definition 4.6.

Then $K^\varphi$ is a finite Petri-PDL model.

**Corollary 4.9**

Petri-PDL is decidable

**Proof.** As, by Lemma 4.8, the number of states is finite, there is an exponential-time algorithm to check whether a formula $\varphi$ of Petri-PDL is satisfiable.

**Definition 4.10**

**Canonic Model**

A canonical model for Petri-PDL with language $\Lambda$ is a 4-tuple $C^\Lambda = (W^\Lambda, R^\Lambda, M^\Lambda, V^\Lambda)$, where $W^\Lambda$ is the set of all maximal consistent sets; $V^\Lambda$ is a valuation function where for all $w \in W^\Lambda$, $w \in V^\Lambda(\varphi)$ if $\varphi \in w$; $M^\Lambda$ is the markup of the Petri Net programs, defined as

\[ M^\Lambda(w) = \{s_1, \ldots, s_n \mid \varphi \in w, 1 \leq i \leq n, w \in W^\Lambda\}; \]

and $R^\Lambda$ is a binary relation between the elements of $W^\Lambda$ defined for each program $\pi$ as

\[ R^\Lambda_\pi = \{(n, m) \mid n, m \in W^\Lambda, [\varphi]s_\pi \varphi \in n, s \in M^\Lambda(n) \subseteq m\}. \]
LEMMA 4.11
$C^\Lambda$ is a Petri-PDL model.

PROOF. By Definition 4.10:

- $W^\Lambda$ is finite a set of states.
- $M^\Lambda: W^\Lambda \rightarrow S$.
- $R^\Lambda_w = \{(w, v)\}$ for some $\eta \exists u$ such that $s_i \in M^\Lambda(u)$ and $wR_u u$ and $uR_v v$ for any program $\eta = \eta_1 \odot \cdots \odot \eta_n$, where $s_i = f(s, \eta_i)$ and $1 \leq i \leq n$.
- $V^\Lambda: \Phi \rightarrow 2^{W^\Lambda}$.

LEMMA 4.12
$[s, \pi] \varphi \in u \iff$ in all $v$ such that $uR^\Lambda v, \varphi \in v$.

PROOF.
Suppose $[s, \pi] \varphi \in u$ and there is no $v \in W^\Lambda$ such that $uR^\Lambda v$ and $\varphi \in v$ (1).
As $\pi = \pi_1 \odot \cdots \odot \pi_n$, by $R^\Lambda$ we have that all $[s, \pi],[s, \pi] \varphi, 1 \leq i \leq n \in v$ for all $1 \leq i \leq n$ if $uR^\Lambda v$ (2).
By (PC), all $[s, \pi],[s, \pi] \varphi, 1 \leq i \leq n \in u$ for all $1 \leq i \leq n$ (3).
But if (3) then $\varphi$ is in some $v$ such that $uR^\Lambda v$ by $R^\Lambda$ definition, which contradicts (1).
So, in all $v$ such that $uR^\Lambda v, \varphi \in v$.
Suppose that exists some $u \in W^\Lambda$ where $[s, \pi] \varphi \notin u$ and such that in all $v$ that $uR^\Lambda v, \varphi \notin v$ (4).
By $R^\Lambda$ definition, if in all $v$ that $uR^\Lambda v, \varphi \in v$, then $[s, \pi] \varphi \in u$ (5).
Then, there is a contradiction.
So, this lemma is valid.

LEMMA 4.13
Consider $C^\Lambda$ as in Definition 4.10. Then, for any $w \in W^\Lambda$, $w \models \varphi \iff \varphi \in w$.

PROOF.
1. If $\varphi$ is an atomic formula, it holds by the definition of $V^\Lambda$.
2. If $\varphi$ is $\neg \varphi$ then $w \models \varphi \iff w \not\models \varphi$.
3. If $\varphi$ is in the form $\phi_1 \land \phi_2$ then, as $w$ is maximal consistent and by the inductive hypothesis, $w \models \varphi \iff w \models \phi_1$ and $w \models \phi_2$, and $\phi_1 \in w$ and $\phi_2 \in w$.
4. If $\varphi$ is a modal formula with a Petri Net program such as $[s, \pi] \varphi$, then, $w \models \varphi \iff$:
   
   (R): $f(s, \pi) = c, wR^\Lambda w, w \models \phi$ and $\phi \in w$ by the inductive hypothesis;
   (PC): $\exists u \exists v, wR_u u, uR^\Lambda_v v, 1 \leq i \leq n, v \models \phi$ and $\phi \in v$ by the inductive hypothesis and by Lemma 4.12, where $\pi = \pi_1 \odot \cdots \odot \pi_n$.

THEOREM 4.14 (Completeness)
Petri-PDL is complete w.r.t the class of Petri-PDL models.

PROOF. Suppose $\varphi$ is consistent, then it is contained in a maximal consistent set $w$, which is a state of $C^\Lambda$. By Lemma 4.13 we have $w \models \varphi$. And by Lemma 4.11 we know that $C^\Lambda$ is a Petri-PDL model. Therefore, every consistent formula is satisfiable in a Petri-PDL model.

5 Some usage examples
In this section we will present two examples of applications.

The execution of $(b)$ in the Petri Net defined in Figure 5 does not imply that $(c)$ is achieved: $(b, abt_2 c) \models \neg[(c, abt_2 c) \models T]$. 
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A more abstract example may be composed as: looking at the Petri Net defined in the Figure 6, the upper left place ($\ell$) is the power button of a vending machine; the bottom left is the coin inserted ($m$) and the bottom right is the coin output ($c$). If the vending machine is powered on, always when a coin is inserted you will have a chocolate as an output: $\langle (\ell, m), \ell mt_2x \odot xt_3y \odot yt_1 \ell \rangle \rightarrow \langle (\ell, c), \ell mt_2x \odot xt_3y \odot yt_1 \ell \rangle$.

In the Petri Net example in Figure 2, it is possible to say that, in the initial mark, it is not possible that the elevator goes down a floor. That is, $\langle (U, U, U, U), Ut_1D \odot Dt_1U \rangle \rightarrow \neg \langle (U, U, U, U), Ut_1D \odot Dt_1U \rangle$; and that it the elevator goes up a floor it can go down too, as in $\langle (U, U, U, U), Ut_1D \odot Dt_1U \rangle \rightarrow \langle (U, U, U, D), Ut_1D \odot Dt_1U \rangle$.

Concerning the Petri Net example in Figure 3, we can say that when a message is being received, it is not possible to receive another at the same time: $\langle (p_1, p_1, p_4), p_1t_3p_1p_2 \odot p_2t_3p_2 \odot p_3p_4t_5p_5 \odot p_5t_4p_4 \rangle \rightarrow \neg \langle (p_3, p_4), p_1t_3p_1p_2 \odot p_2t_3p_2 \odot p_3p_4t_5p_5 \odot p_5t_4p_4 \rangle$.

Another case study in which the Petri Nets can be applied to model is the ‘Rock-Paper-Scissors’ game. It is presented in Figure 7 where, once a player inserts a coin in a supposed machine (i.e. the place ‘Coin’ has a token), a transition may fire and the place ‘Player1’ (the gamer) and ‘Player2’ (the machine bot) will have a token. Now the player can select one of the options at the same time that the machine can choose one. If the user wins, a token will be placed at ‘Win1’ and the user will be able to play again; if he loses, at the place ‘Win2’ or the game restarts if there is a draw match.

Consider the Petri Net represented in Figure 8a. The upper left place ($H$) is the handle to open a door to the next stage in the actual game level; the bottom left is the key ($K$) used by the player in the previous level and the bottom right is the door opening ($O$); if the key is in the lock, always when the handle is lowered the door for the next stage is open. A token in place $x$ means that the door is unlocked and in $y$ the player is handling the door. The formula $\langle (HKKK), HKt_2x \odot xt_3yO \odot yt_1H \rangle \phi$ models this actual state of the Petri Net program in Figure 8a where after the Petri Net program stops $\phi$ will be true in a future state. Supposing that $\langle (HKKK), HKt_2x \odot xt_3yO \odot yt_1H \rangle \phi$ is true, the only enabled transition is $t_2$, so we have that $\langle (HKKK), HKt_2x \rangle \langle (KK)x, HKt_2x \odot xt_3yO \odot yt_1H \rangle \phi$ is true; then $t_2$ fires and we have that $\langle (KK)x, HKt_2x \odot xt_3yO \odot yt_1H \rangle \phi$ is true. Now the only enabled transition is $t_3$, so we have that $\langle (KK)x, xt_3yO \rangle \langle (KKO)y, HKt_2x \odot xt_3yO \odot yt_1H \rangle \phi$ will be true and,
after the firing of $t_3$, the formula $\langle (KKO)_{y}, HK_{t_{2}} x \circ yt_{3} O \circ yt_{1} H \rangle \varphi$ will be true. Finally $t_1$ is the only enabled transition. Hence we can now verify that $\langle (KKO)_{y}, yt_{3} H \rangle \langle (KKOH), HK_{t_{2}} x \circ xt_{3} y \circ yt_{1} H \rangle \varphi$ will be true where after the firing of $t_1$ will achieve the markup of Figure 8b and $\langle (KKOH), HK_{t_{2}} x \circ xt_{3} y \circ yt_{1} H \rangle \varphi$ will be true. So we can verify that if $\langle (HKKO), HK_{t_{2}} x \circ xt_{3} y \circ yt_{1} H \rangle \psi$ is true in an actual state, $\langle HKKO \rangle, HK_{t_{2}} x \circ xt_{3} y \circ yt_{1} H \rangle \psi$ is true in a future state (i.e. one door is opened, the player has two keys and it is possible to unlock another door).

Note that the player has three keys and, once one of them is used the resource amount is decreased (i.e. one token moves out from place $H$) and it is possible to set the amount of doors opened (i.e. the amount of tokens in $O$). There is, it is possible to deal with count of resources and its consumption.

Another property inherited from Petri Nets is the simplified way to deal with concurrence. In a scenario where the player can not only open a door (as in Figure 8a) but there is also the possibility to take an object disposed into the room, as in Figure 9, where place $B$ denotes that the user is taking same object in the current room. If $t_1$ fires then $t_2$ will be unable to fire. So, it is possible to model in Petri-PDL that when a player is taking something in the current room he cannot open a
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Fig. 9. A Petri Net for a game where doors separate stages.

door. So, modelling the scenario in Figure 9 we have that $\langle (KKK, B), HKt_2x \odot xt_3yO \odot yt_1, H \odot H't_1B \odot Br''t_1H \rangle \models \neg \langle (KKK, B), HKt_2x \rangle \epsilon, HKt_3x \odot xt_3yO \odot yt_1, H \odot H't_1B \odot Br''t_1H \rangle \models T$. Looking to the left side of the implication, as $t''_1$ is able to fire it is straightforward that the left side of the implication is true by the semantical notion of satisfaction of Petri-PDL. But, for the right side of the implication, $t_1$ is not able to fire, so cannot be true, hence its negation is true and the formula is valid. Note that the $\epsilon$ in the second modality of the right side of the implication is the result of the firing function for $f(KKKB, HKt_2x)$.

6 Conclusions and further work

The contribution of this work is fourfold. First, using previous ideas from [6], we propose a novel encoding of Petri Nets as programs of a Dynamic Logic. This is a modular and compositional encoding, we have three basic types of Petri Nets, and using a composition operator we can build more complex Nets. Second, we introduce a Propositional Dynamic Logic which the programs are Marked Petri Nets. Unlike previous approaches [15, 16, 31], which translate Petri Nets into Dynamic Logic, in our’s we have Petri Nets encoded as programs of PDL yielding a new Dynamic Logic tailored to reasoning about Petri Nets in a more natural way. Third, we present an axiomatization to our logic and prove its soundness and completeness. Finally, we establish the decidability and finite model property of the logic. We also provide some examples of the usage of our approach at the end of the article.

As future work, we would like to investigate the usage of Petri-PDL in the formal verification of software, game modelling [5] and multiagent systems verification [21]. We also would like to extend our approach to other Petri Nets, like Timed and Stochastic Petri Nets. Finally, we would like to study issues concerning Model Checking and Automatic Theorem Prover to Petri-PDL.
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