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ABSTRACT  

Medical diagnosis is an important task that needs to be 

executed accurately and efficiently. Medical domain 

complexities are represented by multidimensional 

heterogeneous datasets. Computer aided diagnosis must deal 

with processing and analyzing high dimensional data.  

Optimization of features in datasets reduces time and memory 

complexity of learning algorithms. It is necessary to have a 

tool that gives relationship between features and eliminate 

redundant ones.  Feature selection or feature extraction reduce 

dimensions and essentially influence the performance of 

classifier. Many techniques have been used to determine 

essential features of medical data. We investigate two feature 

extraction techniques, Principal component analysis (PCA) 

and common Factor Analysis (FA) techniques for 

classification of heart disease. These techniques expose the 

structure, while maintaining the integrity of the data, thus 

improving diagnosis performance. 
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1. INTRODUCTION 

The term ‘Heart disease’ includes various diseases that affect 

heart.  Heart disease is the major cause of casualties in the 

different countries including India. An effective analysis tool 

to discover hidden relationships and trends in data is 

necessary. These tools not only reduce dimensionality but also 

improve diagnostic ability of the system. Feature selection 

and feature extraction are the two major approaches to reduce 

dimensions.   Feature selection generates a subset of original 

features by ranking features by weight or distance measures 

and then employing iterative search technique. [17]. Feature 

extraction is based on generation of a completely new feature 

space through qualitative mapping. This keeps fewer features 

to represent information in the data [5]. Feature extraction 

techniques are based on correlation between features whereas 

feature selection techniques are based on classification ability.  

Transformation of given data using feature extraction and   

diagnosis based on neural network is investigated in this 

paper. 

1.1 Related Work 

Feature extraction techniques are used more popularly for 

disease diagnosis and classification. Hasmarina and 

Nooritawati and Mykola et al [5;8] used it for heart disease 

diagnosis and stated as a promising approach. 

[1],[2],[6],[10],[12] Performed feature extraction for  about  

14 features of the heart disease data to develop intelligent 

decision support system for heart disease diagnosis.  

2. METHODOLOGY 

Features may be analyzed using parametric or non parametric 

methods. Parametric methods make assumptions that the 

variables under analysis have normal distribution [9]. Non-

parametric methods are referred to as distribution-free 

methods. We apply parametric methods to medical data under 

test to obtain resultant subset that represents unique 

parameters of original features. A further reduced subset of 

the resultant feature set is subjected to neural network based 

classifier. Classifier performance averaged over 6 unique test 

sets is compared in this paper.    

2.1 Data set description 

Data is obtained from UCI centre for machine learning and 

intelligent systems [23]. This directory contains 4 databases 

concerning heart disease diagnosis.  All attributes are 

numeric-valued.  The data was collected from four locations 

Cleveland Clinic Foundation, Hungarian Institute of 

Cardiology, V.A. Medical Centre and University Hospital, 

Switzerland giving four datasets.  Each database has identical 

features.  Clinical symptoms of heart disease represented by 

10 variables are used for analysis. The data set description is 

given in table 1. 

All 4 datasets are combined together to give total 920 

samples, with 411 healthy and 509 unhealthy samples. 

Removal of vectors with missing values reduces dataset to  

total 686 samples with 352 samples of healthy patients and 

remaining 334 samples of unhealthy (suffering with heart 

disease) patients. Removal of rows with missing values may 

not qualify data as complete or perfect as two features have 

zero value for few samples. ‘Resting BP’ has zero value in 

one sample and Cholesterol level has zero value in 33 cases.  
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Table 1. Dataset Description 

Sr 

No 
Attribute Description Values 

1 Age In years Range 28 

to 77 

2 Gender Female/Male 0/1 

3 CP - Chest 

Pain Type 

Typical /Atypical  

 / Non-angina / Asymptotic 

1/2/3/4 

4 TRESTBP

S 

Resting BP (mmHg) Range  0 

to 200 

5 CHOL Cholesterol (mg/dl) Range  0 

to 603 

6 FBS Fasting blood sugar 

>120mg/dl F/T 

0/1 

7 RESTECG Resting ECG results 

Normal/ST abnormal 

/left ventricle hypertrophy 

0/1/2 

8 THALAC

H 

Max Heart rate achieved Range 69 

to 202 

9 EXANG Exercise induced angina 

No/ Yes  

0/1 

10 OLDPEA

K 

ST depression induced by 

exercise 

Range -

0.5 to 6.2 

11 CLASS Healthy/Unhealthy 0/1 

 

 
Fig 1. Chest pain type VS Cholesterol levels 

 
Fig 2.  Resting BP value VS cholesterol levels 

Figure 1 and figure 2 show plots of feature ‘Chest pain type’ 

VS ‘Cholesterol levels’ and ‘Resting BP’ VS ‘Cholesterol 

levels’ respectively. The plots clearly show that the feature 

clusters are not linearly separable. It is evident that the 

clusters formed are complex and hence accurate diagnosis of 

heart disease is challenging. These features along with other 

features as listed in Table 1 are significantly sensitive for 

discrimination of patient as healthy or unhealthy.  

2.2 Dimensionality Reduction Techniques 

Factor analysis (FA) and principal component analysis (PCA) 

are feature extraction based data reduction methods. 

Correlation between variables in a data set is analyzed and the 

variables are reduced to a smaller number. FA method gives 

factors whereas PCA gives components. Both methods give a 

set of ‘loadings’ and a set of ‘scores’ [26]. Loadings are 

correlations between original variables and extracted 

factors/components. Scores are values each data item gets on 

the extracted factors/components after data reduction [26].  

Eigen values and eigenvectors of the matrix variables with 

high correlation are clustered together on components or 

factors. The eigenvectors (loadings) are sorted according to 

decreasing eigen values, giving components in the order of 

significance. Most significant components selected using rules 

given in section 2.2.1.1, give reduced feature set. PCA 

analyzes all variance present in the data set, while FA 

analyzes only common variances that are uncontaminated by 

error variability. Thus FA is less sensitive to noise in the data 

[17].  

2.2.1 Principal Component Analysis 

PCA is a model for the covariance structure expanded in 

sorted set of components with decreasing variance [16]. The 

intrinsic variability of data is captured by linear extraction of 

features from the original feature set. [6] [22].   

Principal components based on correlations are determined 

using mean centered data calculated by (1).  

z =  )(

))((

xsd

xmeanx 

   (1) 

x - feature value 

sd - standard deviation 
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Fig 3. Variance of attributes 

Figure 3 shows the variance of attributes in principal 

component space. First principal component is in the direction 

of greatest variability (covariance) in the data, second is in the 

next orthogonal (uncorrelated) direction of greatest 

variability. Components equal to the number of features were 

generated. The projections of these components correspond to 

the eigen values of the input covariance matrix. Cumulative 

sum of variance of principal components is shown in figure 4.  

 

 

Fig 4.  Variance of attributes added cumulatively 

Principal components are ordered as per their eigen values. 

First VS second principal components plot shows two classes 

distinctly in the principal component space. (Ref figure 5) 

 

 

Fig 5. Scatter plot showing two classes 

2.2.1.1 Retention of Components  

The variance from correlated variables is packaged into p 

uncorrelated components by PCA.  Some of the components 

have large eigen values and some have small eigen values. 

Following rules suggest retention of components in subset.  

  Kaiser’s rule: Suggests to retain only components with 

eigen value equal to one or more [4], [5]. 

  Elbow test:   Elbow rule hints to plot the eigen values 

graphically and look for the elbow i.e. for the point 

after which the remaining eigen values decrease in 

linear fashion and retain only those above the elbow 

[8].  Scree test is a graphical device for deciding on the 

number of components to retain [4]. Pareto function 

based scree plot of variability of each principal 

component is given in figure 4. 

Kaiser rule based subset (ref. Table 2) has first three principal 

components, Elbow rule allows components above 0.9 Eigen 

value and picks five components. The number of components 

extracted is equal to the number of features of the transformed 

dataset which completely explains the variance in each 

feature. This gives us PCA3 [686x3] and PCA5 [686x5] 

matrices using Kaiser and Elbow rule respectively. 

Table 2.Principal component analysis 

Principal 

Component 

Eigen values Progressive 

Contribution 

1 2.50 24.94 

2 1.35 38.40 

3 1.11 49.44 

4 0.96 59.03 

5 0.90 68.01 

6 0.84 76.44 

7 0.71 83.55 

8 0.65 90.04 

9 0.53 95.32 

10 0.47 100.00 

 

jar:file:///C:/Program%20Files%20%28x86%29/MATLAB/R2009a/help/toolbox/stats/help.jar%21/pareto.html
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2.2.2 Factor Analysis 

Medical dataset features are based on measured parameters as 

well as symptoms. There are chances that the variables 

overlap, in a sense that symptoms may be dependent on 

measured parameters or some other symptom.  Thus a group 

of variables may be dependent giving redundant variables. 

Factor analysis estimates interdependence of attributes in 

multivariate data [18]. PCA extracts all the factors underlying 

a set of variables whereas FA analyzes only the shared 

variance i.e. common factor. The factor analysis model for k 

common factors (with k < p) is given by (2). 

        

ufx      (2) 

 

Where 

k   -   Number of common factors 

p   -   Number of original attributes 

x   -   Vector of observed variables,  

μ   -   Constant vector of means,  

Λ  -   Constant d-by-m matrix of factor loadings,  

f    -   Standardized common factors of length m,  

u   -   Vector of independent specific factors. 

 Length of x, μ and u is d.  

 In a factor analysis model, the measured variables depend on 

few dormant factors. Each of the factors affects several 

variables in common, hence they are known as common 

factors (referred to as ‘Factors 3’ in this paper). Each variable 

can be represented by a linear combination of the common 

factors. The coefficients of this linear equation are known as 

loadings. Each measured variable includes a component due 

to independent random variability, known as specific variance 

because it is specific to one variable. Factor analysis models 

the correlation structure in terms of k factors including 

measurement errors. Unlike PCA the factors are not sorted by 

any criterion. 

The ‘loadings’ of all 10 attribute on three common factors is 

calculated. The biplot shows the common factors together 

with the projections of the axes of the original variables. 

Figure 6 shows biplot of 10 features’ vector position and 

values displayed as vectors, with respect to the three common 

factors.  FA defines a k-dimensional subspace. With  k =3 , 

three columns of common factor matrix (Factors3)  now 

represent 10 attributes reducing feature set  dimension to [686 

x 3] matrix. 

 

Fig  6. Feature values with respect to common factors 

 

Fig 7 (a). Three common factors 

 

Fig 7 (b). Rotated axes of common factors  

Figure 7 (a) shows the samples plotted on the three common 

factor axes. If the axes pass through the clusters more nearly, 

interpretability increases. The axes are rotated to improve 

interpretability as shown in figure 7 (b). After rotating the 

axes the loading matrix is recomputed. Interpretability can be 

improved by rotation of factor loadings and scores. Maximum 

likelihood estimation (MLE) of each original attribute is 

obtained with all extracted common factors. Table 3 shows 

MLE of the rotated factor loadings matrix. 
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Table 3.  Common factor MLE loadings on attributes 

Factor Analysis with 3 common factors 

Attribute 

Number 

Common 

Factor 1 

Common 

factor 2 

Common 

factor 3 

1 -0.08 0.90 -0.22 

2 0.24 -0.07 -0.14 

3 0.53 -0.02 -0.20 

4 0.14 0.24 0.14 

5 0.05 -0.04 0.21 

6 -0.08 0.35 0.00 

7 0.00 0.26 0.20 

8 -0.30 -0.33 0.55 

9 0.87 -0.14 -0.03 

10 0.53 0.06 0.08 

 

 2.3  Neural network  model as classifier  

The classifiers used here are multilayer neural networks  with 

linear and sigmoid outputs transfer functions. For all the 

classifiers we used randomly selected 412 samples (60%) for 

training and 136 (20%) each for validation and testing. 

Numerical optimization technique finds a weight vector w  

that  minimizes given energy function. Starting with random 

generated weights , Levenberg-Marquardt (LM) algorithm is 

used for back porpogation learning of neural networks. 

Network weigthts are updated  as given (3) 

eJJJ k

T

kkk

T

k
kwkw 1][)()1(      (3) 

For very small value of  λk the equation approaches Newtons 

algorithm as given in (4) . For  increased value of  λk  the 

second term inside square bracket becomes dominant and 

updated equation can be written as (5) which is steepest 

descent gradient method. LM algorithm  represents transition 

between steepese descent and Newton’s method of 

optimization [11] ,[21] ,[24] and [25]. 

eJJJ k

T

kk

T

k
kwkw 1][)()1(     (4) 

eJ k
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Where 

w – weight vector  

λ  - scalar number to control number of iterations 

k – 1,2,3...N  discrete time index 

I – NxN identity matrix 

e - error 

J – jacobian matrix represented by  (6) 

We are using three types of  neural classifiers PURELIN, 

TANSIG, CAS2. PURELIN and TANSIG are feedforward 

neural networks with linear and sigmoid output layer transfer 

functions respectively. Linear function allows the network 

outputs to take on any value from 0 to 1.  Sigmoid transfer 

function limits outputs of network to a small range. Sigmoid 

functions are characterized by the fact that their slopes 

approach zero as the input gets large.  The gradient can have a 

very small magnitude and, therefore, cause small changes in 

the weights and biases, even though the weights and biases 

are far from their optimal values. Thus time and number of 

epoch for training is more as compared to linear transfer 

function based networks.   

CAS2 are cascade-forward network with multiple layers. First 

layer has weights coming from the input. Each subsequent 

layer has weights coming from the input and all previous 

layers. All layers have biases. The last layer is the network 

output with linear transfer function. 

2.4 Performance Measures 

In classification problems, the purpose of the network is to 

assign each case to one of the classes. In two-state 

representation, a single node corresponds to the class, and a 

value of 0 is interpreted as one state, and a value of 1 as the 

other state. During training and evaluation, neural networks 

take samples as input and generate output. The output units 

have continuous values between 0.0 and 1.0. Closeness of 

outputs to 0.0 or 1.0 decides the output class. If they are not, 

the class is regarded as inconclusive or undecided. 

Table 5.  Confusion Matrix 

 Classified healthy Classified  Unhealthy 

Healthy TP (True Positive) FN (False Negative) 

Unhealthy FP (False Positive) TN (True Negative) 

While assessing the classification ability of the network, most 

important indicator is the classification summary spreadsheet 

i.e. confusion matrix as shown in Table 5. It shows correct 

and incorrect classification [3]. Table 6 lists performance 

measures and individual calculation formula [18]-[20].  

 

 

Fig 8. Classifier Performance with PCA5 technique 

Accuracy is the most popularly used standard for comparison 

of performance. The sensitivity criterion of a diagnostic test is 

the proportion of patients for whom the outcome is positive 

that are correctly identified by the test. The specificity is the 

80.00 

85.00 

90.00 

Accuracy Sensitivity Specificity AUC 

Performance of classifiers  

CAS 2 PURELIN TANSIG 
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proportion of patients for whom the outcome is negative that 

are correctly identified by the test.  These parameters are 

plotted for classifiers in figure 8. 

 

 

Fig 9. Classifier output VS number of samples 

False Positive Rate and True Positive Rate show relative 

trade-off between true positive and false positive values. As 

shown in figure 9, when plotted with varying threshold they 

exhibit receiver operating characteristic curve [13], [15].  The 

value for the area under the ROC curve (AUC) can be 

interpreted as follows: an area of 0.80 means that a randomly 

selected individual from the positive group has a correct test 

value 80% of the time [14]. The area is 0.5 and the ROC 

curve coincides with the   diagonal when there is no 

difference between positive and negative distributions. When 

there is a perfect separation of the values of the two groups, 

the area under the ROC curve equals 1. ROC curves value 

when equals 1 they reach upper left corner of the graph and 

are classified as excellent. 

 

Fig 10. ROC curve [PCA 5, TANSIG (3 PE), AUC 93%] 

The area under the ROC curve (AUC) is widely recognized as 

the measure of a diagnostic test's discriminatory power [7]. It 

is important as well as nontrivial to achieve high value 

sensitivity and specificity both. Incorrect positive diagnosis of 

disease may subject a patient to stress, unnecessary tests or 

medication. Whereas incorrect negative diagnosis deprives the 

patient of much needed medical attention and may put his life 

at risk. The cost of misclassification is a significant area of 

research and is out of scope of the investigations in this paper.  

High sensitivity indicates power of positive predictions. 

Negative predictions are indicated by specificity parameter 

(ref table 6).  Figure 10 exhibits ROC for PCA5 subset using 

neural network with TANSIG transfer function.  

AUC for this curve is 93%, which is indicative of improved 

positive as well of negative diagnosis. 

Table 6. Performance Measures 

Measure Formula Intuitive Meaning 

Accuracy   

 
)_(

)(

InputTotal

TNTP

 

Correct predictions  

Sensitivity  -

True Positive 

Rate (TPR) 
)( FNTP

TP

  

Positive predicted 

positive labels  

Specificity – 

True 

Negative 

Rate (TNR) 

)( FPTN

TN

  

Negative predicted 

negative labels  

False Positive 

Rate  (FPR)   

1-Specificity   
)( FPTN

FP

  

Positive predicted 

negative labels   

Geometric 

Mean (GM) 

(TPR*TNR)1/2 Geometric mean of 

sensitivity and 

specificity 

Area Under 

Curve (AUC) 

Receiver operating 

characteristics     

FPR vs. TPR 

Trapezoidal 

approximation of 

area under ROC  

Mean 

Squared Error 

(MSE) 

2

1

)(
1




a

K

kk ot
Q

 

Q - total instances, t - 

target value, o- 

output of classifier 

Precision 

)( FPTP

TP

  

Correct positive 

predictions  

Recall 

)( FNTP

TP

  

Positive predicted 

positive labels  

F - Measure 

)Pr(Re

*Re*2

ecisioncall

precisioncall



 

Harmonic mean 

between precision 

and recall 

Max Epoch Number of iterations required for training 

 

3. RESULT AND DISCUSSION 

Technology plays a crucial role in decision support system for 

medical diagnosis. Due to advances in the field of medical 

instrumentation, a large number of measured attributes are 

available for diagnosis.  PCA and FA feature extraction 

techniques are implemented on heart disease database to find 

non correlated features. Performance of neural network 

classifier with and without dimensionality reduction 

techniques is investigated in this paper.  

We have used LM optimization for neural network classifier 

training. Hessian-based algorithms allow the network to learn 

more subtle features of a complicated mapping. When the 

current solution is far from the correct one, the algorithm 

behaves like a steepest descent method which is slow, but 

guaranteed to converge. When the current solution is close to 

the correct solution, it becomes a Gauss-Newton method.  

This improves classifier performance. 

Along with typical measurement indices, interpretation of 

AUC is discussed.  Techniques used for dimensionality 
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reduction show improved performance compared to original 

all features.  The performances of classifiers are tabulated in 

table 7.   PCA subset exhibits improvement in classification 

performance as compared to original feature set and FA based 

subset.  

Feature selection techniques that do not involve 

transformation of data, work well on data with missing values.  

Parametric approach for feature extraction limits this 

flexibility.  Immunity to three factors viz. noise, rotation and 

redundancy are the major advantages of PCA and FA based 

feature extraction techniques.  Thus the benefits of these 

methods surmount their limitations. We conclude that 

dimensionality reduction technique should be seen as an 

approach to    improve   classification performance and not 

just as a pre-processing technique.  

Discrimination power of components may be explored further 

by using wrapper approach. Component selection not just by 

variability but also by classification performance is expected 

to improve diagnostic performance with reduced dimensions. 

Finally, developing a wrapper approach could be possible 

direction for future research. 

 

 

Table 7. Classification results 

Note: The columns in bold italics represent best performance of classifier with reduced dimensionality  
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