Abstract
This paper describes an approach to building adaptable and evolvable real-time command and control (C2) systems. In particular, it presents an overview of the Evolvable and Adaptable Real-Time Distributed Object Management projects carried out at the MITRE Corporation and then discusses information survivability aspects for such systems. In particular issues on integrating security, real-time and fault tolerance requirements will be discussed.

1. OVERVIEW
Between now and the early part of the next century, significant portions of today's real-time C3 systems will become either functionally inadequate or logistically insupportable. Such systems need to change as new requirements are imposed in any of the many component systems. System changes can result from new external functional requirements or changes to operational or maintenance processes. It is also desirable for the systems to take advantage of the technological developments in hardware and software. A real-time C3 system should not only carry out the functions of a command and control system such as tracking and surveillance, weapons control, and display, it must also meet the timing constraints imposed. Current real-time C3 systems include Air Force's AWACS, Joint services' JOINT STARS, and Navy's BSY-2.

Due to the continuing budget reductions, new developments of next generation real-time C3 systems may not be possible. Therefore, current real-time C3 systems need to become easier, faster, and less costly to upgrade in capability and easier to support. What is needed is an approach to evolve current real-time C3 systems into the extensible systems required for the future. Further, these systems have to adapt to handle various processing requirements as well as threats. That is, next generation command and control systems have to survive from various faults and threats.

We have developed an approach that would enable current real-time systems to evolve into the systems of the future. In order to provide a plan for the evolution, an understanding of current systems is essential. Therefore, our initial effort was to study the requirements of existing systems. Based on an investigation of the state-of-the-art in hardware and software technologies, we provided a plan for future systems. Section 2 describes the approach we have taken to evolve the current systems to take advantage of developments in hardware and software. This was also the topic of our paper presented at the Information Survivability Workshop in 1997 [THUR97]. More details of this work can be found in [BENS95]. For systems to survive the various components have to be adaptable. One key component is the middleware. Therefore, we have begun an investigation of adaptable middleware for command and control systems. In particular, we have focussed on adaptable real-time object request brokers. Directions to developing adaptable real-time object request brokers for next generation C3 systems will be discussed in section 3. More details on adaptable ORBS can be found in [GINI97]. Finally, we need to integrate security, fault tolerant systems and real-time processing to handle various threats in a timely manner. Some discussions of integrating security, real-time processing and fault tolerance for Object Request Brokers is the subject of section 4. The paper is concluded in section 5.

2. APPROACH TO BUILDING NEW SYSTEMS
We have designed and implemented an approach that would enable current real-time systems to evolve into the systems of the future. The candidate evolution approach is to leverage off near-term system upgrade and/or Pre Processing Product Improvement (P3I) activity to put a new architecture framework in place. The emphasis is on transitioning to open architectures which are modular and free from proprietary or unnecessarily complex software designs. The open framework can also accommodate new upgrades more easily. Availability of a suitable software architecture is key for this approach to succeed. The investment plan would continue incremental transition of
current systems into more flexible systems. The extensible system architecture would ultimately replace the current hardware and software architecture.

In order to provide an evolution path for real-time C3 systems, one needs to understand the requirements of current real-time C3 systems and the approach taken to design such systems. The project has chosen AWACS as an example to incrementally test out the concepts and architectures to be developed. It has a centralized database which is based on a closed architecture with monolithic custom software. It does not have a state-of-the-art current systems into more flexible systems. The extensible design such systems. The project has chosen AWACS as current real-time C3 systems and the approach taken to architectures to be developed. It has a centralized database systems, one needs to understand the requirements of hardware. Ideally, we want to use COTS products for the risk of transition to an open system of legacy functions.

The major goals of our initiative include determining the software infrastructure requirements and to identify the migration path for legacy systems. The infrastructure is a collection of all non-application specific software services. This infrastructure provides the software backplane for applications and insulates application software from hardware. Ideally, we want to use COTS products for the infrastructure. The services provided by the infrastructure include operating systems services such as memory management and scheduling, communication services such as interprocess communication, and data management services such as data sharing, querying, updating, transaction management, and enforcing integrity constraints. The infrastructure also provides the mechanisms for interaction between the software components. All of the services must provide an integrated priority scheme and performance predictability.

In the target C3 system, ideally, all of the application components should be hosted on the infrastructure. The application components for a system such as AWACS will include display, weapons, surveillance and tracking, and communication. The infrastructure provides the means for the application subsystems to access and share the database as well as to communicate with each other. Implementing such a system will mean re-architecting the entire AWACS mission computing system. This is not feasible within current budget constraints. Therefore, our approach is to extract certain application subsystems and host them on the infrastructure while the other subsystems remain within the legacy environment. In our intermediate architecture MSI processing within the surveillance subsystem is hosted on the new infrastructure.

In addition to the infrastructure, we also implemented a data manager for real-time transactions and queries. Object-oriented approach was utilized both for the infrastructure and data manager. We utilized an object request (ORB) to integrate the infrastructure, data manager, and MSI application subsystem. While the ORB used was not a real-time ORB, we expect to replace it by one when such an ORB is available. In the meantime we are giving inputs to the OMG Real-time SIG to incorporate the services provided by the infrastructure including the scheduling service and interprocess communication service into various documents.

3. ADAPTABLE OBJECT REQUEST BROKERS

Our phase 1 of the project was carried out over a period of three years. During the first year of the initiative, we have analyzed C3 system requirements with special emphasis on AWACS, prototyped MSI applications component, developed functional models of the system for hypothesized architectures, deduced the infrastructure requirements, and assessed the research and industry trends in real-time systems. During the second year, we acquired selected products and technologies and extended and enhanced them to meet C3 real-time requirements. We also integrated the components using an ORB to provide a real-time embedded infrastructure. The selected functional model was validated using the MSI application module and subsequently the infrastructure architecture was evaluated. During the third year, the MSI application was hosted on the integrated infrastructure and compared architecture performance to system performance requirements. We also established the feasibility of the transition approach.

During the second phase of the project we are extending ORBs to be adaptable for real-time systems with a special emphasis on quality of service. The goal of this project was to identify the desired features of an open ORB, create a design and to implement a prototype in coordination with the AWACS effort. This implementation is tailor able to demanding real-time and fault-tolerance requirements through the use of metaobject protocols and reflective techniques.

The components of the system are the ORB, services such as scheduling and data management and the application frameworks. Each component consists of various subcomponents and protocols. The idea is to switch the subcomponents and protocols without disrupting the operation of the system. For example, one could
switch the scheduling protocols or the transport protocols
or even the application components. New versions of a
component can be derived such that new functionality,
such as performance and system monitoring, can be added.
The fact that these modifications can be made relatively
easily represents a tremendous economic value.

The effort that we have described has been influenced
by the work on metaobject protocols carried out at Xerox
Palo Alto Research Center. More recently, there is also
work on adaptable ORBs at Washington University in St.
Louis. We have combined the work described in these
efforts together with our previous work on evolvable real-
time command and control systems. Some of the work
carried out at Lockheed Martin on integrating ORBs with
ODBMSs, has also impacted our work. We have an initial
demonstration system intended to convey technical
methods used and at least hint at future applications for
those methods, but does not require previous familiarity
with those methods to understand the demonstration. The
demonstration was run on a networked 386 machines.

The operating system used was LynxOS 2.4, a real-time
version of UNIX. The programs were written in Python,
a dynamic rapid-prototyping interactive language, with
support for scripting, pattern matching, object-oriented
programming, and many other "specialty" areas. The GUI
was implemented using Tkinter, a Python adaptation of Tk,
a widget set initially developed to run with Tcl. We used
SYLU, a Python implementation of Xerox's ILU
developed by Scott Hassan at Stanford University, for our
ORB. SYLU is the only CORBA ORB on the market,
written in a dynamic language, such as Python, with
complete source code available. We first ported Python to
Lynx OS. Then SYLU was built on the Python virtual
machine on top of Lynx OS. While Python is an object-
oriented language, SYLU did not use all of its capabilities.
SYLU's object structure was predominantly flat, using
almost no inheritance. The only exception is the
Transport/Protocol layer, which contains a superclass for
both the transport and protocol, making it possible to
derive different protocols and transports for a particular
implementation.

The project demonstrates dynamic server adjustment
to match a particular client's needs. As an example, a
server running in RPC mode would get a signal to change
its mode to HTTP so it may service a different, (higher
priority) client. To the client, this change would be
seamless. The project demonstrates this concept with the
exception that the server did not dynamically change its
mode. If a new client required a different mode, the server
was shut down once it became idle. The server was then
restared in the appropriate mode. Although shutting the
server down and restarting did not demonstrate the
dynamic aspect of the concept, the change was transparent
to the client. In our design of an adaptable real-time
ORB we chose to use the Meta Object Protocol approach.

The preliminary design consists of the ORB baseobject and
metaobject specification, their interaction and the
interfaces they expose to the users and applications.

Our model consists of objects in the ORB, distributed
objects (CORBA objects) and CORBA Services. We
classify these objects into three categories: the distributed
objects are the baseobjects (see Meta Object Protocol
terminology). All the objects in the implementation of the
ORB, services and facilities are metaobjects of metalevel
1. Objects in the ORB and distributed objects that control
the execution of baselevel objects and metaobjects of
metalevel 1 objects (through a meta interface) are
metaobjects of metalevel 2. Consider, for example, our
earlier example with Protocol substitution in a CORBA ORB.
If Protocol is an object inside the ORB, it is a metalevel 1 object according to the
definition above. A metalevel 2 object for the Protocol
could be an object that controls which instance of Protocol
is currently being active - e.g., Sun RPC or HTTP.
Another example could be the following: an object inside
the Concurrency Control service is a metalevel 1 object.
An object that can control which CC algorithm is used in a
particular situation (e.g., priority ceiling, two-phase
locking, etc.) would be a metalevel 2 object.

After investigating issues on adapting ORBs, we have
begun an investigation of adapting various services
developed for the ORB. As an initial step we have
considered the Trader service specified by the Object
Management Group, taken an implementation of it and
adapted it to handle real-time features. This is an ongoing
investigation and details will be reported in [MAUR98].

4. INTEGRATING SECURITY, REAL-TIME AND
FAULT TOLERANCE PROCESSING FOR
OBJECT REQUEST BROKERS

Our future plans are to examine various features like
quality of service, fault tolerance, data management, and
transaction processing for real-time applications within the
framework we have created for adaptable ORBs. We
discuss some preliminary considerations here. Command
and control systems must survive in the midst of failures
cause by accidentally as well as with malicious intent.
Security relates to various aspects, secrecy, integrity, as
well as malicious corruption of the data. What is of
interest to the information survivability community is
causing the data and system through malicious attacks.

First one needs to characterize the types of attacks
that can occur. These attacks could be on the applications
or the system itself. For example, the Object Request
broker could be attacked by corrupting the network, the
components encapsulated, and the services enforced. An
intruder could attack the network and overload the system
with bad data. The various services could be attacked so
that they do not function properly. The end result is that
 interoperability between the different components such as the data manager and the application will be compromised. One could also attack the resource manager so that scheduling and resource allocation functions are not carried out properly.

With multilevel security, there are additional concerns. Corrupted processes could collude with each other and lock resources and as a result pass information covertly from higher level processes to lower level process. This will result in not only compromising the integrity of the system but also the secrecy issues. Integrating multilevel security with real-time processing introduces additional problems. This is because if the resources are always given to lower security level processes to avoid covert channels and if these processes have non-critical deadline, then some higher priority process may miss its deadline. This means the scheduling algorithms have to take security as well as real-time constraints into consideration.

Much of the focus on information survivability has been on handling threats to the application or threats to individual components of a system. However, the system that we have described here is an integrated system. To ensure that the system is survivable, threats to the integrated system need to be addressed. An initial step here is to integrate the real-time specification and the security specifications into an ORB product. This will mean determining tradeoffs between real-time processing and security processing. Once these tradeoffs have been determined, then fault tolerance techniques have to be developed to handle the various threats. These could include replicating the data as well as redundancy-based algorithms.

At present work on secure object request brokers, real-time object request brokers and fault tolerant object request brokers are proceeding independently. The Object Management Group has (or is in the process of) come up with specifications for secure ORBs, real-time ORBs as fault tolerant ORBs. While the real-time special interest groups is working on fault tolerance it fault tolerance issues are yet to be integrated with real-time ORBs. There are various products emerging that are implementing security features real-time features for ORBs. Furthermore, fault tolerance features such as group communications have been implemented in prototype systems (see for example [SCHI98]). However integrating security, real-time and fault for ORBs is an area that is yet to be explored. We need to begin research in this area if we are to develop ORBs for survivable command and control systems. Finally we discussed the need for integrating security, real-time processing and fault tolerance features for ORBs. This way the systems could survive from faults and threats.

It is critical that the various requirements for middleware as well as other components of a command and control system work well together. For example, often security and real-time processing are conflicting goals. Therefore, one needs to determine adaptable security policies so that the real-time constraints are met and at the same time security is maintained. Therefore, integration of the various requirements is important. Furthermore, graceful degradation of the system in the presence of faults, malicious processes, and intrusions is essential. Therefore, research is needed on integrating fault tolerance, security, and real-time processing so that evolvable, survivable, adaptable C3 systems can be developed. We believe that an open implementation of the infrastructure is essential to develop survivable systems that can adapt to changing environments.
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5. SUMMARY AND DIRECTIONS

In this paper we first described our approach to evolving real-time C3 and then discussed adapting ORBs for survivable command and control systems. Finally we discussed the need for integrating security, real-time processing and fault tolerance features for ORBs. This way the systems could survive from faults and threats.

It is critical that the various requirements for middleware as well as other components of a command and control system work well together. For example, often security and real-time processing are conflicting goals. Therefore, one needs to determine adaptable security policies so that the real-time constraints are met and at the same time security is maintained. Therefore, integration of the various requirements is important. Furthermore, graceful degradation of the system in the presence of faults, malicious processes, and intrusions is essential. Therefore, research is needed on integrating fault tolerance, security, and real-time processing so that evolvable, survivable, adaptable C3 systems can be developed. We believe that an open implementation of the infrastructure is essential to develop survivable systems that can adapt to changing environments.
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