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Abstract—This paper presents two new functional decomposition partitioning algorithms that use multivalued decision diagrams (MDDs). MDDs are an exceptionally good representation for generalized decomposition because they are canonical and they can represent very large functions. Algorithms developed in this paper are for Boolean/multivalued input and output, completely/incompletely specified functions with application to logic synthesis, machine learning, data mining and knowledge discovery in databases. We compare the run-times and decision diagram sizes of our algorithms to existing decomposition partitioning algorithms based on decision diagrams. The comparisons show that our algorithms are faster and do not result in exponential diagram sizes when decomposing functions with small bound sets.
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I. INTRODUCTION

Functional decomposition is known as expressing a function as a composition of two or more functions. While many papers were written about the topic of functional decomposition there was no comprehensive approach until Ashenhurst presented a unified theory of functional decomposition, and for the first time defined its basic properties in [1], [2]. Curtis used the theorems of Ashenhurst to develop a generalized form of decomposition in [3] and [4]. There have been many other proposed types of functional decompositions since the advent of Curtis decomposition. But, the fundamentals of Ashenhurst and Curtis decomposition provide essential insight into a wide range of functional decomposition types.

Two new functional decomposition partitioning algorithms that are based on multivalued decision diagrams (MDDs) [5] are presented in this paper: PARTITION and EVAL. Both algorithms are compared to the existing cut_level and LPV (Lai, Pedram, and Vrudhula) binary decision diagram (BDD)-based functional decomposition partitioning algorithms developed by Lai, Pedram, and Vrudhula [6]–[8]. The cut_level algorithm is very well known, but is based on reordering the variables in the decision diagram. This can be a problem because variable reordering may lead to decision diagrams of exponential size [9]. This is the advantage of the PARTITION algorithm over the cut_level algorithm because the PARTITION algorithm does not reorder variables in the decision diagram. The LPV algorithm is much faster than the cut_level algorithm and can quickly evaluate many partitions, but the LPV algorithm can only be used to determine column multiplicities, to decompose a function the cut_level algorithm must be used.

The advantage of the EVAL algorithm over the LPV algorithm is based on the way the two algorithms construct partition tables and determine column equalities. The LPV algorithm constructs a partition table by constructing each column in the table. After the partition table is created each pair of columns is checked for equality. For completely and incompletely specified functions, two columns are equal if their encoded integer values are equal. An extension to the LPV algorithm for incompletely specified functions is presented in this paper to find columns that are compatible (by setting output don’t cares in the columns, the two columns can be made equal).

The EVAL algorithm constructs the partition table by rows and checks if two columns are equal while constructing the partition table. This makes it possible to determine that two columns are not equal or not compatible before completing their construction. Of course, if the two columns are equal then the two columns must be fully constructed. The advantage of the EVAL algorithm is that after the construction of the partition table no extra computation is needed. The LPV algorithm must construct the partition table and then determine column equalities and column compatibilities.

Section II gives the general notations for functional decomposition. Section III presents the Lai, Pedram, and Vrudhula algorithms and our new MDD-based algorithms. Section IV shows the experimental results of the algorithms and the paper is concluded in Section V.

II. GENERAL DECOMPOSITION

The decomposition of a function can be an expression of the function in terms of a composition of other functions. For example, if \( f(x_0, x_1, x_2, x_3) = F(\Phi(x_0, x_1), x_2, x_3) \), then the term on the right is a decomposed function that is equivalent in behavior to the original function \( f \).

In general, an \( n \)-input, single output Boolean function \( f: \{0, 1\}^n \to \{0, 1\} \), has the set of input variables \( X = \{x_0, x_1, \ldots, x_{n-1}\} \). The number of variables in set \( X \) is denoted by \(|X|\).

Definition 1: Let \( A \subseteq X \) and \( B \subseteq X \), where \( A \neq \emptyset \) and \( B \neq \emptyset \). A partition, denoted as \( A|B \), exists if \( A \cap B = \emptyset \) and \( A \cup B = X \).

Definition 2: A function \( f(x_0, x_1, \ldots, x_{n-1}) \) has an Ashenhurst simple disjunctive decomposition [1], if \( f \) can be represented by \( f = F(\Phi(B), A) \). This is known as partitioning the input variables into the bound set \( B \) and the free set \( A \). The variables in \( B \) and \( A \) are known as bound variables and free variables, respectively.
Definition 3: For the partition $A \mid B$ on $X$, a partition matrix representation of $f(X)$ is defined as a rectangular array of the $2^n$ functional values of $f$, arranged in $2^{|A|}$ rows and $2^{|B|}$ columns.

Definition 4: The number of distinct column vectors in a partition matrix is called the column multiplicity of the partition and is denoted by $\nu$.

Theorem 1: A function $f(x_0, x_1, \ldots, x_{n-1})$ has an Ashenhurst simple disjunctive decomposition, denoted by $f = F(\Phi(B), A)$ if the partition matrix $A \mid B$ has column multiplicity $\nu \leq 2$.

Proof: Proof is given in [4].

Obviously, Theorem 1 can be expanded for partitions that have larger column multiplicities.

Definition 5: A Boolean function $f(x_0, x_1, \ldots, x_{n-1})$ has a Curtis disjunctive decomposition [10], denoted by the composite function

$$f = F(\Phi_0(B), \Phi_1(B), \ldots, \Phi_{k-1}(B), A)$$

if the partition matrix $A \mid B$ has column multiplicity $\nu \leq 2^k$, where $k < |B|$.

A multivalued function over multivalued arguments $x_i$, $0 \leq i < n$, denoted by $f(x_0, x_1, \ldots, x_{n-1})$, takes output values from a finite set of values. A multivalued variable $x_i$ can take values from the set $Q_i = \{q_0, q_1, \ldots, q_{|Q_i|}\}$. For reference, $Q_i$ denotes the set of values that variable $x_i$ can have. Each symbolic value $q_k$ can be associated with a unique integer $k$, and because only integer values are considered, then $Q_i = \{0, 1, \ldots, |Q_i|\}$.

A multivalued function $f$ is a function which maps vertices in $Q_0 \times Q_1 \times \ldots \times Q_{n-1}$ to $Q_f$, formally: $f: Q_0 \times Q_1 \times \ldots \times Q_{n-1} \rightarrow Q_f$.

Definition 6: For the partition $A \mid B$ on $X$, a multivalued partition matrix representation of $f(X)$ is defined as a rectangular array of the functional values of $f$. Given that $A = \{x_j, \ldots, x_k\}$ and $B = \{x_i, \ldots, x_m\}$, the partition matrix is arranged in $|Q_A| = |Q_j| \times \ldots \times |Q_k|$ rows and $|Q_B| = |Q_i| \times \ldots \times |Q_m|$ columns.

The definitions of simple disjunctive decompositions can be easily applied to functions that are incompletely specified. An incompletely specified function can be represented in a partition matrix, where the column multiplicity is found by finding columns that are compatible.

Definition 7: Two columns in a partition matrix are compatible if for every row, the output values of both columns are equal, or if at least one of the output values is a don’t care.

Example 1: Given the partition $\{a\} \mid \{b, c\}$ of $f$ in Fig. 1, the columns “00” and “11” are equal, and columns “01” and “10” are compatible. By setting the don’t care in column “01” to 3, columns “01” and “10” are now equal and the column multiplicity $\nu(b \mid a) = 2$.

Because $\nu = 2$ and the number of $\Phi$ composite functions is $k = \log_2 k \cdot \log_2 2 = 1$, $f$ can be written as $F(\Phi(b, c), a)$.

III. DECISION DIAGRAM BASED DECOMPOSITION

Because partition matrices are exponential in the number of functional inputs, many researchers have looked for different data structures to represent partition matrices, including decision diagrams. This section discusses decision diagram-based functional decomposition [11], [12], [6]–[8].

Definition 8: A decision diagram over a set of variables $X$ and a nonempty terminal set $T$ is a connected, directed acyclic graph $G = (V, E)$ with the following properties:

- each nonterminal vertex $v_i$ represents a variable $x_i \in X$ and $v_i$ has exactly $|Q_i|$ successors in $V$, given that $x_i$ has $|Q_i|$ cofactors;
- each terminal vertex $v_f$ has no successors and is labeled with a value $t_i \in T$ where $T = Q_f$, given that $Q_f$ is the set of output values function $f$ can have;
- a root vertex is the top vertex in $G$, i.e., no vertex in the graph has a root vertex as a successor.

Definition 9: A decision diagram partition matrix of a function can be represented by partitioning the input variables in the decision diagram, such that all of the bound variables are above (at the top of the graph) all of the free variables. Note, the order of variables within the bound set or within the free set has no effect on the partition found.

Definition 10: The cut_level designates the boundary between the bound variables and the free variables in the decision diagram.

The method for detecting decompositions using the decision diagram canonical form is called the cut_level algorithm [8]. The algorithm states that the number of distinct columns in a decision diagram partition matrix is the number of vertices below the cut_level that have an edge that crosses the cut_level. This statement is true because of the canonical representation of the decision diagram. If a function is completely specified, then the column multiplicity is just the number of distinct columns found in the decision diagram.

As proposed in [11], the cut_level algorithm can easily be extended to multivalued functions. The following example illustrates the cut_level algorithm for multivalued functions.

Example 2: Consider the four-valued function in Fig. 2, where the partition $\{a\} \mid \{b, c\}$ of the function $f(a, b, c)$ is shown in Fig. 2(a). The column multiplicity is the number of vertices below the cut_level that have an edge that crosses the cut_level. From the decision diagram shown in Fig. 2(b) the column multiplicity is four, which implies the decomposition $f = F(\Phi(b, c), a)$, where $\Phi$ is a four-valued function. Fig. 2(c) illustrates the decomposed functional blocks.

The cut_level algorithm, although popularly used, does have its problems. To evaluate partitions, the variables must be reordered within the decision diagram package. The process of variable reordering can actually lead to diagrams that have exponential size [9], which can result in increased run-times. The remaining algorithms presented in this paper do not reorder the variables in a decision diagram.

A. Bound Set Evaluation without Reordering

Given that variable reordering can cause large timing and size constraints, researchers looked for a method that would require very little reordering. The only algorithm that has been published, as far as we know, is the LPV evaluation algorithm proposed by Lai, Pedram, and Vrudhula [8]. An advantage of the LPV algorithm is that the inclusion or exclusion of bound variables is done without reordering the variables in the BDD package. The rest of this subsection discusses the implementation of the LPV algorithm. At the end of this subsection we extend the LPV algorithm for multivalued functions.

The LPV algorithm determines the number of distinct columns by using bit vectors to represent each of the columns. A bit vector is defined as a set of Boolean values corresponding to the functional output values of a function in order. Because each column in a partition matrix may be represented by a bit vector. By encoding a bit vector to
an integer value, the determination of column equality is done by comparing the encoded integer value of each column. If the encoded integer values of two columns are equal, then the two columns are equal. Because the integers can be very large (the size of each bit vector is exponential in the number of free variables), an edge-valued BDD is used to represent each of the encoded integer values.

Example 3: Given is the partition matrix \( \{a\}\{(b, c)\} \) for \( f(a, b, c) \) shown in Fig. 3(a). The first column in the partition can be encoded as \( 2^9 \times 0 + 2^4 \times 1 \), where the encoding is given by the multiplication of the power of two vectors. This operation can be continued until all columns are found, which is the same as finding the integer vectors for each row, namely \( [0, 0, 0, 1] \) and \( [0, 0, 1, 1] \), and encoding them such that \( 2^6 \times [0, 0, 0, 1] + 2^3 \times [0, 0, 1, 1] \) as shown in Fig. 3(b). The column multiplicity is three, found by the number of different encoded integer values in the vector \( [0, 0, 2, 3] \).

The following is a possible extension of the LPV algorithm to incompletely specified functions (this is not presented in [8]). Instead of using one encoded integer value to represent a column, a pair of encoded integer values are used. The pair of encoded integers are the minimum and maximum values of a given column bit vector, denoted as \([\min, \max]\). The minimum and maximum encoded integer values are obtained by forcing all don’t cares in the bit vector to 0 and 1, respectively. For instance, given the bit vector of a column as \( 00 \rightarrow 10 \), where a dash denotes a don’t care value, the minimum and maximum values are 4 and 13. The binary representations of 4 and 13 are 000 100 and 001 101. If a column does not have don’t cares then \( \min = \max \).

The pair \([\min, \max]\) can be used to compute the corresponding cube \( C \) that represents the output values of a column. Two columns are compatible if their corresponding cubes \( C_1 \) and \( C_2 \) have a nonempty intersection. Converting the integer values to cubes and checking if the two cubes intersect is linear procedures. The problem is that the cubes are exponential in the number of free variables. Because of the edge-valued BDD representation of the encoded integer values, computation of the cubes is generally less than exponential, but can still be quite large.

To compare our new algorithm EVAL (presented in the next subsection) with the LPV algorithm, we have created an LPV algorithm for multivalued functions. This extension is exactly the same as in the LPV algorithm for incompletely specified functions except that it uses powers of \( Q \) instead of powers of two to encode each row, given that the functional output takes values from the set \( Q_f \).

### B. New Decomposition Algorithms Based on MDDs

The decomposition strategy proposed here is the same as the strategy of Lai, Pedram, and Vrudhula algorithms, where one algorithm (EVAL) is used to evaluate the column multiplicity of a partition and a second algorithm (PARTITION) is used to decompose the function. Two algorithms are used because the algorithm to determine column multiplicity is much faster than the algorithm for decomposing a partition. Both algorithms were developed for large Boolean/multivalued, completely/incompletely specified functions to check small bound sets.

Our first algorithm, called EVAL determines column incompatibilities while traversing a functional graph by using an incompatibility graph to store the incompatibilities between columns [13]. While traversing a functional graph, the EVAL algorithm extracts sets of partition matrix rows. Each set of rows is a subset of all rows in a partition matrix, and thus, pairs of columns can be checked for incompatibilities over the subset of rows. When the EVAL algorithm completes its traversal, the columns have been checked for incompatibilities over all rows of a partition matrix. Incompatibility of two columns is determined by simultaneously traversing the graphs that represent the columns over a given set of rows. If the traversals reach terminal vertices that have different values and neither vertex is a don’t care, then the columns are incompatible as defined in Definition 7.

Before running the EVAL algorithm, an incompatibility graph is created with no edges and each vertex in the graph is associated with a column in the partition matrix. If two columns are found to be incompatible over a given set of partition matrix rows, an edge is placed in the incomaptibility graph between the two vertices that represent the two columns. If two columns are found to be incompatible during the traversal, the columns are not checked for incompatibility over any remaining set of rows. In the worst case (two columns are compatible), columns are checked for incompatibilities over all possible row values. In the best case, the columns are found to be incompatible for the first row in the partition matrix, and only one row is evaluated.

The EVAL algorithm extracts a set of rows from the decision diagram by using a depth-first algorithm that simultaneously traverses subgraphs of the graph representation of \( f \). The number of subgraphs traversed equals the number of columns, \( |Q_n| \), in the partition matrix. The algorithm starts by traversing the functional diagram of \( f \), until a vertex that represents a bound variable, \( x_j \), is reached. The traversal is continued by simultaneously traversing each of the \( |Q_i| \) cofactors of the vertex. When the traversals reach vertices that represent a second bound variable, \( x_j \), the traversal is continued by simultaneously traversing each of the \( |Q_j| \) cofactors of each vertex. At this point the number of subgraphs being traversed simultaneously is \( |Q_i| \times |Q_j| \).

The traversal is continued until the number of subgraph traversals is \( |Q_n| \). Each of the \( |Q_n| \) subgraphs represents a column over a set of rows, and therefore, pairs of subgraphs are checked for incompatibilities. The traversal routine then continues to find the next set of rows.

The EVAL pseudo code is shown in Algorithm 1.
Algorithm 1 EVAL pseudo code:

EVAL(vector of MDD vertices: $S$)
let $x$ be the variable represented by the set of vertices in $S$
let $|Q_x|$ be the number of cofactors of variable $x$
let $S_i$ be a vector of vertices representing the $i$th cofactor of each vertex in $S$
let $[S_{i1}, S_{i2}]$ be a vector of vertices such that $S_{i1}$ and $S_{i2}$ are subsets of the vector if $x$ is a bound variable
   call EVAL($[S_{0}, S_{1}, \ldots, S_{|Q_x|-1}]$)
else $x$ is a free variable
   if $|S| = |Q_x|$
      $S$ denotes all the columns in the partition matrix for all pairs
      $(s_i, s_j) \in S$
      if there does not exist an edge in the incompatibility graph between $s_i$ and $s_j$
         if elements $\{s_i, s_j\}$ are incompatible columns
            add an edge in the incompatibility graph between $s_i$ and $s_j$
      else for $i = 0$ to $|Q_x| - 1$
         call EVAL($S_i$)

Example 4: Given the function $f(a, b, c, d)$ and the partition $\{c, d\}\{a, b\}$ shown in Fig. 4(a), the corresponding decision tree in Fig. 4(b) is used to explain the EVAL algorithm. First, an incompatibility graph is created with four vertices and no edges, the vertices represent each of the columns $\{00, 01, 10, 11\}$ in the partition matrix and the edges between vertices represent incompatibilities between columns.

The EVAL algorithm is started by traversing the decision tree representation of $f$. The root vertex, $d0$, does not represent a bound variable, so EVAL is called with the 0-cofactor of $d0$: $[00], d$ is not in the bound set, so EVAL is called with the 0-cofactor of $d0$: $[00]$. Variable $a$ is in the bound set, so EVAL is called with both cofactors of $a0$: $[00, b1]$. Variable $b$ is in the bound set, so EVAL is called with all four cofactors of $[00, a1]: [1, 0, 0, -]$. Because variables $a$ and $b$ are bound variables, EVAL is iteratively called with both cofactors of $a1: [b2, b3]$, and then all four cofactors of $[b2, b3]$: $S = [-, 1, 1, 0]$. Edges are placed between the pairs of columns $\{00, 01\}$ and $\{00, 10\}$ because the first element in $S$ is incompatible with the second and third elements in $S$. The algorithm then moves back to the vertex $d0$, and then traverses the 1-cofactor of $d0$: $[a1]$. Edges are placed in the incompatibility graph between the pairs of columns $\{01, 11\}$ and $\{10, 11\}$ in the incompatibility graph (shown in Fig. 4(c)). By traversing the remaining vertices in the diagram, the vectors $[0, -, 1, 0]$ and $[-, 0, 0, 1]$ are checked for incompatibility. Because no additional incompatibilities exist, the incompatibility graph is not changed. After EVAL traverses all vertices in the diagram, graph coloring of the incompatibility graph determines that the column multiplicity of this partition is two. Notice that $\nu = 2$ is also true for the partition matrix shown in Fig. 4(a).

To decompose a function given a partition, the PARTITION algorithm is used. The PARTITION algorithm returns decision diagrams that represent each of the columns in the partition matrix. Algorithm 2 shows the recursive procedure that returns the left-most column in the partition matrix, by only traversing the 0-cofactor of each bound variable. The full algorithm of PARTITION simultaneously calculates all columns in the partition matrix.

Algorithm 2 PARTITION pseudo code to find the left-most column:

PARTITION($\nu$: vertex)
   if $\nu$ is a terminal vertex
      return $\nu$
   let $x$ be the variable represented by $\nu$
   let $|Q_x|$ be the number of cofactors of variable $x$
   let $\nu_i$ be the $i$th cofactor of the vertex $\nu_i$, $0 \leq i < |Q_x|$ if $x$ is a bound variable
      return PARTITION ($\nu_0$)
else $x$ is a free variable
    return a new vertex with cofactors \([\text{PARTITION}(t_0), \text{PARTITION}(t_1), \ldots, \text{PARTITION}(t_Q, Q - 1)]\).

Example 5: Given the decision tree in Fig. 4(b), and bound set \(\{a, b\}\), the PARTITION algorithm starts at \(a0\), traverses to vertex \(d0\), then down to vertex \(a0\) (traversing the 0-cofactor of each vertex). Vertex \(a0\) represents a bound variable so traverse the 0-cofactor of \(a0\): \(b0\). The 0-cofactor of \(b0\) is a terminal vertex-1, so a 1 is returned. PARTITION moves back to \(d0\) and then traverses the 1-cofactor of \(d0\) down to the 0-cofactor of \(b2\); don’t care terminal vertex. PARTITION returns “-“ and moves back to \(d0\), creating a new vertex, \(d2\) vertex with cofactors \([1, -]\). Calling PARTITION on the 1-cofactor of \(a0\) returns a new vertex \(d3\) with cofactors \([0, -]\). Because \(a0\) is a free variable, a new vertex, \(c1\) is created with cofactors \([d2, d3]\). The new diagram that represents the 00 column in the partition matrix is shown in Fig. 4(d).

Because PARTITION and EVAL do not perform any variable swapping, the algorithms are fairly fast. The EVAL and PARTITION algorithms are limited to small bound sets because the number of columns is exponential with respect to the number of variables in the bound set. The restriction of small bound sets is used in many decomposition algorithms, including FPGA synthesis [6] and decomposition for machine learning decomposition [14], [15]. The LPV algorithm does not have the same restriction, but finding the column multiplicity of an incompletely specified function is a NP-hard problem with respect to the number of columns in the partition [16]. To reduce the complexities of finding the column multiplicity of a partition, the bound set size should be restricted, which in essence also restricts the bound set sizes used by the LPV algorithm.

### IV. Experimental Results

Tables I and II compare the run-times of the different algorithms presented in this paper on different benchmark sets using a MDD package. The benchmark sets used are the MCNC benchmarks [17] and the multivalued benchmarks [18]. The benchmarks are separated in the tables for readability and to show the difference of timing between each benchmark type. In the tables, the MCNC benchmarks are at the top and the multivalued benchmarks are on the bottom. The MCNC benchmark functions are multinput and multoutput, completely specified functions. The multivalued benchmarks are all single output, incompletely specified, multivalued input and multivalued output functions.

#### TABLE I

<table>
<thead>
<tr>
<th>File</th>
<th>EVAL 2</th>
<th>EVAL 4</th>
<th>EVAL 6</th>
<th>EVAL 8</th>
<th>LPV 2</th>
<th>LPV 4</th>
<th>LPV 6</th>
<th>LPV 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>9ym</td>
<td>0.1</td>
<td>1.0</td>
<td>10.0</td>
<td>94.0</td>
<td>3.0</td>
<td>3.0</td>
<td>8.0</td>
<td>49.0</td>
</tr>
<tr>
<td>al2</td>
<td>0.0</td>
<td>3.0</td>
<td>33.0</td>
<td>285.0</td>
<td>10.0</td>
<td>13.0</td>
<td>25.0</td>
<td>124.0</td>
</tr>
<tr>
<td>b12</td>
<td>1.0</td>
<td>3.0</td>
<td>21.0</td>
<td>288.0</td>
<td>71.3</td>
<td>285.0</td>
<td>180.0</td>
<td>499.0</td>
</tr>
<tr>
<td>frg1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>sao</td>
<td>1.0</td>
<td>3.0</td>
<td>17.0</td>
<td>159.0</td>
<td>9.0</td>
<td>10.0</td>
<td>15.0</td>
<td>35.0</td>
</tr>
<tr>
<td>spa</td>
<td>5.0</td>
<td>20.0</td>
<td>104.0</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>t481</td>
<td>0.1</td>
<td>3.0</td>
<td>46.0</td>
<td>514.0</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;8770</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>table3</td>
<td>4.0</td>
<td>28.0</td>
<td>173.0</td>
<td>882.0</td>
<td>384.0</td>
<td>237.0</td>
<td>212.0</td>
<td>431.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>File</th>
<th>EVAL 2</th>
<th>EVAL 4</th>
<th>EVAL 6</th>
<th>EVAL 8</th>
<th>LPV 2</th>
<th>LPV 4</th>
<th>LPV 6</th>
<th>LPV 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>palette2</td>
<td>0.1</td>
<td>0.0</td>
<td>2.0</td>
<td>50.0</td>
<td>1.0</td>
<td>1.0</td>
<td>3.0</td>
<td>90.0</td>
</tr>
<tr>
<td>c1b</td>
<td>0.1</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>c2b</td>
<td>1.0</td>
<td>7.0</td>
<td>153</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>c3b</td>
<td>2.0</td>
<td>10.0</td>
<td>279</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>d1</td>
<td>0.1</td>
<td>1.0</td>
<td>9.0</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>d2</td>
<td>3.0</td>
<td>24.0</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>d3</td>
<td>4.0</td>
<td>31.0</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
<td>&gt;1000</td>
</tr>
</tbody>
</table>

The units for time are in seconds. Any element in the table that begins with “-” denotes that the program did not complete in the designated time. A “-“ denotes that the number of bound variables selected was larger than the number of input variables, thus a decomposition could not be done.

Table I compares the EVAL and the LPV algorithms. To make the comparison, we implemented our own multivalued version of the LPV algorithm. The EVAL and LPV algorithms were run using variable bound set sizes of two, four, six, and eight. For each bound set size, the algorithms were run on 100 random partitions and the time to evaluate all 100 partitions is displayed in the table. The set of random partitions was the same for both algorithms. The comparison of these algorithms is the run-time to find 100 partitions, this does not include the time to determine the column multiplicity of each partition. In all cases of two-variable bound sets, the EVAL algorithm is much faster than the LPV algorithm. As the size of the bound sets increases, the LPV algorithm starts to perform better than the EVAL algorithm. This is caused by the number of simultaneous traversals in the EVAL algorithm. When comparing the EVAL and LPV algorithms on the multivalued benchmark functions, the run-times of the LPV algorithm were found to be very high. The reason for the large amount of time is that each of the functional inputs are multivalued which greatly increases the number of possible output combinations for the function. In fact, the LPV algorithm does not complete in the specified time for most of the multivalued benchmark functions, while the EVAL completes for all two- and four-variable bound sets.

Table I shows that the two algorithms are almost equivalent for the binary, completely specified functions, but for multivalued functions the EVAL algorithm performs much better than the LPV algorithm. The algorithmic complexity of the LPV algorithm encoding depends on the number of row output values for a given column, specifically, the complexity is exponential in the number of free variables. Once the LPV algorithm is completed, each encoded integer value must be decoded to determine column compatibilities, which is based on the number of free variables for the decoding and the number of bound variables for checking for column compatibility. The time complexity of the EVAL algorithm is exponential in the number of bound variables. Thus, for small bound sets, the EVAL algorithm should perform well, even for very large multivalued functions. The reason that EVAL did not complete in the specified time with eight-variable bound sets for most of the benchmarks, is that the number of columns in each partition is greater than 20000.

Table II compares the PARTITION and cut_level algorithms. To compare the two algorithms, all two-input bound set partitions of the
functions were evaluated. The table shows the initial size (number of vertices in the MDD) before starting the decomposition process. PARTITION and cut_level were compared by showing the time to evaluate all two-input bound set partitions and the worst-case size (number of vertices). The two algorithms were also compared on the worst-case number of vertices in the MDD when evaluating a partition. The column size% gives the size percentage of the two algorithms. Table II shows that the PARTITION algorithm is always faster than the cut_level algorithm. When comparing the decision diagram sizes created by the two algorithms, the sizes are generally the same, except for the benchmark function f_{rg1}. We feel that this function fits in the category of reordering that results in a decision diagram of exponential size. While the PARTITION and cut_level algorithms usually result in the same size decision diagrams and the same amount of time to complete the task, there are situations where the cut_level algorithm results in decision diagrams that are much larger than the PARTITION algorithm.

V. CONCLUSION

Two new algorithms, EVAL and PARTITION, were created that do not reorder the MDD and, thus, do not cause an exponential increase in size of the MDD by reordering. The advantage of the EVAL algorithm is that the partition table is constructed by rows and determines column compatibilities while constructing the partition table. The LPV algorithm, on the other hand, constructs the partition table and then must determine column compatibilities.

Comparisons were run against the well-known algorithms presented by Lai, Pedram, and Vrudhula. In most cases, the EVAL algorithm is faster than the LPV algorithm, especially on small bound sets. In fact, the EVAL algorithm was able to complete in the specified amount of time on the large multivalued functions while the LPV algorithm could not. EVAL is also much faster than running the PARTITION or cut_level algorithms. A restriction of the EVAL and PARTITION algorithms is that they are only practical for partitions with small bound sets. This restriction is actually used in many decomposition strategies, including FPGA decomposition and decomposition for machine learning [14], [15]. Machine learning functions are typically large multivalued, incompletely specified functions where heuristics are used to reduce the search space by only evaluating small bound sets.
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On Synchronizable Circuits and Their Synchronizing Sequences
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Abstract—Synchronizing sequences are important in facilitating the test generation process for detectable faults, and in identifying undetectable faults. Synchronizing sequences are also important in determining whether an undetectable fault can be removed from a circuit without affecting its normal operation, i.e., in determining whether a fault is “redundant.” In this work, we show a class of faults such that a synchronizing sequence for a faulty circuit can be obtained by repeating the synchronizing sequence of the fault-free circuit. Identification of such faults can be done by simulating the faulty circuits under the repeated synchronizing sequence of the fault-free circuit. We present experimental results to demonstrate the existence of such faults in benchmark circuits.

Index Terms—State diagrams, synchronizing sequences, synchronous sequential circuits.

I. INTRODUCTION

Synchronizing sequences for synchronous sequential circuits are important during test generation for detectable faults and in determining whether a given fault is undetectable [1]–[3]. A sequence that synchron-