Melting Point Prediction Employing k-Nearest Neighbor Algorithms and Genetic Parameter Optimization
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We have applied the k-nearest neighbor (kNN) modeling technique to the prediction of melting points. A data set of 4119 diverse organic molecules (data set 1) and an additional set of 277 drugs (data set 2) were used to compare performance in different regions of chemical space, and we investigated the influence of the nearest neighbors using different types of molecular descriptors. To compute the prediction on the basis of the melting temperatures of the nearest neighbors, we used four different methods (arithmetic and geometric average, inverse distance weighting, and exponential weighting), of which the exponential weighting scheme yielded the best results. We assessed our model via a 25-fold Monte Carlo cross-validation (with approximately 30% of the total data as a test set) and optimized it using a genetic algorithm. Predictions for drugs based on drugs (separate training and test sets each taken from data set 2) were found to be considerably better [root-mean-squared error (RMSE) = 46.3 °C, \( r^2 = 0.30 \)] than those based on non-drugs (prediction of data set 2 based on the training set from data set 1, RMSE = 50.3 °C, \( r^2 = 0.20 \)). The optimized model yields an average RMSE as low as 46.2 °C (\( r^2 = 0.49 \)) for data set 1, and an average RMSE of 42.2 °C (\( r^2 = 0.42 \)) for data set 2. It is shown that the kNN method inherently introduces a systematic error in melting point prediction. Much of the remaining error can be attributed to the lack of information about interactions in the liquid state, which are not well-captured by molecular descriptors.

INTRODUCTION

One of the characteristic properties of a chemical compound is its melting point. It is the temperature at which the solid phase of a compound is in equilibrium with its liquid phase at atmospheric pressure. As the melting point is a defined property of any pure substance, it is often used routinely for the determination of identity and purity in synthetic laboratories. Other physicochemical properties are closely related to the melting point of a compound, for example, solubility and boiling point. The former is crucial in the pharmaceutical industry for the prediction of the bioavailability of drugs, whereas the latter is important for environmental purposes. Recently, interest in the prediction of melting points has been fostered by the growing body of work on ionic liquids.

For the prediction of melting points, Karthikeyan et al. used an artificial neural network (ANN), whereas more traditional approaches apply different regression techniques to a multitude of molecular descriptors giving quantitative structure—property relationship (QSPR)-type models which relate structural features to a physical property. The k-nearest neighbor algorithm (kNN), however, has not previously been used for the prediction of melting points. Karthikeyan et al. discuss several modeling techniques developed by different groups. We will only give a brief overview of newer methods and papers not discussed there. A summary of the results obtained with different methods and data sets is given in Table 1.

Yalkowsky and co-workers have produced a combined model that incorporates the enthalpy of melting (\( \Delta H_m \)) and the total entropy of melting (\( \Delta S_m \)). Because at the equilibrium of the solid and liquid states the change in Gibbs free energy is zero, the melting point can be expressed as \( T_m = \Delta H_m/\Delta S_m \). Two sets of parameters were introduced to describe the entropy of melting: the first pair consisting of molecular flexibility number and molecular symmetry number, the second pair being molecular eccentricity and molecular spirality. The molecular flexibility number is derived from the number of twist angles present in the molecule, whereas the molecular symmetry number corresponds to the number of rotations (but not reflections) yielding an equivalent spatial arrangement as an arbitrarily chosen reference. With only these two parameters, they were able to predict the entropies of melting of a set of 376 environmentally and pharmaceutically important molecules with an average error of 21%. When these were combined with enthalpies of fusion obtained by a group contribution
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The authors were able to predict a test set of 120 compounds, based on a training set of 1095 molecules, with an absolute average error of about 36 °C [no root-mean-squared error (RMSE) or \( r^2 \) data given]. The second set of entropic parameters, eccentricity and spirality, account for entropy of expansion and configurational entropy, respectively. The incorporation of these two quantities as descriptor variables for the prediction of melting entropies, combined with another group contribution approach for the enthalpy of fusion, for 106 compounds resulted in the reduction of the average absolute error in the melting point by 52% (from 90 to 43 °C), with increased correlation (\( r^2 = 0.90 \)).

Trohalaki et al. constructed models to predict the melting points of 26 new putative energetic ionic liquids based on a cationic triazolium scaffold with either bromide or nitrate as the anion. The proposed models for the two sets of salts are based on three parameters yielding accurate prediction and high correlation. The RMSEs were 5 and 14 °C and the correlations (in terms of \( q^2 \)) were 0.78 and 0.87, respectively, for bromides and nitrates.

Modarressi et al. used the Bergström data set as a training set and an additional 45 compounds extracted from MDPI as an external validation set. They used molecular descriptors from different sources (CODESSA, Dragon, and TSAR) and multiple linear regression with stepwise regression and genetic algorithm descriptor selection. Their best model is comparable to the model obtained by Bergström et al. in the first place. With a larger training set (277 instead of 185), Modarressi et al. obtain the following results for a smaller test set (45 instead of 92): the RMSE is 40.9 and 42.0 °C with correlation coefficients of \( r^2 = 0.66 \) and 0.57, respectively, for the training and test sets. A comparison with the original data from Bergström et al. (RMSEs of 36.6 and 49.8 °C with correlation coefficients of \( r^2 = 0.57 \) and 0.54, respectively, for the training and test sets) shows that both models are of comparable predictive capability.

Given the size of the data sets at hand, the \( k \)NN method seemed a valuable approach for the prediction of melting points. In contrast to other methods such as neural networks, the \( k \)NN method needs no training or parametrization. The present method can be readily applied to a (sufficiently large) set of molecules once their molecular descriptors have been calculated. Moreover, because there is no training step involved, the model is easily extendable for the inclusion of additional molecules.

In the Methods section, we will introduce the model that we have used and its optimization, while the subsequent Results and Discussion sections present the results that we obtained for different data sets and a full interpretation of them. We summarize with our conclusions.
in which every single molecule is to be identified by its \( r \)
descriptor values. Second, to determine the environment of a
certain point, a distance measure is required. In the present
work, we used the Euclidean distance in \( r \) dimensions, other
possibilities that have not been considered being the Manhattan
distance (1-norm distance) or higher \( p \)-norm distances.41
Therefore, the distance between two molecules \( i \) and \( j \) in
our \( r \) dimensional descriptor space is given by

\[
d_{ij} = \left[ \sum_{n=1}^{r} (X_n^i - X_n^j)^2 \right]^{1/2}
\]

\( X_n^i \) being the value of descriptor \( n \) for a given compound \( i \).
The distance information for a set of molecules can then
easily be used to determine the set of nearest neighbors of a
given compound. For a given set of molecules (that may
further be partitioned into a training and a test set), the
distance matrix is calculated, containing all pairwise
distances. The dimensionality of the model space is equal to
the number of descriptors included, resulting in a different
distance matrix for every combination of descriptors. This
distance matrix has to be calculated only once for a given
set of molecules and descriptors and is used for the
determination of the nearest neighbors.

Once the set of nearest neighbors has been determined, a
prediction has to be made on the basis of the property values
associated with them, in our case, the melting points of the
compounds. To compute a prediction from the melting
temperatures of the nearest neighbors, we investigated four
different averaging techniques: the first consists of an
arithmetic average (eq 1), and the second one is a geometric
average (eq 2). A third and fourth method incorporate the
distance information that is associated with every neighbor,
those being an average weighted by the inverse distance (eq
3) and an exponential weighting scheme (eq 4), respectively.
\( T_n \) and \( d_n \) stand for the melting temperature and distance of
neighbor \( n \); \( k \) is the number of nearest neighbors used in the prediction.

\[
T_{\text{pred}}^a = \frac{1}{k} \sum_{n=1}^{k} T_n
\]  

(1)

\[
T_{\text{pred}}^g = \prod_{n=1}^{k} T_n^{1/k}
\]  

(2)

\[
T_{\text{pred}} = \frac{\sum_{n=1}^{k} T_n \frac{1}{d_n}}{\sum_{n=1}^{k} \frac{1}{d_n}}
\]  

(3)

\[
T_{\text{pred}} = \sum_{n=1}^{k} \frac{1}{\sum_{n=1}^{k} e^{-d_n}}
\]  

(4)

As will be shown in the Results section, the incorporation
of distance information results in better models and also
provides some insight into the applicability of the similarity
principle.

To assess model performance, the data set was divided
randomly into a training and a test set. For data set 1, the
size of the test set was set to 1000 out of 4119 molecules
(approximately 25% of the total data) and, for data set 2, to
80 out of 277 molecules (approximately 30% of the total
data). In order for all predictions to be based on the training
set only, the molecules in the test set were excluded from
the search of nearest neighbors. We used 25-fold Monte
Carlo cross-validation to assess our models; for each data
set, 25 random test sets were predicted on the basis of the
remainder of the data.

The nearest neighbor program has been implemented in
C++. Preprocessing steps (i.e., scaling and PCA) and
statistical analyses including figure plotting have been
performed with the freely available statistical package R.42

4. Optimization of the Initial Model. In the initial model,
the values of every descriptor for all molecules are scaled
to zero-mean and unit variance, establishing equal importance
for every one of the descriptors. As this does not necessarily
correspond to reality (e.g., the number of oxygen atoms may
not have the same influence on melting points as does the
water-accessible surface area), we optimized the initial
model. We constructed a genetic algorithm using the Genetic
Algorithm Utility Library (GAUL)43 around the \( k \)NN pro-
gram in order to minimize the global root-mean-squared error
of prediction (RMSEP) for a given data set. The genetic
algorithm applies transformations to the initial data in order
to find the distortion of descriptor space that yields the lowest
global RMSEP.

The input to the genetic algorithm is a data matrix whose
rows contain all descriptor values for every molecule. The
bits of each chromosome are made up of pairs of numbers,
every pair corresponding to the mapping of one descriptor
from the original space into the new one; these two numbers
encode an operation and a parameter. To allow the genetic
algorithm to transform the values of a given descriptor, we
chose the following mathematical operations: power, loga-
rimth (to base e), and multiplication. The choice of param-
eters for the power operation is limited to values between 0
and 3 and, for the multiplication, between 0 and 30, whereas
the logarithm operation requires no parameter. By its
chromosome, one individual therefore specifies the different
operations that have to be applied to each descriptor column.

This optimization procedure provided suitable distortions
of descriptor space that at the same time decreased the global
RMSEP of the model and also augmented the correlation
with experimental values. An inherent drawback of this
method is the stochastic nature of the resulting solution.44,45
Each run of a genetic algorithm will result in a different set
of optimal transformations after the same number of genera-
tions. In the context of building purely predictive models
for the characterization of a wide range of different mol-
ecules, the use of this method may be justified. The influence
of different descriptors on the melting point of chemicals
can be investigated by multiple linear regression (MLR)
methods20 or other variable selection techniques (e.g., partial
least squares, PLS).14,15 The importance, however, that is
given to specific variables is dependent on the algorithm used
for their selection (e.g., variable subset regression), on the
underlying data set, and also on the set of available
descriptors. The extensive sifting through large numbers of
candidate models via stepwise regression means that MLR
Table 2. Results for Data Set 1 Showing RMSE and Correlation for Varying Numbers of Nearest Neighbors, Different Types of Descriptors, and Different Methods of Calculating the Predictions

<table>
<thead>
<tr>
<th>NN</th>
<th>descriptor</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2D</td>
<td>57.9</td>
<td>0.35</td>
<td>0.20</td>
<td>50.1</td>
</tr>
<tr>
<td>1</td>
<td>3D</td>
<td>62.3</td>
<td>0.27</td>
<td>0.07</td>
<td>54.1</td>
</tr>
<tr>
<td>1</td>
<td>23D</td>
<td>57.6</td>
<td>0.36</td>
<td>0.21</td>
<td>50.0</td>
</tr>
<tr>
<td>5</td>
<td>2D</td>
<td>49.0</td>
<td>0.44</td>
<td>0.43</td>
<td>50.1</td>
</tr>
<tr>
<td>5</td>
<td>3D</td>
<td>53.1</td>
<td>0.34</td>
<td>0.33</td>
<td>50.0</td>
</tr>
<tr>
<td>5</td>
<td>23D</td>
<td>48.9</td>
<td>0.44</td>
<td>0.43</td>
<td>50.2</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>49.0</td>
<td>0.43</td>
<td>0.43</td>
<td>50.5</td>
</tr>
<tr>
<td>10</td>
<td>3D</td>
<td>52.1</td>
<td>0.36</td>
<td>0.35</td>
<td>53.4</td>
</tr>
<tr>
<td>10</td>
<td>23D</td>
<td>48.8</td>
<td>0.44</td>
<td>0.43</td>
<td>50.2</td>
</tr>
<tr>
<td>15</td>
<td>2D</td>
<td>49.4</td>
<td>0.42</td>
<td>0.42</td>
<td>51.1</td>
</tr>
<tr>
<td>15</td>
<td>3D</td>
<td>52.3</td>
<td>0.35</td>
<td>0.35</td>
<td>53.6</td>
</tr>
<tr>
<td>15</td>
<td>23D</td>
<td>49.3</td>
<td>0.43</td>
<td>0.42</td>
<td>50.9</td>
</tr>
</tbody>
</table>

Numbers shown are averages over 25 runs where 1000 random molecules were predicted from the other 3119. RMSE is given in °C. A, arithmetic average; G, geometric average; I, inverse distance weighting; E, exponential distance weighting.

is prone to learn the idiosyncrasies of the data and yield overfitted, unstable models.46-48

5. Figures of Merit. To assess model performance and provide statistically meaningful data, we performed a 25-fold Monte Carlo cross-validation in which we predicted 25 random test sets on the remainder of the data for both data sets. Unless otherwise stated, all results in the following are averages over 25 such runs. These figures of merit have been calculated in the following way:

\[ \text{RMSEP} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\text{MP}_{i}^{\text{obs}} - \text{MP}_{i}^{\text{pred}})^2} \]

where \( n \) is the size of the test set and \( \text{MP}_{i}^{\text{obs}} \) and \( \text{MP}_{i}^{\text{pred}} \) are the observed and predicted melting points, respectively. For every experiment, 25 distinct values of RMSEP are obtained.

\[ \text{RMSECV} = \sqrt{\frac{1}{M} \sum_{q=1}^{M} \text{RMSEP}^2} \]

\[ \text{RMSETR} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\text{MP}_{i}^{\text{obs}} - \text{MP}_{i}^{\text{pred}})^2} \]

where \( m \) is the size of the training set.

Values for \( q^2 \) have been calculated as

\[ q^2 = 1 - \frac{\sum_{i=1}^{n} (\text{MP}_{i}^{\text{obs}} - \text{MP}_{i}^{\text{pred}})^2}{\sum_{i=1}^{n} (\text{MP}_{i}^{\text{obs}} - \text{MP}_{\text{train}})^2} \]

with a different

\[ \text{MP}_{\text{train}} = \frac{1}{m} \sum_{j=1}^{m} \text{MP}_{j}^{\text{obs}} \]

for every single one of the 25 runs; the sizes of the test and training sets are \( n \) and \( m \), respectively. The final \( q^2 \) for an experiment is reported as the arithmetic average over 25 runs and is a leave-multiple-out \( q^2 \) for the test set and a leave-one-out (LOO) \( q^2 \) for the training set, where summations run over all compounds in the training set. Negative values for \( q^2 \) stemming from poor models have not been reported. The coefficients of determination (\( r^2 \)) are also reported as arithmetic averages over 25 runs. Unless otherwise stated, RMSE is used synonymously with RMSECV hereafter. The full characterization of the training sets for all different models is contained in the Supporting Information.

RESULTS

We examined the influence of different types of descriptors in conjunction with different numbers of nearest neighbors and the four averaging schemes mentioned above. For the number of nearest neighbors, we limited the maximum to 15, because there was no significant improvement in preliminary experiments with more nearest neighbors (data not shown). The results for data sets 1 and 2 are summarized in Tables 2 and 3, respectively.

The influence of different types of descriptors is already apparent when only the single nearest neighbor is used. For data set 1, performance is almost the same for 2D descriptors alone (RMSE = 57.9 °C, \( r^2 = 0.35 \)) and the combination of 2D and 3D descriptors (RMSE = 57.6 °C, \( r^2 = 0.36 \)), whereas 3D descriptors on their own perform worse in comparison (RMSE = 62.3 °C, \( r^2 = 0.27 \)). The same is true for all other experiments (Tables 2 and 3).

Of the four different methods of calculating the prediction, the exponential weighting method is the only one that is able to produce a lower RMSE with more nearest neighbor information. For data set 1, the best overall performance over 25 runs is achieved by using 15 nearest neighbors, 2D and 3D descriptors, and exponential weighting, resulting in a RMSE of 47.3 °C (with standard deviation 1.1 °C; best individual run gives a RMSEP of 45.0 °C) and a mean \( r^2 \) of 0.48 (Table 2). See Figure 1a and b for the typical scatterplots
of the predictions and a histogram of their residuals.

These results suggest that 2D descriptors contain most of the essential information, whereas 3D descriptors do not add significantly to overall performance. This is partly due to the additional noise introduced by the conformation dependence of the 3D descriptors. A principal components analysis (PCA) has been performed on data set 1 with two aims in mind: first, the reduction of dimensionality which results in a faster computation of the pairwise Euclidian distances and, second, optimal use of all information contained in the data set and the reduction of noise. Of the 203 linear combinations of original descriptors, the first 27 principal components (PCs), explaining 90% of the total variance, had an eigenvalue above 1. The predictive performance has been assessed for different numbers of PCs (Table 4), up to 30 PCs in steps of 5 (5, 10, 15, 20, 25, and 30) and then with larger gaps (50, 100, 150, and 200) due to the small gain in total variance explained (see Figure 2). As the number of PCs increases, the RMSE decreases progressively; this is what is expected because, with more PCs, more information is available for the predictions (Figure 3). The results obtained when 25 principal components were used with exponential weighting over 15 nearest neighbors are a RMSE of 47.7 °C and a mean correlation of \( r^2 = 0.46 \).

Using the same training set with which the 1000 random molecules of data set 1 were predicted, we then predicted all molecules of data set 2 (Table 3). The method that performed best was a combination of 2D and 3D descriptors with exponential weighting of the melting temperatures of 15 nearest neighbors (RMSE = 50.3 °C, \( r^2 = 0.20 \)). The assessment of a model to predict drugs on the basis of two-dimensional descriptors, the information contained in their three-dimensional counterparts is less useful in the current context, resulting in different model performances. This result on the information content of molecular descriptors is in agreement with that of other authors. \(^{51,52}\) For data set 1 and 2D descriptors, the improvement is only marginal (RMSE = 46.2 °C, \( r^2 = 0.49 \)), whereas for data set 2, the performance is increased for both RMSE and \( r^2 \) (RMSE = 42.2 °C, \( r^2 = 0.42 \)). The optimized model for data set 1 when using exponential weighting of 15 neighbors (RMSE = 51.8 °C, \( r^2 = 0.36 \)); the same is true for data set 2 (RMSE = 49.2 °C, \( r^2 = 0.20 \)).

A genetic algorithm was used to optimize the models using 2D descriptors only, and for Sybyl atom counts; in both cases, the exponential weighting scheme has been used with 10 nearest neighbors (Table 7). For data set 1 and 2D descriptors, the improvement is only marginal (RMSE = 46.2 °C, \( r^2 = 0.49 \)), whereas for data set 2, the performance is increased for both RMSE and \( r^2 \) (RMSE = 42.2 °C, \( r^2 = 0.42 \)). The optimized model for data set 1 when using Sybyl atom counts yields a RMSE of 49.1 °C and a \( r^2 \) of 0.40; for data set 2, the RMSE is 46.7 °C with a \( r^2 \) of 0.29.

**DISCUSSION**

The performance of the nearest neighbor model depends on the descriptor space that distances between molecules are evaluated in. From our results, it is evident that, compared to two-dimensional descriptors, the information contained in their three-dimensional counterparts is less useful in the current context, resulting in different model performances. This result on the information content of molecular descriptors is in agreement with that of other authors. \(^{51,52}\) For data set 1, the difference in RMSE between 2D and 3D descriptors is 3.5 °C (average over 25 runs, 15 nearest neighbors), exponential weighting, predictions based on data set 1), the best individual runs being 44.9 and 48.7 °C, respectively. For data set 2, the difference in RMSE between 2D and 3D descriptors is 1.9 °C (average over 25 runs, 10 nearest neighbors, inverse distance weighting, predictions based on data set 2), the best individual runs being 35.6 and 40.7 °C, respectively. Even though 3D descriptors perform worse on

Table 3. Results for Data Set 2 Showing RMSE and Correlation for Varying Numbers of Nearest Neighbors, Different Types of Descriptors, and Different Methods of Calculating the Predictions

<table>
<thead>
<tr>
<th>NN</th>
<th>descriptor</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2D</td>
<td>71.2</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3D</td>
<td>74.9</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>23D</td>
<td>67.8</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2D</td>
<td>53.4</td>
<td>0.16</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3D</td>
<td>60.4</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>23D</td>
<td>52.1</td>
<td>0.19</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>52.1</td>
<td>0.16</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3D</td>
<td>58.2</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>23D</td>
<td>50.7</td>
<td>0.19</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2D</td>
<td>51.7</td>
<td>0.16</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3D</td>
<td>58.6</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>23D</td>
<td>50.4</td>
<td>0.19</td>
<td>0.21</td>
<td></td>
</tr>
</tbody>
</table>

*Numbers shown are averages over 25 runs where 277 druglike molecules are predicted on the basis of 3119 random molecules of data set 1. RMSE is given in °C. A, arithmetic average; G, geometric average; I, inverse distance weighting; E, exponential distance weighting.*

(5.4 °C) in RMSE. See Figure 4 for a plot of one of the 25 predictions.

To make simpler models that are more interpretable, we used atom counts as descriptors. \(^{49}\) For every molecule, the occurrences of different atom types are counted; these data are then used as input for the kNN program. We used the Sybyl\(^{50}\) atom types because they contain implicit information about the hybridization state and environment of a given atom. Given the simplicity of the input, these models performed better than expected (Table 6). For data set 1, the best result is obtained when using exponential weighting of 15 neighbors (RMSE = 51.8 °C, \( r^2 = 0.36 \)); the same is true for data set 2 (RMSE = 49.2 °C, \( r^2 = 0.20 \)).
their own, their inclusion in the nearest neighbor search is beneficial to the overall performance.

To make use of all of the information contained in both 2D and 3D descriptors, a reduced model in principal component space confirms that 3D descriptors do indeed contain valuable information and do not merely add noise.

A model using only the first 25 PCs (accounting for 89% of the total variance) yields an average RMSE of 47.7 °C and performs therefore almost as well as the best model using only 2D descriptors. The essential information present in all descriptors is confined to the reduced principal component space that accounts for the largest part of the variance in the data set in much lower dimensionality, whereas most of the noise is contained in the remaining principal components (see Figures 2 and 3).

A comparison with other models reveals and underlines the reliability of the nearest neighbor approach. Given the size and diversity of the data sets we employed, we will compare our model to the most recent ones dealing with
individual run has a RMSE of 35.2 °C. Sybyl50 atom counts predicts a test set of equal size out of terms of the RMSE. Our simplest model employing only lower value for the average prediction error expressed in model performs better, which is reflected by a statistically context of making predictions for unknown compounds our slightly worse. It has to be pointed out, however, that in the

with the experimental melting point, our model performs

an average RMSE as low as 42.2 °C for the test set (no

report for the same set of 277 drugs a RMSE as low as 41.4 °C (r² = 0.66), which is their best result when only using

similar complexity. Bergström et al.¹⁴ used a diverse set of 277 drugs in combination with a PLS method. Their best model achieved a RMSE of 44.6 °C for the test set (no correlation coefficient reported); a model using both 2D and 3D descriptors yields a RMSE of 49.8 °C with a r² of 0.54. For the same data set, we achieve with the optimized model an average RMSE as low as 42.2 °C (r² = 0.42); the best individual run has a RMSE of 35.2 °C. In terms of correlation with the experimental melting point, our model performs slightly worse. It has to be pointed out, however, that in the context of making predictions for unknown compounds our model performs better, which is reflected by a statistically lower value for the average prediction error expressed in terms of the RMSE. Our simplest model employing only Sybyl⁵⁰ atom counts predicts a test set of equal size out of the same molecules with a lower RMSE than the PLS model by Bergström et al. (Table 7).

Employing an artificial neural network, Karthikeyan et al.¹² report for the same set of 277 drugs a RMSE as low as 41.4 °C (r² = 0.66), which is their best result when only using

2D descriptors as input variables. Their model is comparable in RMSE and exceeds the nearest neighbor approach in terms of correlation with the experimental data. They, however, only report values for the prediction of one fixed test set based on a similarly fixed training set, whereas we assessed our model more thoroughly. The process of 25-fold validation using predictions for a random test set based on the remaining molecules gives higher relevance to our reported averages for RMSE and correlation values.

In a direct comparison of the ANN and kNN approaches, even the unoptimized version of the latter presents an improvement of almost 4% in RMSE (47.3 vs 49.3 °C), the genetically optimized version yielding an improvement of 6% (46.2 vs 49.3 °C) for the prediction of data set 1. When we compare our best single run to the only reported single run provided by Karthikeyan et al.,¹² we have an improvement of 9% in RMSE (44.9 vs 49.3 °C) with a slightly lower overall correlation. However, whereas the ANN method is able to interpolate within chemical space to predict drugs, the kNN method is unable to reliably predict drugs only on the basis of knowledge of nondrugs. The increase in accuracy when the nearest neighbors of druglike molecules are chosen from a set of other druglike molecules is as high as 8% for the averages over 25 runs and 30% for the best individual run. ANNs are nonlinear and global; the totality of available training data is used (via the preceding adjustment of weights in the neural net during training) to make predictions. The kNN method, on the other hand, is nonlinear as well, but local instead, simply because only a limited number of neighbors is used. The larger this number, k, the less local the model becomes.

The number of parameters adjusted by the genetic algorithm is small in comparison to that used in ANNs. In the approach used by Karthikeyan et al.,¹² the trained fully connected network⁵³ with the 26−12−1 architecture has 337 parameters.⁵⁴ The optimized version of the kNN model performs better in terms of RMSE with only 146 parameters. Moreover, the unoptimized kNN model already performs as well as the ANN, suggesting that the ANN employed by Karthikeyan et al. may have been overfitted.

Lucic and Trinajstić⁵⁵ showed that MLR models outperformed neural networks in nonlinear problems like, for example, QSAR/QSPR⁵⁶,⁵⁷ and the prediction of chemical

<table>
<thead>
<tr>
<th>NN descriptor</th>
<th>A</th>
<th>G</th>
<th>I</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2D</td>
<td>57.7</td>
<td>0.18</td>
<td>48.9</td>
<td>0.26</td>
</tr>
<tr>
<td>1 3D</td>
<td>59.8</td>
<td>0.16</td>
<td>51.8</td>
<td>0.19</td>
</tr>
<tr>
<td>1 23D</td>
<td>57.1</td>
<td>0.19</td>
<td>48.8</td>
<td>0.26</td>
</tr>
<tr>
<td>5 2D</td>
<td>47.7</td>
<td>0.27</td>
<td>0.25</td>
<td>47.9</td>
</tr>
<tr>
<td>5 3D</td>
<td>51.0</td>
<td>0.19</td>
<td>0.14</td>
<td>51.8</td>
</tr>
<tr>
<td>5 23D</td>
<td>47.7</td>
<td>0.27</td>
<td>0.25</td>
<td>48.8</td>
</tr>
<tr>
<td>10 2D</td>
<td>47.1</td>
<td>0.28</td>
<td>0.27</td>
<td>48.3</td>
</tr>
<tr>
<td>10 3D</td>
<td>49.0</td>
<td>0.22</td>
<td>0.21</td>
<td>50.0</td>
</tr>
<tr>
<td>10 23D</td>
<td>46.9</td>
<td>0.29</td>
<td>0.28</td>
<td>47.8</td>
</tr>
<tr>
<td>15 2D</td>
<td>47.8</td>
<td>0.26</td>
<td>0.25</td>
<td>49.1</td>
</tr>
<tr>
<td>15 3D</td>
<td>49.2</td>
<td>0.21</td>
<td>0.20</td>
<td>50.0</td>
</tr>
<tr>
<td>15 23D</td>
<td>48.0</td>
<td>0.25</td>
<td>0.24</td>
<td>49.0</td>
</tr>
</tbody>
</table>

*Numbers shown are averages over 25 runs where 80 random molecules out of 277 are predicted on the basis of the remaining 197 molecules. RMSE is given in °C. A, arithmetic average; G, geometric average; I, inverse distance weighting; E, exponential distance weighting.*
The more diverse and larger data set 1 covers more area in chemical space than data set 2. The more diverse and larger data set 1 and data set 2. Circles correspond to data set 1, triangles to data set 2. The more diverse and larger data set 1 covers more area in chemical space than data set 2.

Table 6. Results Obtained with Sybyl Atom Counts as Descriptors

<table>
<thead>
<tr>
<th>data set</th>
<th>NN</th>
<th>RMSECV</th>
<th>$r^2$</th>
<th>$q^2$</th>
<th>RMSECV</th>
<th>$r^2$</th>
<th>$q^2$</th>
<th>RMSECV</th>
<th>$r^2$</th>
<th>$q^2$</th>
<th>RMSECV</th>
<th>$r^2$</th>
<th>$q^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>65.1</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>53.6</td>
<td>0.33</td>
<td>0.31</td>
<td>54.8</td>
<td>0.33</td>
<td>0.27</td>
<td>52.9</td>
<td>0.35</td>
<td>0.32</td>
<td>52.9</td>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>53.3</td>
<td>0.33</td>
<td>0.32</td>
<td>55.0</td>
<td>0.33</td>
<td>0.27</td>
<td>52.0</td>
<td>0.36</td>
<td>0.35</td>
<td>51.9</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>53.7</td>
<td>0.32</td>
<td>0.30</td>
<td>55.6</td>
<td>0.31</td>
<td>0.25</td>
<td>52.2</td>
<td>0.36</td>
<td>0.34</td>
<td>51.8</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>62.9</td>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>51.4</td>
<td>0.15</td>
<td>0.08</td>
<td>52.8</td>
<td>0.14</td>
<td>0.03</td>
<td>51.1</td>
<td>0.16</td>
<td>0.09</td>
<td>51.6</td>
<td>0.16</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>50.0</td>
<td>0.17</td>
<td>0.13</td>
<td>51.7</td>
<td>0.17</td>
<td>0.08</td>
<td>49.3</td>
<td>0.19</td>
<td>0.16</td>
<td>49.7</td>
<td>0.18</td>
<td>0.14</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>50.0</td>
<td>0.17</td>
<td>0.13</td>
<td>52.1</td>
<td>0.17</td>
<td>0.06</td>
<td>49.1</td>
<td>0.20</td>
<td>0.16</td>
<td>49.2</td>
<td>0.20</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 7. Results after Optimization by a Genetic Algorithm

<table>
<thead>
<tr>
<th>data set</th>
<th>descirors</th>
<th>RMSECV</th>
<th>$r^2$</th>
<th>$q^2$</th>
<th>% improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2D</td>
<td>46.2</td>
<td>0.49</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>SAC</td>
<td>49.1</td>
<td>0.40</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2D</td>
<td>42.2</td>
<td>0.42</td>
<td>0.40</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>SAC</td>
<td>47.6</td>
<td>0.37</td>
<td>0.37</td>
<td>36</td>
</tr>
</tbody>
</table>

The numbers shown are averages over 25 runs; for data set 1, 1000 random molecules and, for data set 2, 80 random molecules were predicted on the remaining molecules in the respective data sets. RMSE is given in °C. All predictions use 10 nearest neighbors. Sybyl atom counts.

Results shown are averages over 25 runs. Training and test sets are taken from the same data set (3119:1000 for data set 1 and 197:80 for data set 2).

One of the main problems in the area of the prediction of melting points is the systematic failure of all models to accurately estimate compounds that have either low (below approximately 100 °C) or high (above approximately 250 °C) melting points. For illustration, we calculated for a test set of 1000 random molecules from data set 1 the signed RMSE (see the next paragraph for the definition) for intervals of 30 °C over the whole range of experimental melting temperatures (Figure 6). Low-melting compounds are generally predicted to have too-high a melting point, whereas the opposite is the case for high-melting compounds.

It is clear that the nearest neighbors of molecules located near the extremes of the temperature range (14–395 °C) have melting points shifted toward more moderate values. This is partly because there is a lower density of data points near both ends of the scale than in the middle, so that the majority of a given high-melting molecule’s neighbors are likely to have lower melting points, closer to the middle of the overall range. We defined a signed version of the RMSE (eqs 5–7), where $e_i$ is the difference between experimental value $x_i$ and its prediction $y_i$ and sgn is the signum function (i.e., +1 for positive numbers, −1 for negative ones, and 0 otherwise).

$$e_i = x_i - y_i$$  (5)
The signed error for high-melting compounds based on 15 neighbors (Figure 6) is typically positive, implying underprediction of the melting point. Similarly, a given low-melting molecule will have more neighbors with melting points higher than its own, resulting in the negative signed error illustrated in Figure 6. Thus, there is a “reversion to the mean” inherent in the $k$NN approach.

We now consider possible variation in the distance of the nearest neighbors in the chosen descriptor space from one side of the temperature scale to the other. A calculation of the mean distance of the nearest neighbors of all molecules of data set 1 showed an increase with experimental melting temperature (Figure 7). The mean distance of the 15 nearest neighbors of low-melting compounds (6.7 au, arbitrary units) is significantly lower (ca. 25%) than that for high-melting compounds (9.2 au); for midrange compounds, the average distance is 7.7 au. This explains to a certain extent why high-melting compounds are associated with a larger error value. For the low-melting compounds, it implies that the typical distance to the neighbors is very similar to that for midrange ones; we believe that it is the uneven distribution of the neighbors’ melting points (most being higher, i.e., closer to average) that gives rise to the larger overall error.

Furthermore, nearest neighbors in descriptor space may not be near in terms of melting temperature. An analysis of the number of nearest neighbors further away than a specified temperature cutoff is shown in Figure 8. A nearest neighbor (NN) for which the difference (the melting point of a test molecule minus the melting point of a nearest neighbor) is positive is counted as positive; in the case of a negative difference, it is counted as negative. The (absolute) numbers of positive and negative NNs show complementary behavior; as one increases, the other decreases across the range of experimental melting points. With more negative neighbors, the prediction is more likely to be too high, whereas with more positive neighbors, the prediction is likely to be too low.

It can be seen from Figure 8 that nearest neighbors very distant in temperature are more common on the extremities of the analyzed temperature range, notably more so for high-melting compounds. In the middle of the range, there is almost an equal spread of positive and negative NNs. This helps to explain the larger RMSE on both sides of the spectrum, and also the magnitude of their absolute values.
MELTING POINTS BY NEAREST NEIGHBORS


(twice as large for high-melting compounds than for low-melting ones, Figure 6).

A second category of errors stem from the complexity of the liquid phase which results from the melting process. Ouvrard and Mitchell\(^8\) have shown that with very simple models it is possible to predict sublimation energies of molecular crystals from the molecular structure, suggesting that simple QSPR methods can accurately describe properties depending only on the solid and gaseous states. The melting point, notoriously harder to predict,\(^5\) inherently involves not just the solid but also the liquid phase, \(T_m = (H_{\text{liquid}} - H_{\text{solid}}) / (S_{\text{liquid}} - S_{\text{solid}})\). It seems very likely that a significant error results from our insufficient understanding and less satisfactory description of the interactions in the liquid phase.

CONCLUSIONS

We used two chemically distinct groups of molecules (4119 structurally diverse organic molecules and 277 druglike molecules) to build a conceptually simple and reliable method for the prediction of melting points using a nearest neighbor approach. Different methods of combining the information from nearest neighbors have been employed, resulting in valuable insights into the applicability of the “molecular similarity principle” that provides the basis for the \(k\)NN method in the field of property prediction. The method that performs best in calculating a prediction on the basis of the melting temperatures of the nearest neighbors is a weighted average using an exponential weighting scheme. Both classes of models, the initial one and the genetically optimized one, perform better in terms of RMSE when compared to most other published models. With respect to artificial neural networks, an optimized version of the \(k\)NN model has equal or better predictive capability with many fewer parameters. The ability of neural networks to extrapolate from nondrugs to drugs may be due to their larger number of parameters. An analysis of the distribution and properties of the nearest neighbors showed that the \(k\)NN method is prone to a systematic error at the extremes of the range of melting temperatures. This error means that low melting points are typically overestimated and high melting points underestimated. The comparison of models based solely on atom counts with more sophisticated models published earlier shows the need for other descriptors that are able to describe more accurately the interactions in the solid and, especially, in the liquid state.
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