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Abstract—Image stabilization is very important in vision based indoor/outdoor navigation systems. Blurring is one main cause of poor image quality, which can be caused by a movement of the camera at the time of taking the image, a movement of objects in front, atmospheric turbulence or out-of-focus. Out of these factors, camera movement is dominant in navigation systems as the camera is continuously moving. This paper presents the preliminary results of deblurring performed using point spread function (PSF) computed using synchronized inertial sensor data. It uses data of the accelerometer and gyroscope to derive a motion vector calculated from the motion of the smartphone during the image capturing period. This motion vector is applied to the captured image so that the effect of motion is reversed during the deblurring process. This work is a part of an indoor navigation project that aims to assist people with vision impairment. Image processing form a significant part of the proposed system and as such clearly defined edges are essential for path and obstruction identification. Different deblurring methods are compared for their performance in reversing the effect of camera movement. Results indicated that deblurring can be successfully performed using the motion vector and that the resulting images can be used as a readily approach to object and path identification in vision based navigation systems, especially for blind and vision impaired indoor/outdoor navigation. The paper also proposes a novel deblurring algorithm that uses PSF computed for different portions of the image to deblur that portion of the image.
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I. INTRODUCTION

Image blurriness is one of the primary causes of poor image quality in image acquisition and can significantly degrade the structure of sharp images. Atmospheric turbulences, out-of-focus and the motion of a camera or scene would cause the blur. One of the most common reasons for image discarding is camera shaken blur when the light conditions are poor. The camera shake is high in human way finding application as the movement of the body causes shake in the camera. Although faster shutter speeds would reduce the motion blur, it can increase camera noise and availability of high speed cameras in mobile phones and embedded systems is limited.

Real time object detection and path identification using edge detection is a main part of image processing in way finding systems for vision impaired people [1]. Low resolution images are used for this to reduce the complexity and computational demands as way finding systems have to be implemented as an embedded system. The discontinuity of detected edges will increase if the edges are detected with the blurriness of the image. Blind deconvolution can be used to deblur the image when the point spread function (PSF) is unknown and non-blind deconvolution when PSF is known respectively. In most of the conventional image capturing applications, the PSF is unknown and hence the derivation of the solution is more difficult.

However, the embedded inertial sensors available in latest mobile devices enable the estimation of the PSF by sensor fusion. While the 3-axis accelerometer gives the linear motion, the rotary motion is given by the 3-axis gyroscope. The main challenge in using the accelerometer to compute motion is the noise accumulation when performing integration of the accelerometer signal to compute velocity and displacement [2], [3]. However, as the exposure time is short, calibration and noise filtering can be used to minimize the error caused by sensor drift. The resulting motion that causes the motion blur is a result of both linear and rotary motion of the camera.

This paper proposes a novel image deblurring algorithm that can be used to remove motion blur using synchronized inertial sensor data. This presents initial test results of motion deblurring using existing deblurring algorithms and their Peak Signal-to-Noise Ratio (PSNR) of the result of each method. The work discussed in this paper is a part of the design and development of an indoor/outdoor navigation system for vision impaired people. Previous work related to image deblurring with and without using inertial sensor data are discussed in “Related Work” section and the derivation of the PSF from sensor data and preliminary test results are discussed in “Preliminary Results” section. The proposed algorithm is discussed in the “Proposed Deblurring Algorithm” section of this paper.
II. RELATED WORK

Image de-blurring has recently received significant attention and long lasting problem in the image processing and computer vision fields. Image deblurring can be classified into two types, blind and non-blind deconvolution. Deblurring is more difficult and ill-posed problem when the blur kernel is unknown. When the blur kernel is known all practical solutions can be stronger than when prior information about the kernel is unknown. Image deblurring is the combination of point spread function (PSF) and non-blind deconvolution. For further literature in this area, we refer the survey article by Kundar and Hatzinakos [4].

The majority of the approaches carried out in deblurring require a minimum of two images of the same scene. Rav-Acha and Peleg [5] used the information in two motion blurred images, while Yuan et al. [6] use a pair of images, one blurry and one noisy, to facilitate capture in low light conditions. But capturing two images in the same scene is not suitable in the area of way finding due to the real time constraints.

Fergus et al. [7] discuss a method on removing camera shake using a single image. This solution identifies the camera motion using an initial kernel estimation, which requires a region without saturation effects. Shan, Jia and Agarwala [8] propose a method using a unified probabilistic model of both blur kernel estimation and de-blurred image restoration. Both these methods require complex computational processing which is not suitable for devices with limited processor and memory resources.

Many devices, such as modern smart phones have in-built inertial sensors: gyroscopes and accelerometers. The use of inertial measurement unit (IMU) data to calculate the camera motion may be simpler than the above methods and some of the research already carried out in this area [9]-[13]. Hyeoungho, Fowlkes, and Chou [9] proposed a deblurring method using an integrated depth sensor and IMU sensor with the camera. The joint analysis of these three types of data is used for the better recovery of the real camera motion during the exposure time. This method requires MATLAB® scripts to run on a laptop to control the depth sensor and it cannot be applicable in the area of way finding. Horstmeyer [10], Feng and Tian [11] and Joshi et al. [12] discuss deblurring methods using the accelerometer and gyroscopic sensor data and have used DSLR camera, which is more expensive, and a set of sensors, and used an offline computer for image deblurring process.

Sanketi and Coughlan [13] describe methods of anti-blur feedback for visually impaired users of Smartphone camera using the IMU sensor data. This feedback is primarily used for the camera stabilization and this is also another use of synchronized IMU data, which is useful in the area of image acquisition. Also similar to our work is that of Sindelář and Šroubek [14], who use a smart phone with gyroscope to remove the camera shaken blur. In our work we are using gyroscope and accelerometer to measure the motion blur because there can be linear motion as well as rotation.

Our research is work based on way finding for vision-impaired people. The expected frame rate is in the order of 3-5 frames/sec as the targeted walking speeds are in the order 120 steps/min for normal gait [15]. It is expected that captured images will be of poor quality due to lighting conditions, blur and shadows. Image deblurring is the most important role in this research project due to the fact that edge detection techniques are to be used to detect paths, stairs ways, movable and immovable objects.

III. PRELIMINARY RESULTS

A. Camera Motion Blur

In general photo shooting scenarios, the user tries to keep the camera as steady as possible. In this case the motion blur is minimal and most of deblurring techniques are targeting this kind of motion blur. However, in wayfinding applications, there is no control on the movement of the camera, and the result is a heavy motion blur. Therefore, knowing the camera motion is important so that it can be given as an input to the deblurring algorithm.

B. Estimation of PSF

The blurriness of an image may cause due to linear and angular movements of the camera with respect to the scene. The motion is computed in the plane of the scene for the estimation of the PSF. Fig. 1 shows the coordinate frame used for this computation and the definition of each parameter is given in Table 1.

![Illustration of the scene with respect to the camera](image)

**TABLE I. MOTION PARAMETERS OF THE CAMERA AND THE FRAME**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_x, A_y, A_z$</td>
<td>Linear acceleration of camera along x, y and z axis</td>
</tr>
<tr>
<td>$V_x, V_y, V_z$</td>
<td>Linear velocity of camera along x, y and z axis</td>
</tr>
<tr>
<td>$\omega_x, \omega_y, \omega_z$</td>
<td>Angular velocity of camera along x, y and z axis</td>
</tr>
<tr>
<td>$V_{x_0, y_0, z_0}$</td>
<td>Linear velocity of frame w.r.t. camera along x, y and z axis</td>
</tr>
</tbody>
</table>
The velocity of the picture frame is given by (1). These velocity components have to be integrated in the time domain to obtain the linear displacement of a particular point in each of the three directions. This linear displacement is then converted to the pixel displacement using the parameters of the image and the camera. This is then converted to the PSF.

\[
v_x = -V_x + l \omega_y + a \omega_z \\
v_y = -V_y - l \omega_x - b \omega_z \\
v_z = -V_z - a \omega_x + b \omega_z
\]  

(1)

C. Experimental Results

Fig. 2 shows a sample blurry image with the synchronized inertial sensor data for the period of the image exposure. The image and the sensor data were captured using a Sony Xperia TX smartphone with an application written on Android. The exposure time for this image is 1/16 s.

Fig. 3 shows the PSF computed for the center of the image using the inertial sensor data for the blurry image (center) and the deblurred image using Weiner filter. In addition to the Weiner filter, the original image was deblurred using Blind Deconvolution, Lucy–Richardson method and Regularized filter for comparing the quality of the output. The method proposed by Mittal, Soundararajan and Bovik [16] was used to measure the quality of the original image and each output which are shown in Table 2. The quality score indicated that the Regularized filter gives the best quality.

With that finding, the next step was to perform the deblurring to a part of the image using the PSF for the center of that part. The image was divided to four quarters and the PSF was estimated for the center of each part and each part was deblurred independently. The quality score, having a value of 18.0008, indicated that the quality is better when deblurring was performed part by part. The best quality score for a part of an image was 17.9256. Fig. 4 shows the original image, output of the Regularized filter using the PSF computed for the center of the image and the output of Regularized filter when deblurring was performed for parts of the image with the PSF computed for the center of each part.

<table>
<thead>
<tr>
<th>TABLE II. QUALITY OF THE ORIGINAL AND PROCESSED IMAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>Original</td>
</tr>
<tr>
<td>Weiner filter</td>
</tr>
<tr>
<td>Lucy–Richardson method</td>
</tr>
<tr>
<td>Regularized filter</td>
</tr>
</tbody>
</table>
IV. PROPOSED DEBLURRING ALGORITHM

The above results indicate that none of the existing techniques can deblur the image to achieve a perfect image, especially for motion blur caused by larger movements of the camera, which is usually observed in wayfinding applications.

The proposed algorithm is based on Richardson-Lucy algorithm for image deblurring. We added a new energy preserving of edges term $E_{\text{edge}}$, which is equilibrium on a blurry energy edge function, to the energy (2).

$$I^* = \arg\min_I E(I)$$

(2)

where $E(I)$ is the energy of the image. We define $E_{\text{edge}}$ as

$$E_{\text{edge}} = -|G_x \ast \nabla^2 I|^2$$

(3)

and then the new energy function is given by

$$I^* = \arg\min_I (E(I) + \beta E_{\text{edge}})$$

(4)

where $\beta$ is a constant factor. By minimizing (4), the modified Richardson-Lucy algorithm can be expressed as in (5).

$$I_{t+1}^{\text{deblurred}} = \frac{I_t}{1 + \beta E(I_t)^{\text{edge}}} \left[ K^* \otimes \frac{B}{I_t \otimes K} \right]$$

(5)

where $K^*$ is adjoint of $K$ (the PSF) and $t$ is time step.

The proposed algorithm is shown in Fig. 5.

V. CONCLUSION AND FUTURE WORK

The preliminary results indicated that the synchronized IMU data can be effectively used for deblurring of heavily blurred images due to heavy camera motion. Further, it was observed that the output quality is better when deblurring is performed to parts of the image using the PSF computed for the particular part of the image. Hence, the proposed algorithm considers the image part by part using the corresponding PSF.

The authors are working on implementing the algorithm considering different type of sectorising of the image. Further, depending on the results, optimizing the algorithm will be considered to reduce the processing time as our target is to implement this in embedded platform.
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