NUMERICAL ANALYSIS OF A SECOND-ORDER PURE LAGRANGE-GALERKIN METHOD FOR CONVECTION-DIFFUSION PROBLEMS. PART I: TIME DISCRETIZATION
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Abstract. We propose and analyze a second order pure Lagrangian method for variable coefficient convection-(possibly degenerate) diffusion equations with mixed Dirichlet-Robin boundary conditions. First, the method is rigorously introduced for exact and approximate characteristics. Next, $l^\infty(H^1)$ stability is proved and $l^\infty(H^1)$ error estimates of order $O(\Delta t^2)$ are obtained. Moreover, $l^\infty(L^2)$ stability and $l^\infty(L^2)$ error estimates of order $O(\Delta t^2)$ with constants bounded in the hyperbolic limit are shown. For the particular case of Dirichlet boundary conditions, diffusion tensor $A = \epsilon I$ and right-hand side $f = 0$, the $l^\infty(H^1)$ stability estimate is independent of $\epsilon$. In a second part of this work, the pure Lagrangian scheme will be combined with Galerkin discretization using finite elements spaces and numerical examples will be presented.
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1. Introduction. The main goal of the present paper is to introduce and analyze a second order pure Lagrangian method for the numerical solution of convection-diffusion problems with possibly degenerate diffusion. Computing the solutions of these problems, especially in the convection dominated case, is an important and challenging problem that requires development of reliable and accurate numerical methods.

Linear convection-diffusion equations model a variety of important problems from different fields of engineering and applied sciences, such as thermodynamics, fluid mechanics, and finance (see for instance [20]). In many cases the diffusive term is much smaller than the convective one, giving rise to the so-called convection dominated problems (see [17]). Furthermore, in some cases the diffusive term becomes degenerate, as in some financial models (see, for instance, [26]).

This paper concerns the numerical solution of convection-diffusion problems with degenerate diffusion. For this kind of problems, methods of characteristics for time discretization are extensively used (see the review paper [17]). These methods are based on time discretization of the material time derivative and were introduced in the beginning of the eighties of the last century combined with finite-differences or finite elements for space discretization. When these methods are applied to the formulation of the problem in Lagrangian coordinates (respectively, Eulerian coordinates) they are called pure Lagrangian methods (respectively, semi-Lagrangian methods). The characteristics method has been mathematically analyzed and applied to different problems by several authors, primarily the semi-Lagrangian methods. In particular, the (classical) semi-Lagrangian method is first order accurate in time. It has been applied to time dependent convection-diffusion equations combined with fi-
nite elements ([16], [21]), finite differences ([16]), etc. Its adaptation to steady state convection-diffusion equations has been developed in [8] and, more recently, the combination of the classical first order scheme with discontinuous Galerkin methods has been used to solve first-order hyperbolic equations in [3], [2] and [4]. Higher order characteristics methods can be obtained by using higher order schemes for the discretization of the material time derivative. In [22] multistep Lagrange-Galerkin methods for convection-diffusion problems are analyzed. In [11] and [12] multistep methods for approximating the material time derivative, combined with either mixed finite element or spectral methods, are studied to solve incompressible Navier-Stokes equations. Stability is proved and optimal error estimates for the fully discretized problem are obtained. In [25] a second order characteristics method for solving constant coefficient convection-diffusion equations with Dirichlet boundary conditions is studied. The Crank-Nicholson discretization has been used to approximate the material time derivative. For a divergence-free velocity field vanishing on the boundary and a smooth enough solution, stability and error estimates are stated (see also [9] and [10] for further analysis). In [15] semi-Lagrangian and pure Lagrangian methods are proposed and analyzed for convection-diffusion equation. Error estimates for a Galerkin discretization of a pure Lagrangian formulation and for a discontinuous Galerkin discretization of a semi-Lagrangian formulation are obtained. The estimates are written in terms of the projections constructed in [13] and [14].

In the present paper, a pure Lagrangian formulation is used for a more general problem. Specifically, we consider a (possibly degenerate) variable coefficient dissipative term instead of the simpler Laplacian, general mixed Dirichlet-Robin boundary conditions and a time dependent domain. Moreover, we analyze a scheme with approximate characteristic curves.

The mathematical formalism of continuum mechanics (see for instance [18]) is used to introduce the schemes and to analyze the error. In most cases the exact characteristics curves cannot be determined analytically, so our analysis include, as a novelty with respect to [15], the case where the characteristics curves are approximated using a second order Runge-Kutta scheme. A proof of $L^\infty(L^2)$ stability inequality is developed which can be appropriately used to obtain $L^\infty(L^2)$ error estimates of order $O(\Delta t^2)$ between the solutions of the time semi-discretized problem and the continuous one; these estimates are uniform in the hyperbolic limit. More precisely, let $\phi_{m} = \{\phi_m^n\}_{n=0}^{N}$ and $\phi_{m,\Delta t} = \{\phi_{m,\Delta t}^n\}_{n=0}^{N}$ denote, respectively, the exact solution of the continuous problem in Lagrangian coordinates (see §3), and the discrete solution of the pure Lagrangian method proposed and analyzed in this paper (see §4). We prove (Corollary 4.12 and Theorem 4.27) the following inequalities:

\[
\|\phi_{m,\Delta t}\|_{L^\infty(L^2(\Omega))} + \sqrt{\frac{\Lambda}{4}} \left( \|BS[\nabla \phi_{m,\Delta t}]\|_{L^2(\Omega)} + \|S[\phi_{m,\Delta t}]\|_{L^2(\Gamma^n)} \right) \leq J_1 \left( \|\phi_{m,\Delta t}\|_{\Omega} + \left\| f \circ X_{RK} \right\|_{L^2(\Omega)} + \left\| g \circ X_{RK} \right\|_{L^2(\Gamma^n)} \right),
\]

and

\[
\|\phi_{m} - \phi_{m,\Delta t}\|_{L^\infty(L^2(\Omega))} + \sqrt{\frac{\Lambda}{4}} \left( \|BS[\nabla \phi_{m} - \nabla \phi_{m,\Delta t}]\|_{L^2(\Omega)} + \|S[\phi_{m} - \phi_{m,\Delta t}]\|_{L^2(\Gamma^n)} \right) \leq J_2 \Delta t^2 \left( \|\phi_{m}\|_{C^2(L^2(\Omega))} + \|\nabla \phi_{m}\|_{C^2(L^2(\Omega))} + \|\nabla \phi_{m} \cdot \mathbf{m}\|_{C^2(L^2(\Gamma^n))} + \|\phi_{m}\|_{C^2(L^2(\Gamma^n))} \right)
\]
where $\Psi_m := \Psi \circ X_e$ for a spatial field $\Psi$, being $X_e$ the motion, $B$ is the matrix $B = \left( I_{n_1} \Theta \Theta \right)$, where $I_{n_1}$ is the $n_1 \times n_1$ identity matrix, $\mathcal{S}[\psi] := \{ \psi^{n+1} + \psi^n \}_{n=0}^{N-1}$ for a sequence $\hat{\psi} = \{ \psi \}_{n=0}^N$ and $X_{RK} = \{ X_{RK}^n \}_{n=0}^N$ is a second order Runge-Kutta approximation of $X_e$. The diffusion tensor has the form $A = \left( A_{n_1} \Theta \Theta \Theta \Theta \right)$ and $A$ is a uniform lower bound for the eigenvalues of $A_{n_1}$. Here, $J_1$ does not depend on the diffusion tensor and $J_2$ is bounded in the hyperbolic limit. Moreover, for the particular case of Dirichlet boundary conditions, diffusion tensor $A = \epsilon B$ and right-hand side $f = 0$, the $l^\infty(H^1)$ stability estimate is independent of $\epsilon$ (see Remark 4.9).

Similar stability and error estimates of order $O(\Delta t^2)$ are proved in the $l^\infty(H^1)$ norm. In particular, we prove (Corollary 4.16 and Theorem 4.28) the inequalities,

$$\| \mathcal{R}_\Delta [\phi_{m,\Delta t}] \|_{L^2(\Omega)} + \sqrt{\frac{1}{2}} \| B \nabla \phi_{m,\Delta t} \|_{L^2(\Omega)} + \| \phi_{m,\Delta t} \|_{L^2(\Gamma_R)} + \| f \circ X_{RK} \|_{L^2(\Omega)} + \| \mathcal{R}_\Delta [g \circ X_{RK}] \|_{L^2(\Gamma_R)}),$$

and

$$\| \mathcal{R}_\Delta [\phi_m - \phi_{m,\Delta t}] \|_{L^2(\Omega)} + \sqrt{\frac{1}{2}} \| B (\nabla \phi_m - \nabla \phi_{m,\Delta t}) \|_{L^2(\Omega)} + \| \phi_m \|_{C^3(L^2(\Omega))} + \| \phi_m \|_{C^2(L^2(\Gamma_R))} + \| f_m \|_{C^2(L^2(\Omega))} + \| g_m \|_{C^2(T^4)} + \| g \|_{C^2(T^4)}),$$

where $\mathcal{R}_\Delta [\psi] := \{ \psi^{n+1} - \psi^n \}_{n=0}^{N-1}$ for a sequence $\hat{\psi} = \{ \psi \}_{n=0}^N$. Here, $J_3$ and $J_4$ depend on the diffusion tensor; however for the particular case of diffusion tensor of the form $A = \epsilon B$, $J_3$ does not depend on it and $J_4$ is bounded in the hyperbolic limit.

To prove these estimates we assume that the exact solution and data of the problem are smooth, and $\Delta t$ is sufficiently small.

The paper is organized as follows. In Section 2 the convection-diffusion Cauchy problem is stated in a time dependent bounded domain and notations concerning motions and functional spaces are introduced. In Section 3, the strong formulation of the convection-diffusion Cauchy problem is written in Lagrangian coordinates and the standard associated weak problem is obtained. In Section 4, a second order time discretization scheme is proposed for both exact and second order approximate characteristics. Next, under suitable hypotheses on the data, the $l^\infty(L^2)$ and $l^\infty(H^1)$ stability results are proved for small enough time step. Finally, assuming greater regularity on the data, $l^\infty(L^2)$ and $l^\infty(H^1)$ error estimates of order $O(\Delta t^2)$ for the solution of the time discretized problem are derived. In a second part of this work (see [7]), a fully discretized pure Lagrange-Galerkin scheme by using finite elements in space will be analyzed and numerical results will be presented.
2. Statement of the problem and functional spaces. Let $\Omega$ be a bounded domain in $\mathbb{R}^d$ ($d = 2, 3$) with Lipschitz boundary $\Gamma$ divided into two parts: $\Gamma = \Gamma^D \cup \Gamma^R$, with $\Gamma^D \cap \Gamma^R = \emptyset$. Let $T$ be a positive constant and $X_e : \overline{\Omega} \times [0, T] \rightarrow \mathbb{R}^d$ be a motion in the sense of Gurtin [18]. In particular, $X_e \in C^3(\overline{\Omega} \times [0, T])$ and for each fixed $t \in [0, T]$, $X_e(\cdot, t)$ is a one-to-one function satisfying

\begin{equation}
\text{det } F(p, t) > 0 \quad \forall p \in \overline{\Omega},
\end{equation}

being $F(\cdot, t)$ the Jacobian matrix of the deformation $X_e(\cdot, t)$. We call $\Omega_t = X_e(\Omega, t)$, $\Gamma_t = X_e(\Gamma, t)$, $\Gamma_t^D = X_e(\Gamma_t^D, t)$ and $\Gamma_t^R = X_e(\Gamma_t^R, t)$, for $t \in [0, T]$. We assume that $\Omega_0 = \Omega$. Let us introduce the trajectory of the motion $T := \{(x, t) : x \in \overline{\Omega}_t, \ t \in [0, T]\}$,

\begin{equation}
\mathcal{O} := \bigcup_{t \in [0, T]} \overline{\Omega}_t.
\end{equation}

For each $t$, $X_e(\cdot, t)$ is a one-to-one mapping from $\overline{\Omega}$ onto $\overline{\Omega}_t$; hence it has an inverse

\begin{equation}
P(\cdot, t) : \overline{\Omega}_t \rightarrow \overline{\Omega},
\end{equation}

such that

\begin{equation}
X_e(P(x, t), t) = x, \quad P(X_e(p, t), t) = p \quad \forall (x, t) \in T \ \forall (p, t) \in \overline{\Omega} \times [0, T].
\end{equation}

The mapping $P : T \rightarrow \overline{\Omega}$

so defined is called the reference map of motion $X_e$ and $P \in C^3(T)$ (see [18] pp. 65 – 66). Let us recall that the spatial description of the velocity $\mathbf{v} : T \rightarrow \mathbb{R}^d$ is defined by

\begin{equation}
\mathbf{v}(x, t) := \dot{X}_e(P(x, t), t) \quad \forall (x, t) \in T.
\end{equation}

We denote by $L$ the gradient of $\mathbf{v}$ with respect to the space variables.

Let us consider the following initial-boundary value problem.

\textbf{(SP) STRONG PROBLEM.} Find a function $\phi : T \rightarrow \mathbb{R}$ such that

\begin{equation}
\rho(x) \frac{\partial \phi}{\partial t}(x, t) + \rho(x) \mathbf{v}(x, t) \cdot \text{grad } \phi(x, t) - \text{div } (A(x) \text{grad } \phi(x, t)) = f(x, t),
\end{equation}

for $x \in \Omega_t$ and $t \in (0, T)$, subject to the boundary conditions

\begin{equation}
\phi(\cdot, t) = \phi^D(\cdot, t) \text{ on } \Gamma_t^D,
\end{equation}

\begin{equation}
\alpha \phi(\cdot, t) + A(\cdot) \text{grad } \phi(\cdot, t) \cdot \mathbf{n}(\cdot, t) = g(\cdot, t) \text{ on } \Gamma_t^R,
\end{equation}

for $t \in (0, T)$, and the initial condition

\begin{equation}
\phi(x, 0) = \phi^0(x) \text{ in } \Omega.
\end{equation}
In the above equations, \(A : \mathcal{O} \rightarrow \text{Sym}\) denotes the diffusion tensor field, where \(\text{Sym}\) is the space of symmetric tensors in the \(d\)-dimensional space, \(\rho : \mathcal{O} \rightarrow \mathbb{R}, f : \mathcal{T} \rightarrow \mathbb{R}, \phi^D : \Omega \rightarrow \mathbb{R}, \phi_D(\cdot, t) : \Gamma^D_t \rightarrow \mathbb{R}\) and \(g(\cdot, t) : \Gamma^R_t \rightarrow \mathbb{R}, t \in (0, T),\) are given scalar functions, and \(\mathbf{n}(\cdot, t)\) is the outward unit normal vector to \(\Gamma_t.\)

In the following \(\mathcal{A}\) denotes a bounded domain in \(\mathbb{R}^d.\) Let us introduce the Lebesgue spaces \(L^r(\mathcal{A})\) and the Sobolev spaces \(W^{m,r}(\mathcal{A})\) with the usual norms \(\| \cdot \|_{r,\mathcal{A}}\) and \(\| \cdot \|_{m,r,\mathcal{A}},\) respectively, for \(r = 1, 2, \ldots, \infty\) and \(m\) an integer. For the particular case \(r = 2,\) we endow space \(L^2(\mathcal{A})\) with the usual inner product \(\langle \cdot, \cdot \rangle_{\mathcal{A}},\) which induces a norm to be denoted by \(\| \cdot \|_{\mathcal{A}}\) (see [18] for details). Moreover, we denote by \(H^1_{\Gamma,D}(\Omega)\) the closed subspace of \(H^1(\Omega)\) defined by

\[
H^1_{\Gamma,D}(\Omega) := \{ \varphi \in H^1(\Omega), \varphi|_{\Gamma_D} \equiv 0 \}.
\]

For a Banach function space \(X\) and an integer \(m,\) space \(C^m([0, T], X)\) will be abbreviated as \(C^m(X)\) and endowed with norm

\[
\| \varphi \|_{C^m(X)} := \max_{t \in [0, T]} \left\{ \max_{j=0, \ldots, m} \| \varphi^{(j)}(t) \|_X \right\}.
\]

In the above definitions, \(\varphi^{(j)}\) denotes the \(j\)-th derivative of \(\varphi\) with respect to time.

Finally, vector-valued function spaces will be distinguished by bold fonts, namely \(\mathbf{L}^r(\mathcal{A}), \mathbf{W}^{m,r}(\mathcal{A})\) and \(\mathbf{H}^m(\mathcal{A}),\) and tensor-valued function spaces will be denoted by \(\mathbb{L}^r(\mathcal{A}), \mathbb{W}^{m,r}(\mathcal{A})\) and \(\mathbb{H}^m(\mathcal{A}).\) For the particular case \(m = 1\) and \(r = \infty,\) we consider the vector-valued space \(\mathbf{W}^{1,\infty}(\mathcal{A})\) equipped with the following equivalent norm to the usual one

\[
\| w \|_{1,\infty, \mathcal{A}} := \max \{ \| w \|_{\infty, \mathcal{A}}, \| \text{div } w \|_{\infty, \mathcal{A}}, \| \nabla w \|_{\infty, \mathcal{A}} \},
\]

being

\[
\| \nabla w \|_{\infty, \mathcal{A}} := \text{ess sup}_{x \in \mathcal{A}} \| \nabla w(x) \|_2,
\]

where \(\| \cdot \|_2\) denotes the tensor norm subordinate to the euclidean norm in \(\mathbb{R}^d.\)

Remark 2.1. For the sake of clarity in the notation, in expressions involving gradients and time derivatives we use the following notation (see, for instance, [18]):

1. We denote by \(p\) the material points in \(\Omega,\) and by \(x\) the spatial points in \(\Omega_t\) with \(t > 0.\)
2. A material field is a mapping with domain \(\Omega \times [0, T]\) and a spatial field is a mapping with domain \(\mathcal{T}.\)
3. We define the material description \(\Psi_m\) of a spatial field \(\Psi\) by

\[
\Psi_m(p, t) = \Psi(X_e(p, t), t).
\]

Similar definition is used for functions, \(\Psi,\) defined in a subset of \(\mathcal{T}\) or of \(\mathcal{O}.\)

4. If \(\varphi\) is a smooth material field, we denote by \(\nabla \varphi\) (respectively, by \(\text{Div } \varphi\)) the gradient (respectively, the divergence) with respect to the first argument, and by \(\psi\) the partial derivative with respect to the second argument (time).
5. If \(\psi\) is a smooth spatial field, we denote by \(\text{grad } \psi\) (respectively, \(\text{div } \psi\)) the gradient (respectively, the divergence) with respect to the first argument, and by \(\psi'\) the partial derivative with respect to the second argument (time).
3. Weak formulation. We are going to develop some formal computations in order to write a weak formulation of problem (SP) in Lagrangian coordinates $p$. First, by using the chain rule, we have

(3.1) \[ \dot{\phi}_m(p, t) = \phi'(X_e(p, t), t) + \text{grad } \phi(X_e(p, t), t) \cdot \mathbf{v}(X_e(p, t), t). \]

Next, by evaluating equation (2.7) at point $x = X_e(p, t)$ and then using (3.1), we obtain

(3.2) \[ \rho_m(p, t)\dot{\phi}_m(p, t) - [\text{div } (A \text{grad } \phi)]_m(p, t) = f_m(p, t), \]

for $(p, t) \in \Omega \times (0, T)$. Note that in (3.2) there are derivatives with respect to the Eulerian variable $x$. In order to obtain a strong formulation of problem (SP) in Lagrangian coordinates we introduce the change of variable $x = X_e(p, t)$. By using the chain rule we get (see [6])

\[ [\text{div } (A \text{grad } \phi)]_m = \text{Div } [F^{-1}A_mF^{-T}\nabla \phi_m \det F] \frac{1}{\det F}. \]

Then, $\phi_m$ satisfies

(3.3) \[ \rho_m\phi_m \det F - \text{Div } [F^{-1}A_mF^{-T}\nabla \phi_m \det F] = f_m \det F. \]

Throughout this article, we use the notation

\[ \tilde{A}_m(p, t) := F^{-1}(p, t)A_m(p, t)F^{-T}(p, t) \det F(p, t) \quad \forall (p, t) \in \overline{\Omega} \times [0, T], \]

\[ \tilde{m}(p, t) := |F^{-T}(p, t)m(p)| \det F(p, t) \quad \forall (p, t) \in \Gamma \times [0, T], \]

where $m$ is the outward unit normal vector to $\Gamma$. By using the chain rule and noting that

\[ n(X_e(p, t), t) = \frac{F^{-T}(p, t)m(p)}{|F^{-T}(p, t)m(p)|} \quad (p, t) \in \Gamma \times (0, T), \]

we get

\[ A(x) \text{grad } \phi(x, t) \cdot n(x, t) = F^{-1}(p, t)A_m(p, t)F^{-T}(p, t)\nabla \phi_m(p, t) \cdot \frac{m(p)}{|F^{-T}(p, t)m(p)|}, \]

for $(p, t) \in \Gamma \times (0, T)$ and $x = X_e(p, t)$. Thus, from (2.8)-(2.10) and (3.3), we deduce the following pure Lagrangian formulation of the initial-boundary value problem (SP):

\[ \text{(LSP) LAGRANGIAN STRONG PROBLEM} \quad \text{Find a function } \phi_m : \overline{\Omega} \times [0, T] \to \mathbb{R} \text{ such that} \]

(3.4) \[ \rho_m(p, t)\phi_m(p, t) \det F(p, t) - \text{Div } \left[ \tilde{A}_m(p, t)\nabla \phi_m(p, t) \right] = f_m(p, t) \det F(p, t), \]

for $(p, t) \in \Omega \times (0, T)$, subject to the boundary conditions

(3.5) \[ \phi_m(p, t) = \phi_D(X_e(p, t), t) \text{ on } \Gamma^D \times (0, T), \]

\[ \alpha \tilde{m}(p, t)\phi_m(p, t) + \tilde{A}_m(p, t)\nabla \phi_m(p, t) \cdot m(p) = \tilde{m}(p, t)g(X_e(p, t), t) \text{ on } \Gamma^R \times (0, T), \]

(3.6)
and the initial condition
\begin{equation}
\phi_m(p, 0) = \phi^0(p) \text{ in } \Omega.
\end{equation}

We consider the standard weak formulation associated with this pure Lagrangian strong problem:
\begin{equation}
\int_\Omega \rho_m(p, t) \dot{\psi}_m(p, t) \psi(p) \, dp + \int_\Omega \tilde{A}_m(p, t) \nabla \phi_m(p, t) \cdot \nabla \psi(p) \, dp \\
+ \alpha \int_{\Gamma_R} \tilde{m}(p, t) \phi_m(p, t) \psi(p) \, dA_p = \int_\Omega f_m(p, t) \psi(p) \, dp \\
+ \int_{\Gamma_R} \tilde{m}(p, t) g_m(p, t) \psi(p) \, dA_p,
\end{equation}
\(\forall \psi \in H^1_D(\Omega)\) and \(t \in (0, T)\). These are formal computations, i.e., we have assumed appropriate regularity on the involved data and solution.

4. Time discretization. In this section we introduce a second order scheme for time semi-discretization of (3.8). We consider the general case where the diffusion tensor depends on the space variable and can degenerate, and the velocity field is not divergence-free. Moreover, mixed Dirichlet-Robin boundary conditions are also allowed instead of merely Dirichlet ones.

In the first part, we propose a time semi-discretization of (3.8) assuming that the characteristic curves are exactly computed. Next, we propose a second-order Runge-Kutta scheme to approximate them and obtain some properties. Finally, stability and error estimates are rigorously stated.

4.1. Second order semidiscretized scheme with exact characteristic curves.

We introduce the number of time steps, \(N\), the time step \(\Delta t = T/N\), and the meshpoints \(t_n = n\Delta t\) for \(n = 0, 1/2, 1, \ldots, N\). Throughout this work, we use the notation \(\psi^n(y) := \psi(y, t_n)\) for a function \(\psi(y, t)\).

The semi-discretization scheme we are going to study is a Crank-Nicholson-like scheme. It arises from approximating the material time derivative at \(t = t_{n+\frac{1}{2}}\), for \(0 \leq n \leq N-1\), by a centered formula and using a second order interpolation formula involving values at \(t = t_n\) and \(t = t_{n+1}\) to approximate the rest of the terms at the same time \(t = t_{n+\frac{1}{2}}\). Thus, from (3.8), we have
\begin{align}
\frac{1}{2} \int_\Omega &\left( \rho_m^{n+1}(p) \det F^{n+1}(p) + \rho_m^n(p) \det F^n(p) \right) \phi_m^{n+1, \Delta t}(p) - \phi_m^n(p, \Delta t) \frac{p}{\Delta t} \psi(p) \, dp \\
+ &\frac{1}{4} \int_\Omega \left( \tilde{A}_m^{n+1}(p) + \tilde{A}_m^n(p) \right) \nabla \phi_m^{n+1, \Delta t}(p) + \nabla \phi_m^n(p, \Delta t) \cdot \nabla \psi(p) \, dp \\
\frac{\alpha}{4} &\int_{\Gamma_R} \left( \tilde{m}^{n+1}(p) + \tilde{m}^n(p) \right) \left( \phi_m^{n+1, \Delta t}(p) + \phi_m^n(p, \Delta t) \right) \psi(p) \, dA_p \\
= &\frac{1}{2} \int_\Omega \left( \det F^{n+1}(p) f_m^{n+1}(p) + \det F^n(p) f_m^n(p) \right) \psi(p) \, dp \\
+ &\frac{1}{2} \int_{\Gamma_R} \left( \tilde{m}^{n+1}(p) g_m^{n+1}(p) + \tilde{m}^n(p) g_m^n(p) \right) \psi(p) \, dA_p.
\end{align}

Remark 4.1. In Section 4.4 we will prove that the approximations involved in scheme (4.1) are \(O(\Delta t^2)\) at point \((p, t_{n+\frac{1}{2}})\). Moreover, this order does not change if we replace the exact characteristic curves and gradients \(F\) by accurate enough approximations.
4.2. Second order semidiscretized scheme with approximate characteristic curves. In most cases, the analytical expression for motion $X_e$ is unknown; instead, we know the velocity field $v$. Let us assume that $X_e(p,0) = p \forall p \in \Omega$. Then, the motion $X_e$, assuming it exists, is the solution to the initial-value problem

$$\dot{X}_e(p,t) = v_m(p,t) \quad X_e(p,0) = p. \quad (4.2)$$

Since the characteristics $X_e(p,t_n)$ cannot be exactly tracked in general, we propose the following second order Runge-Kutta scheme to approximate $X^n_e$, $n \in \{0, \ldots, N\}$.

For $n = 0$:

$$X^0_{RK}(p) := p \quad \forall p \in \Omega, \quad (4.3)$$

and for $0 \leq n \leq N - 1$ we define by recurrence,

$$X^{n+1}_{RK}(p) := X^n_{RK}(p) + \Delta t v^{n+\frac{1}{2}}(Y^n(p)) \quad \forall p \in \Omega, \quad (4.4)$$

being

$$Y^n(p) := X^n_{RK}(p) + \frac{\Delta t}{2} v^n(X^n_{RK}(p)). \quad (4.5)$$

A similar notation to the one in §2 is used for the Jacobian tensor of $X^n_{RK}$, namely,

$$F^n_{RK}(p) = I, \quad (4.6)$$

and for $0 \leq n \leq N - 1$,

$$F^{n+1}_{RK}(p) = F^n_{RK}(p) + \Delta t L^{n+\frac{1}{2}}(Y^n(p)) \left( I + \frac{\Delta t}{2} L^n(X^n_{RK}(p)) \right) F^n_{RK}(p). \quad (4.7)$$

Now, we state some lemmas concerning properties of the approximate characteristics $X^n_{RK}$. For this purpose, we require the time step to be upper bounded and the following assumption:

**Hypothesis 1.** There exists a parameter $\delta > 0$, such that the velocity field $v$ is defined in

$$T^\delta := \bigcup_{t \in [0,T]} \Omega_t^\delta \times \{t\}, \quad (4.8)$$

being

$$\Omega_t^\delta := \bigcup_{x \in \Omega_t} B(x,\delta). \quad (4.9)$$

Moreover $v \in C^1(T^\delta)$.

**Lemma 4.1.** Under Hypothesis 1, there exists a parameter $\eta > 0$ such that if $\Delta t < \eta$ then $X^n_{RK}(p)$ is defined $\forall p \in \Omega$ and $\forall n \in \{0, \ldots, N\}$, and the following inclusion holds

$$X^n_{RK}(\Omega) \subset \Omega^n_t, \quad (4.10)$$
Proof. The result can be easily proved by applying Taylor expansion to $X_e$ in the time variable and using the regularity of $v$. □

Lemma 4.2. Under Hypothesis 1, if $\Delta t < \eta$ then

$$
\|F_{\text{RK}}^n\|_{\infty, \Omega} \leq e^{T\|L\|_{\infty, \tau^s + C\Delta t}} \quad \forall \ n \in \{0,\ldots,N\}.
$$

Here constant $C$ depends on $v$.

Proof. Inequality (4.10) follows by applying norms to (4.7), using the initial condition (4.6) and applying the discrete Gronwall inequality. □

Lemma 4.3. Under Hypothesis 1 if $\Delta t < \min\{\eta, 1/(2\|L\|_{\infty, \tau^s})\}$, then

$$
\left(\|F_{\text{RK}}^n\|_{\infty, \Omega} - e^{T\|L\|_{\infty, \tau^s + C\Delta t}}\right) \leq e^{T\|L\|_{\infty, \tau^s + C\Delta t}} \quad \forall \ n \in \{0,\ldots,N\}
$$

and

$$
\left(\|F_{\text{RK}}^n\|_{\infty, \Omega} - e^{T\|L\|_{\infty, \tau^s + C\Delta t}}\right) \leq e^{T\|L\|_{\infty, \tau^s + C\Delta t}} \quad \forall \ n \in \{0,\ldots,N\}
$$

being the term $O(\Delta t^2)$ depending on $v$ and $p \in \Omega$, and $0 \leq n \leq N - 1$.

Proof. Firstly, we can write

$$
F_{\text{RK}}^{n+1}(p) = M_{\text{RK}}(p)F_{\text{RK}}^n(p),
$$

with

$$
M_{\text{RK}}(p) := I + \Delta t L^{n+\frac{1}{2}}(\nabla n(p)) \left(I + \frac{\Delta t}{2}L^n(X_{\text{RK}}^n(p))\right).
$$

Now, by applying norms to (4.14) we have that $\|I - M_{\text{RK}}^n\|_{\infty, \Omega} < 1$. Thus, $M_{\text{RK}}^n(p)$ is invertible for $0 \leq n \leq N - 1$ and then, by induction, we deduce that $F_{\text{RK}}^{n+1}(p)$ is invertible too, with $(F_{\text{RK}}^{n+1})^{-1}(p) := (F_{\text{RK}}^n)^{-1}(p)M_{\text{RK}}^{-1}(p)$. Moreover, $(M_{\text{RK}}^{-1})^{-1}(p) = \sum_{j=0}^\infty (I - M_{\text{RK}}^{-1}(p))^j$ and (4.12) follows. The proof of (4.11) is analogous to the one of the previous lemma.

The following corollaries can be easily proved (see [6] for further details).

Corollary 4.4. Under the assumptions of Lemma 4.2, we have

$$
\|\det F_{\text{RK}}^n\|_{\infty, \Omega} \leq e^{T\|\nabla v\|_{\infty, \tau^s + C(\nabla v)\Delta t}},
$$

(4.16)

$$
det F_{\text{RK}}^n(p) > 0 \quad \text{if } \Delta t < K,
$$

with $K$ depending on $v$ and $0 \leq n \leq N$. Moreover, $\forall p \in \overline{\Omega}$ $\det F^{n+1}_{\text{RK}}(p)$ satisfies

$$
\det F^{n+1}_{\text{RK}}(p) = \det F_{\text{RK}}^n(p) \left(1 + \Delta t \text{div } v^{n+\frac{1}{2}}(\nabla n(p)) + O(\Delta t^2)\right),
$$

being $O(\Delta t^2)$ depending on $v$ and $0 \leq n \leq N - 1$.

Corollary 4.5. Under the assumptions of Lemma 4.3, we have

$$
\det (F_{\text{RK}}^{n+1})^{-1}(p) = \det (F_{\text{RK}}^n)^{-1}(p) \left(1 - \Delta t \text{div } v^{n+\frac{1}{2}}(\nabla n(p)) + O(\Delta t^2)\right),
$$

$\forall p \in \overline{\Omega}$, $\forall n \in \{0,\ldots,N-1\}$, with $O(\Delta t^2)$ depending on $v$. Moreover, $\forall n \in \{0,\ldots,N\}$, we have

$$
\|\det (F_{\text{RK}}^n)^{-1}\|_{\infty, \Omega} \leq e^{T\|\nabla v\|_{\infty, \tau^s + C(\nabla v)\Delta t}}.
$$

(4.19)
Lemma 4.6. Under Hypothesis 1 if $\Delta t < \min\{\eta, 1/(2||L||_{\infty,T})\}$, where $K$ is the constant appearing in Corollary 4.4, then, $\forall p \in \overline{\Omega}$ and $\forall n \in \{0, \ldots, N\}$, we have
\begin{equation}
\tilde{c}_1 \leq \det F_{n}^{n}(p) \leq \tilde{C}_1, \quad \tilde{c}_2 \leq |(F_{n}^{n})^{-T}(p)u| \leq \tilde{C}_2,
\end{equation}
being $\tilde{c}_j > 0$, $\tilde{C}_j > 0$, $j = 1, 2$, constants depending on $\nu$ and $T$, and $u \in \mathbb{R}^d$ with $|u| = 1$.

Proof. The result follows from expressions (4.10), (4.11), (4.15), (4.16) and (4.19), and by using the following equality
\begin{equation}
1 = |u| = |(F_{n}^{n})^{-T}(p)(F_{n}^{n})^{T}(p)u| \quad \forall u \in \mathbb{R}^d, |u| = 1.
\end{equation}

Now, we consider a motion satisfying the following assumption:

Hypothesis 2. The motion $X_e$ satisfies
\[
\overline{\Omega}_t = \overline{\Omega}, \quad X_e(p,t) = p \quad \forall p \in \Gamma \quad \forall t \in [0,T].
\]

Remark 4.2. Notice that, if the motion verifies Hypothesis 2 then
\begin{equation}
\Gamma_1 = \Gamma, \quad \nu(x,t) = 0 \quad \forall x \in \Gamma \quad \forall t \in [0,T].
\end{equation}

Under Hypothesis 2, Lemma 4.1 can be improved.

Lemma 4.7. Let us assume Hypothesis 2. If $\Delta t < \min\{K, 1/(2||L||_{\infty,T})\}$, then, $X_{n}^{n}(p)$ is defined $\forall p \in \overline{\Omega}$ and $\forall n \in \{0, \ldots, N\}$, and $X_{n}^{n}(\overline{\Omega}) = \overline{\Omega}$.

Proof. See Proposition 1 in [25].

In order to introduce approximations to the characteristic curves and gradient tensors in scheme (4.1), some additional assumptions are required.

Firstly, we introduce a set containing $X_{n}^{n}(\overline{\Omega})$, for every $0 \leq n \leq N$, namely
\begin{equation}
\mathcal{O}^{\delta} := \bigcup_{t \in [0,T]} \overline{\Omega}_t^{\delta}.
\end{equation}

Moreover, we define
\begin{equation}
\mathcal{T}^{\delta}_{n} := \bigcup_{t \in [0,T]} \mathcal{C}_t^{\delta} \times \{t\},
\end{equation}
being
\begin{equation}
\mathcal{C}_t^{\delta} = \bigcup_{x \in \mathcal{T}_n^{\delta}} B(x, \delta).
\end{equation}

Hypothesis 3. Function $\rho$ is defined in $\mathcal{O}^{\delta}$ and belongs to $W^{1,\infty}(\mathcal{O}^{\delta})$, being $\mathcal{O}^{\delta}$ the set defined in (4.22). Moreover,
\begin{equation}
0 < \gamma \leq \rho(x) \quad \text{a.e. } x \in \mathcal{O}^{\delta}.
\end{equation}

Let us denote $\rho_{1,\infty} = ||\rho||_{1,\infty,\mathcal{O}^{\delta}}$. 
Hypothesis 4. The diffusion tensor, $A$, is defined in $\mathcal{O}^\delta$ and belongs to $\mathcal{W}^{1,\infty}(\mathcal{O}^\delta)$.
Moreover, $A$ is symmetric and has the following form:

\begin{equation}
A = \left( \begin{array}{cc}
A_n & \Theta \\
\Theta & \Theta
\end{array} \right),
\end{equation}

with $A_n$, being a positive definite symmetric $n_1 \times n_1$ tensor ($n_1 \geq 1$) and $\Theta$ an appropriate zero tensor. Besides, there exists a strictly positive constant, $\Lambda$, which is a uniform lower bound for the eigenvalues of $A_n$.

Remark 4.3. Notice that the diffusion tensor can be degenerate in some applications. This is the case, for instance, in some financial models where, nevertheless, the diffusion tensor satisfies Hypothesis 4.

Hypothesis 5. Function $f$ is defined in $T^\delta$ and it is continuous with respect to the time variable, in space $L^2$.

Hypothesis 6. Function $g$ is defined in $T^\delta_{\Gamma_R}$ and it is continuous with respect to the time variable, in space $H^1$. Besides, coefficient $\alpha$ in boundary condition (2.9) is strictly positive.

Let us define the following sequences of functions of $p$,

\[
\tilde{A}^n_{RK} := (F^n_{RK})^{-1} A \circ X^n_{RK} (F^n_{RK})^{-T} \det F^n_{RK},
\]

\[
\tilde{m}^n_{RK} = |(F^n_{RK})^{-T} m| \det F^n_{RK},
\]

for $0 \leq n \leq N$. Since usually the characteristic curves cannot be exactly computed, we replace in (4.1) the exact characteristic curves and gradient tensors by accurate enough approximations,

\[
\begin{align*}
\frac{1}{2} & \int_\Omega (\rho \circ X^{n+1}_{RK} \det F^{n+1}_{RK} + \rho \circ X^n_{RK} \det F^n_{RK}) \frac{\phi^{n+1}_{m,\Delta t} - \phi^n_{m,\Delta t}}{\Delta t} \psi dp \\
&+ \frac{1}{4} \int_\Omega \left( \tilde{A}^n_{RK} + \tilde{A}^n_{RK} \right) \left( \nabla \phi^{n+1}_{m,\Delta t} + \nabla \phi^n_{m,\Delta t} \right) \cdot \nabla \psi dp \\
&+ \frac{\alpha}{4} \int_{\Gamma R} \left( \tilde{m}^{n+1}_{RK} + \tilde{m}^n_{RK} \right) \left( \phi^{n+1}_{m,\Delta t} + \phi^n_{m,\Delta t} \right) \psi dA_p \\
&= \frac{1}{2} \int_\Omega (\det F^{n+1}_{RK} f^{n+1} \circ X^{n+1}_{RK} + \det F^n_{RK} f^n \circ X^n_{RK}) \psi dp \\
&+ \frac{1}{2} \int_{\Gamma R} (\tilde{m}^{n+1}_{RK} g^{n+1} \circ X^{n+1}_{RK} + \tilde{m}^n_{RK} g^n \circ X^n_{RK}) \psi dA_p.
\end{align*}
\]

For these computations we have made the assumptions of Lemma 4.3, and Hypothesis 3, 4, 5 and 6.

Notice that we have used a lowest order characteristics approximation formula preserving second order time accuracy.

Let us introduce $L^{n+\frac{1}{2}}_{\Delta t}[\phi] \in \left( H^1(\Omega) \right)'$ and $F^{n+\frac{1}{2}}_{\Delta t} \in \left( H^1(\Omega) \right)'$ defined by

\[
\begin{align*}
\left\langle L^{n+\frac{1}{2}}_{\Delta t}[\phi], \psi \right\rangle := & \left\langle \left( \rho \circ X^{n+1}_{RK} \det F^{n+1}_{RK} + \rho \circ X^n_{RK} \det F^n_{RK} \right) \frac{\phi^{n+1} - \phi^n}{\Delta t}, \psi \right\rangle_\Omega \\
&+ \left\langle \left( \tilde{A}^n_{RK} + \tilde{A}^n_{RK} \right) \left( \nabla \phi^{n+1} + \nabla \phi^n \right), \nabla \psi \right\rangle_\Omega \\
&+ \alpha \left\langle \left( \tilde{m}^{n+1}_{RK} + \tilde{m}^n_{RK} \right) \frac{\phi^{n+1} + \phi^n}{2}, \psi \right\rangle_{\Gamma R},
\end{align*}
\]
can also be stated for a sequence of functions \( \hat{\phi} \). Let us introduce the sequence of tensor fields
\[
(4.32)
\]
following assumption:

As far as the velocity field is defined in \( T_B \) next, let us denote by \( \phi \) the sequence of tensor fields
\[
(4.30)
\]
Regarding the definitions of \( L_{\Delta t}^{n+\frac{1}{2}}[\phi] \) and \( F_{\Delta t}^{n+\frac{1}{2}} \), only the values of function \( \phi \) at discrete time steps \( \{t_n\}_{n=0}^N \) are required. Thus, the above definitions can also be stated for a sequence of functions \( \hat{\phi} = \{\phi^n\}_{n=0}^N \in [H^1(\Omega)]^{N+1} \).

Then the semidiscretized time scheme can be written as follows:

\[
\begin{align*}
\text{(4.28)} \quad \text{Given } \phi^0_{m,\Delta t}, \text{ find } \phi^0_{m,\Delta t} &= \{\phi^n_{m,\Delta t}\}_{n=1}^N \in [H^1_{1,0}(\Omega)]^N \text{ such that } \\
\left( L_{\Delta t}^{n+\frac{1}{2}}[\phi^0_{m,\Delta t}], \psi \right) &= \left( F_{\Delta t}^{n+\frac{1}{2}}, \psi \right) \quad \forall \psi \in H^1_{1,0}(\Omega) \text { for } n = 0, \ldots, N - 1.
\end{align*}
\]

Remark 4.5. The stability and convergence properties to be studied in the next sections still remain valid if we replace the approximation of characteristics appearing in scheme (4.28) by higher order ones or by the exact value.

4.3. Stability of the semidiscretized scheme. In order to prove stability estimates for problem (4.28), the assumptions considered in the previous section are required.

Firstly, we notice that, as a consequence of Hypothesis 4, there exists a unique positive definite symmetric \( n_1 \times n_1 \) tensor field, \( C_{n_1} \), such that \( A_{n_1} = (C_{n_1})^2 \). Let us denote by \( C \) the symmetric and positive semidefinite \( d \times d \) tensor defined by

\[
(4.29)
\]

Notice that \( A = C^2 \) and \( C \in W^{1,\infty}(\mathcal{O}^\delta) \). Let us denote by \( G \) the matrix with coefficients \( G_{i,j} = |\text{grad } C_{i,j}|, 1 \leq i, j \leq d \). At this point, let us introduce the constant

\[
(4.30)
\]

and the sequence of tensor fields

\[
\tilde{C}_{R/K}^n := C \circ X^n_{R/K}(F^n_{R/K})^{-T} \sqrt{\det F^n_{R/K}} \quad \forall n \in \{0, \ldots, N\}.
\]

Next, let us denote by \( B \) the \( d \times d \) tensor

\[
(4.31)
\]

where \( I_{n_1} \) is the \( n_1 \times n_1 \) identity matrix. Clearly, under Hypothesis 4 we have

\[
(4.32)
\]

Let us introduce the sequence of tensor fields

\[
\tilde{B}_{R/K}^n := B(F^n_{R/K})^{-T} \sqrt{\det F^n_{R/K}} \quad \forall n \in \{0, \ldots, N\}.
\]

As far as the velocity field is defined in \( T^\delta \) (see Hypothesis 1), we can introduce the following assumption:
\textit{Hypothesis 7.} The velocity field satisfies
\begin{equation}
(I - B)L(x, t)B = 0 \quad \forall (x, t) \in T^\delta.
\end{equation}

\textit{Remark 4.6.} Hypothesis 7 is equivalent to having a velocity field \( \mathbf{v} \) whose \( d - n_1 \) last components depend only on the last \( d - n_1 \) variables.

\textit{Remark 4.7.} For any \( d \times d \) tensor \( E \) of the form given in (4.26) it is easy to check that
\begin{equation}
\langle EH^T \mathbf{w}_1, \mathbf{w}_2 \rangle = \langle EH^T B \mathbf{w}_1, B \mathbf{w}_2 \rangle,
\end{equation}
for any \( d \times d \) tensor \( H \) satisfying \((I - B)HB = 0\), and vectors \( \mathbf{w}_1, \mathbf{w}_2 \in \mathbb{R}^d \). This equality will be used below without explicitly stated. Moreover, under Hypothesis 7, if \( \Delta t < \min\{\eta, 1/(2||L||_{\infty, T^\delta})\} \) it is easy to prove that
\begin{equation}
|B(F_{\text{RK}}^n - T(p)w)| \geq D|Bw|,
\end{equation}
for \( p \in \Omega, \mathbf{w} \in \mathbb{R}^d \), \( n = 0, \ldots, N \), and \( D \) depending on \( \mathbf{v} \) and \( T \).

Now, it is convenient to notice that Hypothesis 4 also covers the nondegenerate case. This hypothesis is usual in ultraparabolic equations (see, for instance, \cite{24}), which represent a wide class of degenerate diffusion equations arising from many applications (see, for instance, \cite{5}). Furthermore, as stated in \cite{19}, ultraparabolic problems either have \( C^\infty \) solutions or can be reduced to nondegenerate problems posed in a lower spatial dimension. This is an important point, as the stability and error estimates will be obtained under regularity assumptions on the solution.

In what follows, \( c_v \) denotes the positive constant
\begin{equation}
c_v := \max_{t \in [0, T]} ||\mathbf{v}(\cdot, t)||_{1, \infty, \Omega}^2,
\end{equation}
where \( || \cdot ||_{1, \infty, \Omega} \) is the norm given in (2.12). Moreover, \( C_v \) (respectively, \( J \) and \( D \)) will denote a generic positive constant, related to the norm of the velocity field \( \mathbf{v} \) (respectively, to the rest of the data of the problem), not necessarily the same at each occurrence.

Corresponding to the semidiscretized scheme, we have to deal with sequences of functions \( \hat{\psi} = \{\psi^n\}_{n=0}^N \). Thus, we will consider the spaces of sequences \( l^\infty(L^2(\Omega)) \) and \( l^2(L^2(\Omega)) \) equipped with their respective usual norms:
\begin{equation}
\left|\left| \hat{\psi} \right|\right|_{l^\infty(L^2(\Omega))} := \max_{0 \leq n \leq N} ||\psi^n||_{\Omega}, \quad \left|\left| \hat{\psi} \right|\right|_{l^2(L^2(\Omega))} := \sqrt{\sum_{n=0}^{N} ||\psi^n||^2_{\Omega}}.
\end{equation}

Similar definitions are considered for functional spaces \( l^\infty(L^2(\Gamma^R)) \) and \( l^2(L^2(\Gamma^R)) \) associated with the Robin boundary condition and for vector-valued function spaces \( l^\infty(L^2(\Omega)) \) and \( l^2(L^2(\Omega)) \). Moreover, let us introduce the notations
\begin{align*}
\hat{S}([\hat{\psi}]) & := \{\psi^{n+1} + \psi^n\}_{n=0}^{N-1}, & \hat{R}_{\Delta t}([\hat{\psi}]) & := \left\{ \frac{\psi^{n+1} - \psi^n}{\Delta t} \right\}_{n=0}^{N-1}.
\end{align*}

We denote by \( f \circ X_{\text{RK}} \) and by \( g \circ X_{\text{RK}} \) the following sequences of functions
\begin{align*}
f \circ X_{\text{RK}} & := \{f^n \circ X^n_{\text{RK}}\}_{n=0}^N, & g \circ X_{\text{RK}} & := \{g^n \circ X^n_{\text{RK}}\}_{n=0}^N.
\end{align*}
Before establishing some technical lemmas, let us recall the Young’s inequality

\[ ab \leq \frac{1}{2} \left( \epsilon a^2 + \frac{1}{\epsilon} b^2 \right), \]

for a, b \in \mathbb{R} and \( \epsilon > 0 \), which will be extensively used in what follows.

**Lemma 4.8.** Let us assume Hypotheses 1, 3 and 4. Let \( \phi_{m,\Delta t}^n \) be the solution of (4.28). Then, there exist a positive constant \( c(T, \delta) \) such that, for \( \Delta t < c \), we have

\[
\left( \mathcal{L}_{\Delta t}^{n+\frac{1}{2}} [\phi_{m,\Delta t}], \phi_{m,\Delta t} + \phi_{m,\Delta t}^n \right) \geq \frac{1}{2 \Delta t} \left\| \rho \circ X_{RK}^{n+1} \det F_{RK}^{n+1} \phi_{m,\Delta t}^n \right\|_\Omega^2 - \frac{1}{2 \Delta t} \left\| \rho \circ X_{RK}^{n} \det F_{RK}^{n} \phi_{m,\Delta t}^n \right\|_\Omega^2
\]

(4.37) \[ \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2
\]

\[ = \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2 + \frac{1}{4} \left\| \nabla \phi_{m,\Delta t} \right\|_\Omega^2
\]

where \( \hat{c} = \rho_{1,\infty}(c_v + C_v \Delta t)/\gamma \) and \( n \in \{0, \ldots, N - 1\} \).

**Proof.** First, we decompose \( \left( \mathcal{L}_{\Delta t}^{n+\frac{1}{2}} [\phi_{m,\Delta t}], \phi_{m,\Delta t} + \phi_{m,\Delta t}^n \right) = I_1 + I_2 + I_3 \), with

\[
I_1 = \left( \frac{\rho \circ X_{RK}^{n+1} \det F_{RK}^{n+1} + \rho \circ X_{RK}^{n} \det F_{RK}^{n} \phi_{m,\Delta t}^n - \phi_{m,\Delta t}^n}{\Delta t}, \phi_{m,\Delta t}^n + \phi_{m,\Delta t}^n \right)_\Omega,
\]

\[
I_2 = \frac{1}{4} \left( \frac{\nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n}{\nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n}, \nabla \phi_{m,\Delta t} + \nabla \phi_{m,\Delta t} \right)_\Omega,
\]

\[
I_3 = \frac{1}{4} \left( \frac{\nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n}{\nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n}, \nabla \phi_{m,\Delta t} + \nabla \phi_{m,\Delta t} \right)_\Omega.
\]

Let \( K \) be the constant appearing in Corollary 4.4. If \( \Delta t < K \), we first have

\[
I_1 = \left( \frac{\rho \circ X_{RK}^{n+1} \det F_{RK}^{n+1} + \rho \circ X_{RK}^{n} \det F_{RK}^{n} \phi_{m,\Delta t}^n - \phi_{m,\Delta t}^n}{\Delta t}, \phi_{m,\Delta t}^n + \phi_{m,\Delta t}^n \right)_\Omega
\]

\[
= \frac{1}{2 \Delta t} \left\| \sqrt{\rho \circ X_{RK}^{n+1} \det F_{RK}^{n+1} \phi_{m,\Delta t}^n} \right\|_\Omega^2 - \frac{1}{2 \Delta t} \left\| \sqrt{\rho \circ X_{RK}^{n} \det F_{RK}^{n} \phi_{m,\Delta t}^n} \right\|_\Omega^2
\]

\[
+ \frac{1}{2 \Delta t} \left\| \sqrt{\rho \circ X_{RK}^{n+1} \det F_{RK}^{n+1} \phi_{m,\Delta t}^n} \right\|_\Omega^2 - \frac{1}{2 \Delta t} \left\| \sqrt{\rho \circ X_{RK}^{n} \det F_{RK}^{n} \phi_{m,\Delta t}^n} \right\|_\Omega^2,
\]

(4.38)

where we have used Hypothesis 3. Next, we introduce the function \( Y_{RK}^{n}(p, \cdot) : [t_n, t_{n+1}] \rightarrow \Omega^n \), defined by \( Y_{RK}^{n}(p, s) := X_{RK}^{n}(p) - (t_n - s)v^{n+\frac{1}{2}}(Y_{n}(p)) \), which satisfies \( Y_{RK}^{n}(p, t_n) = X_{RK}^{n}(p) \) and \( Y_{RK}^{n}(p, t_{n+1}) = X_{RK}^{n+1}(p) \). If \( \Delta t \) is small enough, it is easy to prove that \( Y_{RK}^{n}(p, \cdot) \subset \Omega^n \). By hypothesis, \( \rho \) is a differentiable function, then by Barrow’s rule and the chain rule, the following identity holds:

\[
\rho(Y_{RK}^{n}(p)) = \rho(X_{RK}^{n+1}(p)) - \zeta^n(p) \text{ for a.e. } p \in \Omega,
\]

(4.39)
where
\begin{equation}
(4.40) \quad \zeta^n(p) := \int_{t_n}^{t_{n+1}} \text{grad} \rho(Y^n_{nK}(p, s)) \cdot v^{n+\frac{1}{2}}(Y^n(p)) \, ds \quad \text{for a.e. } p \in \Omega,
\end{equation}

verifies \(|\zeta^n(p)| \leq \rho_1, \infty c_t \Delta t\). Then, by using (4.17), (4.18) and (4.39) in (4.38), we get
\begin{equation}
(4.41) \quad I_1 \geq \frac{1}{\Delta t} \left( \left\| \sqrt{\rho \circ X_{nK}^{n+1}} \det F_{nK}^{n+1} \phi_{m,\Delta t}^{n+1} \right\|^2_\Omega - \frac{1}{\Delta t} \left\| \sqrt{\rho \circ X_{nK}^{n}} \det F_{nK}^{n} \phi_{m,\Delta t}^{n} \right\|^2_\Omega \right. \\
- \rho_{1, \infty} (c_v + C_v \Delta t) \left\{ \left\| \sqrt{\det F_{nK}^{n+1}} \phi_{m,\Delta t}^{n+1} \right\|^2_\Omega + \left\| \sqrt{\det F_{nK}^{n}} \phi_{m,\Delta t}^{n} \right\|^2_\Omega \right\}.
\end{equation}

For \(I_2\) we use the fact that \(A = C^2\) being \(C\) a symmetric tensor field. We obtain,
\begin{equation}
(4.42) \quad I_2 := \frac{1}{4} \left( (\tilde{A}_{nK}^{n+1} + \tilde{A}_{nK}^{n}) \left( \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^{n} \right), \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^{n} \right)_\Omega \\
= \frac{1}{4} \left( \tilde{C}_{nK}^{n+1} \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^{n} \right) \Omega + \frac{1}{4} \left( \tilde{C}_{nK}^{n} \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^{n} \right) \Omega.
\end{equation}

For \(I_3\) we have
\begin{equation}
(4.43) \quad I_3 = \frac{\alpha}{4} \left( \sqrt{\tilde{m}_{nK}^{n+1}} + \tilde{m}_{nK}^{n} \right) \phi_{m,\Delta t}^{n+1} + \phi_{m,\Delta t}^{n} \right) \Omega.
\end{equation}

Then, by summing up (4.41), (4.42) and (4.43) we get inequality (4.37).

**Lemma 4.9.** Let us assume Hypotheses 1, 3, 4 and 7. Let \(\phi_{m,\Delta t}^{n+1}\) be the solution of (4.28) and \(\alpha > 0\) be the constant appearing in the Robin boundary condition (2.9). Then, there exist a positive constant \(c(\nu, T, \delta)\) such that, for \(\Delta t < c\), we have
\begin{equation}
\begin{aligned}
&\left\langle L_{\Delta t}^{n+\frac{1}{2}}[\phi_{m,\Delta t}], \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^{n} \right\rangle \\
&\geq \frac{1}{2\Delta t} \left\| \sqrt{\rho \circ X_{nK}^{n+1}} \det F_{nK}^{n+1} + \rho \circ X_{nK}^{n} \det F_{nK}^{n} \right\|^2_\Omega \\
&+ \frac{1}{2} \left\| \tilde{C}_{nK}^{n+1} \nabla \phi_{m,\Delta t}^{n+1} \right\|^2_\Omega - \frac{1}{2} \left\| \tilde{C}_{nK}^{n} \nabla \phi_{m,\Delta t}^{n} \right\|^2_\Omega \\
&+ \frac{\alpha}{2} \left\| \sqrt{\tilde{m}_{nK}^{n+1}} \phi_{m,\Delta t}^{n+1} \right\|^2_\Gamma_R - \frac{\alpha}{2} \left\| \sqrt{\tilde{m}_{nK}^{n}} \phi_{m,\Delta t}^{n} \right\|^2_\Gamma_R \\
&- \tilde{c} \Delta t A \left( \left\| \tilde{B}_{nK}^{n+1} \nabla \phi_{m,\Delta t}^{n+1} \right\|^2_\Omega + \left\| \tilde{B}_{nK}^{n} \nabla \phi_{m,\Delta t}^{n} \right\|^2_\Omega \right) \\
&- \tilde{c} \Delta t \alpha \left( \left\| \sqrt{\tilde{m}_{nK}^{n+1}} \phi_{m,\Delta t}^{n+1} \right\|^2_\Gamma_R + \left\| \sqrt{\tilde{m}_{nK}^{n}} \phi_{m,\Delta t}^{n} \right\|^2_\Gamma_R \right),
\end{aligned}
\end{equation}

where \(\tilde{c} = \max \{c AC_v / \Lambda, C_v\}\) and \(n \in \{0, \ldots, N - 1\}\).

**Proof.** First, we decompose \(\left\langle L_{\Delta t}^{n+\frac{1}{2}}[\phi_{m,\Delta t}], \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^{n} \right\rangle = I_1 + I_2 + I_3\), with
\begin{equation}
\begin{aligned}
I_1 &= \left( (\rho \circ X_{nK}^{n+1} \det F_{nK}^{n+1} + \rho \circ X_{nK}^{n} \det F_{nK}^{n}) \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^{n} \right) \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^{n} \right\rangle \\
I_2 &= \frac{1}{4} \left( (\tilde{A}_{nK}^{n+1} + \tilde{A}_{nK}^{n}) \left( \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^{n} \right), \nabla \phi_{m,\Delta t}^{n+1} - \nabla \phi_{m,\Delta t}^{n} \right)_\Omega, \\
I_3 &= \frac{\alpha}{4} \left( \sqrt{\tilde{m}_{nK}^{n+1}} + \tilde{m}_{nK}^{n} \right) \phi_{m,\Delta t}^{n+1} + \phi_{m,\Delta t}^{n} \right\rangle \Gamma_R.
\end{aligned}
\end{equation}
For $I_1$, we use Hypothesis 3 to get

$$I_1 = \frac{1}{2\Delta t} \left\| \sqrt{\left( \rho \circ X_{n+1}^{\Delta t} \det F_{n+1}^{\Delta t} + \rho \circ X_{n}^{\Delta t} \det F_{n}^{\Delta t} \right) \left( \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^{n} \right)} \right\|_{\Omega}^2,$$

(4.45)

where we have assumed that $\Delta t < K$, being $K$ the constant appearing in Corollary 4.4. For $I_2$ we first have

$$I_2 = \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 - \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2$$

$$+ \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 - \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2.$$

(4.46)

Then we use Corollary 4.5, Hypotheses 4 and 7, and equality (4.7) to get

$$\frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 \geq \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2 - c_A \phi_{m,\Delta t} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2$$

(4.47)

Moreover, since $A_{n,t}$ is symmetric and positive definite, $C_{n,t} = \sqrt{A_{n,t}}$ is a differentiable tensor field. Then by Barrow’s rule and the chain rule, the following identity holds,

$$C(X_{n+1}^{R}(p)) = C(X_{n}^{R}(p)) + D^{n}(p) \quad \text{for a.e.} \quad p \in \Omega,$$

where we have denoted by $D^n$ the $d \times d$ symmetric tensor field defined by

$$D^n_{ij}(p) := \int_{t_n}^{t_{n+1}} \text{grad} C_{ij}(Y^n_{R}(p,s)) \cdot \nu^{n+\frac{1}{2}}(Y^n(p)) \, ds,$$

(4.49)

being $Y^n_{R}$ the mapping defined in the proof of Lemma 4.8. Notice that $D$ is of the form given in (4.29) and verifies $\|D^n\|_{\infty, \Omega} \leq c_v \phi_{m,\Delta t}$. Then, from the previous properties, we have

$$\frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 \geq \frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2 - c_A \phi_{m,\Delta t} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2.$$

(4.50)

Similarly, we obtain the estimate

$$-\frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 \geq -\frac{1}{4} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2 - c_A \phi_{m,\Delta t} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2.$$

(4.51)

Thus, by introducing (4.50) and (4.51) in equality (4.46) we obtain the following inequality:

$$I_2 \geq \frac{1}{2} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 - \frac{1}{2} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2$$

$$- c_A \phi_{m,\Delta t} \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_{\Omega}^2 - c_A \phi_{m,\Delta t} \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_{\Omega}^2.$$

(4.52)

For $I_3$ we first have

$$I_3 = \frac{\alpha}{4} \left\| \sqrt{m_{n+1}^{m_{\Delta t}} \phi_{m,\Delta t}^{n+1}} \right\|_{\Gamma R}^2 - \frac{\alpha}{4} \left\| \sqrt{m_{n}^{m_{\Delta t}} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma R}^2$$

$$+ \frac{\alpha}{4} \left\| \sqrt{m_{n+1}^{m_{\Delta t}} \phi_{m,\Delta t}^{n+1}} \right\|_{\Gamma R}^2 - \frac{\alpha}{4} \left\| \sqrt{m_{n}^{m_{\Delta t}} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma R}^2.$$

(4.53)
Next, by applying Corollaries 4.4, 4.5, Lemma 4.3 and equality (4.7) we obtain

\[
I_3 \geq \frac{\alpha}{2} \left\| \sqrt{\hat{m}}_{n+1} \phi_{m,\Delta t} \right\|_{\Gamma^R}^2 - \frac{\alpha}{2} \left\| \sqrt{\hat{m}}_{n} \phi_{m,\Delta t} \right\|_{\Gamma^R}^2 - C_v \alpha \Delta t \left( \left\| \sqrt{\hat{m}}_{n+1} \phi_{m,\Delta t} \right\|_{\Gamma^R}^2 + \left\| \sqrt{\hat{m}}_{n} \phi_{m,\Delta t} \right\|_{\Gamma^R}^2 \right).
\]

(4.54)

Then, by summing up (4.45), (4.52) and (4.54), inequality (4.44) follows.

Now, in order to get error estimates we need to prove stability inequalities for more general right-hand sides, namely for the problem,

\[
\begin{cases}
\text{Given } \phi^0_{m,\Delta t}, \text{ find } \phi_{m,\Delta t} = \{\phi^n_{m,\Delta t}\}_{n=1}^N \in [H^1_{\Gamma^R}(\Omega)]^N \text{ such that } \\
\left( \mathcal{L}^{n+1}_{\Delta t} \phi_{m,\Delta t}, \psi \right) = \left( \mathcal{H}^{n+1}_{\Delta t}, \psi \right) \forall \psi \in H^1_{\Gamma^R}(\Omega) \text{ for } n = 0, \ldots, N - 1,
\end{cases}
\]

with \( \left( \mathcal{H}^{n+1}_{\Delta t}, \psi \right) = \left( S^{n+1}, \psi \right)_\Omega + \left( G^{n+1}, \psi \right)_{\Gamma^R}. \)

\textit{Hypothesis 8.} \( \hat{S} = \{S^n\}_{n=1}^N \in [L^2(\Omega)]^N \) and \( \hat{G} = \{G^n\}_{n=1}^N \in [L^2(\Gamma^R)]^N. \)

\textit{Lemma 4.10.} Let us assume Hypotheses 1 and 8. Let us suppose \( \alpha > 0 \) and \( \Delta t < \min\{\eta, 1/(2|L|_{(\infty, T)}), K\} \), being \( \eta \) and \( K \) the constants appearing, respectively, in Lemma 4.1 and in Corollary 4.4. Then, we have

\[
\frac{1}{2} \left( \left\| \sqrt{\det F^{n+1}} \psi \right\|_\Omega^2 + \left\| \sqrt{\det F^n} \phi \right\|_\Omega^2 \right) + \frac{4c_g}{\alpha} \|G^{n+1}\|_{\Gamma^R}^2 + \frac{\alpha}{32} \left\| \sqrt{\hat{m}}_{n+1} + \hat{m} \phi_{m,\Delta t} \right\|_{\Gamma^R}^2 \geq \left\langle \mathcal{S}^{n+1}, \psi \right\rangle \Omega \quad \forall \phi, \psi \in H^1(\Omega), \text{ with } c_s = 1/\hat{c}_1 \text{ and } c_g = 1/(\hat{c}_1 \hat{c}_2), \text{ where } \hat{c}_1 \text{ and } \hat{c}_2 \text{ are the constants appearing in Lemma 4.6.}
\]

\textit{Proof.} The estimate follows directly by applying the Cauchy-Schwarz inequality to the left-hand side of (4.54), and using inequality (4.36) and Lemma 4.6. \( \Box \)

\textbf{Theorem 4.11.} Let us assume Hypotheses 1, 3, 4 and 8. Let \( \phi_{m,\Delta t} \) be the solution of (4.55) subject to the initial value \( \phi^0_{m,\Delta t} \in H^1_{\Gamma^R}(\Omega) \) and \( \alpha > 0 \) be the constant appearing in the Robin boundary condition (2.9). Then there exist two positive constants \( J \) and \( D \), which are independent of the diffusion tensor, such that if \( \Delta t < D \) then

\[
\sqrt{\mathcal{S}} \left\| \sqrt{\det F_{\Delta t}} \phi_{m,\Delta t} \right\|_{L^2(\Omega)} + \sqrt{\frac{\Lambda}{4}} \left\| \mathcal{B}_{\Delta t} \mathcal{S} \mathcal{D} \phi_{m,\Delta t} \right\|_{L^2(\Omega)} \leq J \left( \sqrt{\mathcal{S}} \left\| \phi^0_{m,\Delta t} \right\|_{\Omega} + \left\| \mathcal{S} \right\|_{L^2(\Omega)} + \left\| \mathcal{G} \right\|_{L^2(\Gamma^R)} \right).
\]

(4.57)

where \( \mathcal{S} = \{S^n\}_{n=1}^N, \ \mathcal{G} = \{G^n\}_{n=1}^N. \)
Proof. Sequence \( \widetilde{\phi}_{m,\Delta t} = \{\phi_{m,\Delta t}^n\}_{n=0}^N \) satisfies \( \langle L_{\Delta t}^{n+\frac{1}{2}}[\phi_{m,\Delta t}], \phi_{m,\Delta t}^{n+1} + \phi_{m,\Delta t}^n \rangle = \langle \mathcal{H}_{\Delta t}^{n+\frac{1}{2}}, \phi_{m,\Delta t}^{n+1} + \phi_{m,\Delta t}^n \rangle \). We can use Lemma 4.8 to obtain a lower bound of this expression, and Lemma 4.10 for \( \psi = \phi_{m,\Delta t}^{n+1} \) and \( \varphi = \phi_{m,\Delta t}^n \) to obtain an upper bound. By jointly considering both estimates, we get

\[
\frac{1}{\Delta t} \left| \sqrt{\rho \circ X_{\Delta t}^{n+1}} \det F_{\Delta t}^{n+1} \phi_{m,\Delta t}^{n+1} \right|_\Omega^2 - \frac{1}{\Delta t} \left| \sqrt{\rho \circ X_{\Delta t}^n} \det F_{\Delta t}^n \phi_{m,\Delta t}^n \right|_\Omega^2
\]

\[
+ \frac{1}{\Delta t} \left| \mathcal{C}_{\Delta t}^{n+1} \left( \nabla \phi_{m,\Delta t}^{n+1} + \nabla \phi_{m,\Delta t}^n \right) \right|_\Omega^2 + \frac{\alpha}{8} \left| \sqrt{m_{\Delta t}^{n+1} + \tilde{m}_{\Delta t}^n} \phi_{m,\Delta t}^{n+1} + \phi_{m,\Delta t}^n \right|_{\Gamma^R}^2
\]

\[
\leq c_s \left| S^{n+1} \right|_\Omega^2 + \frac{4c_s}{\alpha} \left| G^{n+1} \right|_{\Gamma^R}^2 + \tilde{c} \gamma \left( \left| \sqrt{\det F_{\Delta t}^{n+1} \phi_{m,\Delta t}^{n+1}} \right|_\Omega^2 + \left| \sqrt{\det F_{\Delta t}^n \phi_{m,\Delta t}^n} \right|_\Omega^2 \right),
\]

where \( \tilde{c} = \max \{1/\gamma, 2\rho_{1,\infty}(c_v + C_v \Delta t)/\gamma \} \). Let us introduce the notation

\[
\theta_n^1 := \gamma \left| \sqrt{\det F_{\Delta t}^n \phi_{m,\Delta t}^n} \right|_\Omega^2,
\]

\[
\theta_n^2 := \frac{\Lambda}{4} \sum_{s=0}^{n-1} \Delta t \left| \mathcal{B}_{\Delta t} \left( \nabla \phi_{m,\Delta t}^{s+1} + \nabla \phi_{m,\Delta t}^s \right) \right|_\Omega^2,
\]

\[
\overline{\theta}_n := \frac{\alpha}{8} \sum_{s=0}^{n-1} \Delta t \left| \sqrt{m_{\Delta t}^{s+1} + \tilde{m}_{\Delta t}^s} \phi_{m,\Delta t}^{s+1} + \phi_{m,\Delta t}^s \right|_{\Gamma^R}^2.
\]

Now, for a fixed integer \( q \geq 1 \), let us sum (4.58) multiplied by \( \Delta t \) from \( n = 0 \) to \( n = q - 1 \). Then, with the above notation we have

\[
(1 - \tilde{c} \Delta t) \theta_q^1 + \theta_q^2 + \overline{\theta}_q \leq 2 \tilde{c} \Delta t \sum_{n=0}^{q-1} \theta_n^1 + \beta \left( \theta_0^1 + \left| \Omega \right|_{\mathcal{L}^2(\Omega)}^2 + \left| \mathcal{G} \right|_{\mathcal{L}^2(\Gamma^R)}^2 \right),
\]

where we have used Hypotheses 3 and 4. In the above equation \( \beta \) denotes a positive constant and \( \tilde{c} = \max \{1/\gamma, 2\rho_{1,\infty}(c_v + C_v \Delta t)/\gamma \} \). For \( \Delta t \) small enough, we can apply the discrete Gronwall inequality (see, for instance, [23]) and take the maximum in \( q \in \{1, \ldots, N\} \). Then, estimate (4.57) follows. □

Corollary 4.12. Let us assume Hypotheses 1, 3, 4, 5 and 6. Let \( \widetilde{\phi}_{m,\Delta t} \) be the solution of (4.28) subject to the initial value \( \phi_{m,\Delta t}^0 \in H_{\mathcal{D}}^{1,0}(\Omega) \). Then, there exist two positive constants \( J \) and \( D \), independent of the diffusion tensor and such that, for \( \Delta t < D \), we have

\[
\sqrt{\gamma} \left| \sqrt{\det F_{\Delta t} \phi_{m,\Delta t}} \right|_{\mathcal{L}^2(\Omega)} + \sqrt{\frac{\Lambda}{4}} \left| \mathcal{B}_{\Delta t} \mathcal{S}[\nabla \phi_{m,\Delta t}] \right|_{\mathcal{L}^2(\Omega)}
\]

\[
+ \sqrt{\frac{\alpha}{8}} \left| \sqrt{m_{\Delta t} \mathcal{S}[\phi_{m,\Delta t}]} \right|_{\mathcal{L}^2(\Gamma^R)} \leq J \left( \sqrt{\gamma} \left| \phi_{m,\Delta t}^0 \right|_{\Omega} \right) \]

\[
+ \left| \det F_{\Delta t} \circ X_{\Delta t} \right|_{\mathcal{L}^2(\Omega)} + \left| \tilde{m}_{\Delta t} \circ X_{\Delta t} \right|_{\mathcal{L}^2(\Gamma^R)}.
\]
Proof. The result follows directly by replacing
\[ S^{n+1} \text{ with } \frac{1}{2} \left( \det F_{RK}^{n+1} f_{RK}^{n+1} \circ X_{RK}^{n+1} + \det F_{RK}^{n} f_{RK}^{n} \circ X_{RK}^{n} \right) \]
and \( G^{n+1} \text{ with } \frac{1}{2} \left( \bar{m}_{RK}^{n+1} g_{RK}^{n+1} \circ X_{RK}^{n+1} + \bar{m}_{RK}^{n} g_{RK}^{n} \circ X_{RK}^{n} \right) \) in (4.57).

Lemma 4.13. Let us assume Hypotheses 1 and 8. Let \( \Delta t < \min \{ \eta, K \} \), being \( \eta \) and \( K \) the constants appearing in Lemma 4.1 and in Corollary 4.4, respectively. Then, we have
\[
\langle S^{n+1}, \psi - \varphi \rangle_{\Omega} \leq \frac{2c_{\epsilon} \Delta t}{\gamma} \| S^{n+1} \|_{\Omega}^2 + \frac{\gamma}{16 \Delta t} \left\| \sqrt{\det F_{RK}^{n+1} + \det F_{RK}^{n} (\psi - \varphi)} \right\|_{\Omega}^2,
\]
(4.60)
\forall \varphi, \psi \in L^2(\Omega), \text{ where } c_{\epsilon} \text{ is the constant appearing in Lemma 4.10.}

Proof. The result easily follows by applying the Cauchy-Schwarz inequality, inequality (4.36) with \( \epsilon = 8 \Delta t / \gamma \) and Lemma 4.6.

Lemma 4.14. Let us assume Hypotheses 1 and 8. Suppose that \( \alpha > 0 \) and \( \Delta t < \min \{ \eta, 1/(2\| L \|_{\infty, T}), K \} \). Then, for any sequence \( \{ \psi^{n} \}_{n=0}^{N} \in [L^2(\Gamma^R)]^{N+1} \) and any \( q \in \{ 1, \ldots, N \} \), the following inequality holds:
\[
\sum_{n=0}^{q-1} \langle G^{n+1}, \psi^{n+1} - \psi^n \rangle_{\Gamma^R} \leq \frac{4c_{\epsilon} q}{\alpha} \| G^q \|_{\Gamma^R}^2 + \frac{\alpha}{16} \| \sqrt{\bar{m}_{RK} q} \psi^q \|_{\Gamma^R}^2 + \frac{1}{2 \alpha} \| G^1 \|_{\Gamma^R}^2
\]
\[+ \frac{\alpha}{2} \| \psi^0 \|_{\Gamma^R}^2 + \frac{\Delta t c_{\epsilon} q}{2 \alpha} \sum_{n=1}^{q-1} \| G^{n+1} - G^n \|_{\Gamma^R}^2 + \frac{\Delta t \alpha}{2} \sum_{n=1}^{q-1} \| \sqrt{\bar{m}_{RK} n} \psi^n \|_{\Gamma^R}^2.
\]
(4.61)

Proof. The result follows from the equality
\[
\sum_{n=0}^{q-1} \langle G^{n+1}, \psi^{n+1} - \psi^n \rangle_{\Gamma^R} = \langle G^q, \psi^q \rangle_{\Gamma^R} - \langle G^{1}, \psi^{0} \rangle_{\Gamma^R}
\]
\[-\Delta t \sum_{n=1}^{q-1} \left\langle \frac{G^{n+1} - G^n}{\Delta t}, \psi^n \right\rangle_{\Gamma^R}.
\]
Indeed, the three terms on the right-hand side can be bounded by using the Cauchy-Schwarz inequality, inequality (4.36) and Lemma 4.6.

Theorem 4.15. Let us assume Hypotheses 1, 3, 4, 7 and 8, and let \( \widehat{\phi_{m, \Delta t}} \) be the solution of (4.55) subject to the initial value \( \phi_{0, \Delta t} \in H^1_{\Gamma^R}(\Omega) \). Let \( \alpha > 0 \) be the constant appearing in the Robin boundary condition (2.9). Then, there exist two positive constants \( J(\nu, c_{\lambda} / \Lambda, T) \) and \( D(\delta, \nu, T, c_{\lambda} / \Lambda) \) such that if \( \Delta t < D \) then
\[
\sqrt{\frac{\gamma}{4}} \left\| \sqrt{S} (\det F_{RK}) R_{\Delta t} (\phi_{m, \Delta t}) \right\|_{L^2(\Omega)} + \sqrt{\frac{\alpha}{2}} \left\| B_{RK} \nabla \phi_{m, \Delta t} \right\|_{L^2(\Gamma^R)} \nonumber
\]
\[+ \sqrt{\frac{\alpha}{4}} \left\| \phi_{0, \Delta t} \right\|_{\Gamma^R} + \left\| \hat{S} \right\|_{L^2(\Omega)} + \left\| \hat{G} \right\|_{L^2(\Gamma^R)} + \left\| R_{\Delta t} (\hat{G}) \right\|_{L^2(\Gamma^R)} \leq J \left( \sqrt{\frac{\alpha}{2}} \left\| B \nabla \phi_{0, \Delta t} \right\|_{\Omega} \right).
\]
(4.63)
Proof. Sequence $\phi_{m,\Delta t} = \{\phi_{m,\Delta t}^n\}_{n=0}^N$ satisfies $\langle L^{n+\frac{1}{2}}_{\Delta t} [\phi_{m,\Delta t}, \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^n] = \langle H^{n+\frac{1}{2}}_{\Delta t}, \phi_{m,\Delta t}^{n+1} - \phi_{m,\Delta t}^n \rangle \rangle$. Then, we use Lemma 4.9 and Lemma 4.13 for $\psi = \phi_{m,\Delta t}^{n+1}$ and $\varphi = \phi_{m,\Delta t}^n$ to obtain, respectively, a lower and an upper bound for this expression. By jointly considering both estimates, we get

$$\begin{align*}
\frac{1}{2\Delta t} \left\| \sqrt{\rho \circ X_{\Delta t}^{n+1} \det F_{\Delta t}^{n+1} + \rho \circ X_{\Delta t}^{n} \det F_{\Delta t}^{n}} \right\|_\Omega^2 \\
+ \frac{1}{2} \left\| C_{\Delta t}^{n+1} \nabla \phi_{m,\Delta t}^{n+1} \right\|_\Omega^2 - \frac{1}{2} \left\| C_{\Delta t}^{n} \nabla \phi_{m,\Delta t}^{n} \right\|_\Omega^2 + \frac{\alpha}{2} \left\| \sqrt{m_{\Delta t}^{n+1} \phi_{m,\Delta t}^{n+1}} \right\|_{\Gamma_R}^2 \\
- \frac{\alpha}{2} \left\| \sqrt{m_{\Delta t}^{n} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma_R}^2 \leq \tilde{c} \Delta t \left( \left\| \tilde{F}_{\Delta t}^{n+1} \nabla \phi_{m,\Delta t}^{n+1} \right\|_\Omega^2 + \left\| \tilde{F}_{\Delta t}^{n} \nabla \phi_{m,\Delta t}^{n} \right\|_\Omega^2 \right) \\
+ \tilde{c} \Delta t \left( \left\| \sqrt{m_{\Delta t}^{n+1} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma_R}^2 + \left\| \sqrt{m_{\Delta t}^{n} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma_R}^2 \right) + \frac{2c_\Delta t}{\gamma} || S^{n+1} ||_{\Omega}^2 + \gamma \Delta t \left( \left\| \nabla \phi_{m,\Delta t}^{n+1} \right\|_\Omega^2 + \left\| \nabla \phi_{m,\Delta t}^{n} \right\|_\Omega^2 \right),
\end{align*}$$

(4.64)

with $\tilde{c} = \max \{c_A C_v / \Lambda, C_v\}$. For $n = 0, \ldots, N$, let us introduce the notations

$$\begin{align*}
\theta_n^1 := \frac{\gamma}{4\Delta t} \sum_{s=0}^{n-1} \left\| \sqrt{\det F_{\Delta t}^{s+1} + \det F_{\Delta t}^{s}} \right\|_\Omega^2, \\
\theta_n^2 := \frac{\Lambda}{2} \left\| \tilde{F}_{\Delta t}^{n} \nabla \phi_{m,\Delta t}^{n} \right\|_\Omega^2, \\
\bar{\theta}_n := \frac{\alpha}{4} \left\| \sqrt{m_{\Delta t}^{n} \phi_{m,\Delta t}^{n}} \right\|_{\Gamma_R}^2.
\end{align*}$$

Now, for a fixed $q \geq 1$, let us sum (4.64) from $n = 0$ to $n = q - 1$. With the above notation and by using Lemma 4.14 for $\tilde{\psi} = \hat{\phi}_{m,\Delta t}$, we get

$$\begin{align*}
\theta_n^1 + (1 - 2\tilde{c} \Delta t) \theta_n^2 + (1 - 4\tilde{c} \Delta t) \theta_n + 4\tilde{c} \Delta t \sum_{n=0}^{q-1} \theta_n^1 + 10\tilde{c} \Delta t \sum_{n=0}^{q-1} \bar{\theta}_n \\
+ \beta \left( \theta_0^3 + \bar{\theta}_0 + || \tilde{S} ||_{L^2(\Gamma)}^2 + || \tilde{G} ||_{L^\infty(\Gamma)}^2 + || \tilde{R}_{\Delta t}[G] ||_{L^2(\Gamma)}^2 \right),
\end{align*}$$

(4.65)

where we have used Hypotheses 3 and 4. In the above equation $\tilde{c} = \max \{c_A C_v / \Lambda, C_v\}$ and $\beta$ denotes a positive constant. For $\Delta t$ small enough, we can apply the discrete Gronwall inequality (see, for instance, [23]) and take the maximum in $q \in \{1, \ldots, N\}$. Thus, estimate (4.63) follows.

**Corollary 4.16.** Let us assume Hypotheses 1, 3, 4, 5, 6 and 7, and let $\hat{\phi}_{m,\Delta t}$ be the solution of (4.28) subject to the initial value $\phi_{m,\Delta t}^0 \in H^1_{\Delta t}(\Omega)$. Then there exist
two positive constants $J(\mathbf{v}, c_A/\Lambda, T)$ and $D(\delta, \mathbf{v}, T, c_A/\Lambda)$ such that if $\Delta t < D$ then

$$
\sqrt{\frac{\gamma}{4}} \left\| \sqrt{\mathcal{S}} \det \tilde{F}_{RR} \tilde{R}_{\Delta t} [\phi_{m, \Delta t}] \right\|_{L^2(\Omega)} + \sqrt{\frac{\lambda}{2}} \left\| \tilde{B}_{RR} \nabla \phi_{m, \Delta t} \right\|_{L^\infty(\Omega)}
$$

(4.66)

$$
+ \sqrt{\frac{\alpha}{4}} \left\| \sqrt{m_{RR}} \phi_{m, \Delta t} \right\|_{L^2(\Gamma_D^R)} \leq J \left( \sqrt{\frac{\lambda}{2}} \left\| B \nabla \phi_{m, \Delta t} \right\|_{\Omega} \right).
$$

Proof. The result follows directly by replacing

$$
S^{n+1} \text{ with } 1/2 \left( \det F_{RR} f^{n+1} \circ X_{RR}^{n+1} + \det F_{RR} f^n \circ X_{RR}^n \right)
$$

and $G^{n+1}$ with $1/2 \left( \tilde{m}_{RR}^{n+1} g \circ X_{RR}^{n+1} + \tilde{m}_{RR}^n g \circ X_{RR}^n \right)$ in (4.63). $\square$

Remark 4.8. Notice that, constants $J$ and $D$ appearing in Theorem 4.15 and Corollary 4.16 depend on the diffusion tensor, more precisely they depend on fraction $c_A/\Lambda$. In most cases this fraction is bounded in the hyperbolic limit.

Remark 4.9. In the particular case of Dirichlet boundary conditions ($\Gamma^D \equiv \Gamma$), diffusion tensor of the form $A = \epsilon B$ and $f = 0$, the previous corollary can be improved. Specifically, by using analogous procedures to the ones in the previous corollary we can obtain the following $L^\infty(H^1)$ stability result with constants ($J$ and $D$) independent of the diffusion constant $\epsilon$

$$
\sqrt{\frac{\gamma}{2}} \left\| \sqrt{\mathcal{S}} \det \tilde{F}_{RR} \tilde{R}_{\Delta t} [\phi_{m, \Delta t}] \right\|_{L^2(\Omega)} + \sqrt{\frac{1}{2}} \left\| \tilde{B}_{RR} \nabla \phi_{m, \Delta t} \right\|_{L^\infty(\Omega)}
$$

(4.67)

$$
\leq J(1 + \sqrt{\epsilon}) \sqrt{\frac{1}{2}} \left\| B \nabla \phi_{m, \Delta t} \right\|_{\Omega},
$$

for $\Delta t < D$.

4.4. Error estimate for the semidiscretized scheme. The aim of the present section is to estimate the difference between the discrete solution of (4.28), $\phi_{m, \Delta t} := \{\phi_{m, \Delta t}^n\}_{n=0}^N$, and the exact solution of the continuous problem, $\phi_m := \{\phi_m^n\}_{n=0}^N$. According to (3.8) for $t_{n+\frac{1}{2}}$, with $0 \leq n \leq N - 1$, the latter solves the problem

$$
\left\{ \mathcal{L}^{n+\frac{1}{2}} [\phi_m], \psi \right\} = \left\{ \mathcal{F}^{n+\frac{1}{2}}, \psi \right\} \quad \forall \psi \in H^1_{\Gamma_D}(\Omega),
$$

(4.68)

where $\mathcal{L}^{n+\frac{1}{2}} [\phi_m] \in (H^1(\Omega))'$ and $\mathcal{F}^{n+\frac{1}{2}} \in (H^1(\Omega))'$ are defined by

$$
\left\{ \mathcal{L}^{n+\frac{1}{2}} [\phi_m], \psi \right\} := \left\{ \rho \circ X_{e}^{n+\frac{1}{2}} \det F^{n+\frac{1}{2}} \left( \phi_{m}^{n+\frac{1}{2}} \right), \psi \right\}_\Omega
$$

$$
+ \left\{ A^{n+\frac{1}{2}} \nabla \phi_{m}^{n+\frac{1}{2}}, \nabla \psi \right\}_\Omega + \alpha \left\{ m^{n+\frac{1}{2}} \phi_{m}^{n+\frac{1}{2}}, \psi \right\}_{\Gamma^R},
$$

$$
\left\{ \mathcal{F}^{n+\frac{1}{2}}, \psi \right\} := \left\{ \det F^{n+\frac{1}{2}} f^{n+\frac{1}{2}} \circ X_{e}^{n+\frac{1}{2}}, \psi \right\}_\Omega + \left\{ m^{n+\frac{1}{2}} g^{n+\frac{1}{2}} \circ X_{e}^{n+\frac{1}{2}}, \psi \right\}_{\Gamma^R}.
$$
∀ψ ∈ 𝐻¹(Ω).

The error estimate in the 𝐼∞(𝐿²(Ω))-norm, to be stated in Theorem 4.27, is proved by means of Theorem 4.11 and the forthcoming Lemmas 4.25 and 4.26. On the other hand, the error estimate for the gradient in the 𝐼∞(𝐿²(Ω))-norm, to be stated in Theorem 4.28, is proved by means of Theorem 4.15 and the forthcoming Lemmas 4.25 and 4.26. Before doing this we give some results with sketched proofs (see [6] for further details). Some auxiliary mappings will be introduced. They will be denoted by 𝜉, 𝜖, and 𝛿 depending on whether they are scalar, vector or tensor mappings, respectively. Moreover, if 𝜇 is smooth enough, it is easy to prove that 𝐹, 𝐹⁻¹, det 𝐹 and their partial derivatives, as well as the ones of (𝐹⁻¹) and det 𝐹⁻¹ can be bounded by constants depending only on 𝜖 and 𝛿. These estimates and the ones obtained in §4.2 for 𝐹, (𝐹⁻¹) and det 𝐹 will be used below without explicitly stated (see [6] for further details).

**Lemma 4.17.** Let us assume Hypothesis 1 and 3. Let us suppose that 𝜔 ∈ 𝐶²(𝑇³), 𝑋 ∈ 𝐶¹(Ω × [0, T]), Δt < 𝛿, and 𝜀 ∈ 𝐶³(𝐿²(Ω)) and ρ ∈ 𝐶²(𝐿∞(Ω)). Let us define the function 𝜀ⁿ⁺(Ω) := 1, for n ∈ {0, ..., N − 1}, by

\[
\epsilon^{n+1}(p) := \rho \circ X^{n+1}(p) \det F^{n+1}(p) \frac{\varphi^{n+1}(p) - \varphi^n(p)}{\Delta t},
\]

for a.e. p ∈ Ω. Then, \( \|\epsilon^{n+1}\| \leq C(\epsilon, \varphi, \rho)\Delta t^2 \|\varphi\|_{C^3(\Omega)} \), for n = 0, ..., N − 1.

**Proof.** The result follows by using Taylor expansions and noting that if 𝑋 ∈ 𝐶¹(Ω × [0, T]) and 𝜔 ∈ 𝐶¹(Ω × [0, T]) then \( |X(p) - X(p)| \leq C(\epsilon, \varphi, \rho)\Delta t^2 \), and if 𝑋 ∈ 𝐶¹(Ω × [0, T]) and 𝜔 ∈ 𝐶¹(Ω × [0, T]) then \( \|\epsilon^{n+1}(p) - \epsilon^n(p)\| \leq C(\epsilon, \varphi, \rho)\Delta t^2 \). □

**Lemma 4.18.** Let us assume that 𝑀 ∈ 𝐶²(𝐿∞(Ω)). Let 𝑊 ∈ 𝐶²(𝐿²(Ω)) be a given mapping and \( u^{n+1} := 1, for n ∈ \{0, ..., N - 1\} \), be defined by

\[
\epsilon^{n+1}(p) := \rho \circ X^{n+1}(p) \omega^{n+1}(p) - \left( A_m^{n+1}(p) + A_m^n(p) \right) \omega^{n+1}(p),
\]

for a.e. p ∈ Ω. Then, \( \epsilon^{n+1} \in 𝐿²(Ω) \) and \( \|\epsilon^{n+1}\| \leq C(\epsilon, \omega, A)\Delta t^2 \|\omega\|_{C^2(\Omega)} \), n ∈ 0, ..., N − 1. Moreover, if 𝑋 ∈ 𝐶¹(Ω × [0, T]), 𝑀 ∈ 𝐶²(𝐿∞(Ω)) and 𝜔 ∈ 𝐶¹(𝐿²(Ω)) then \( u^{n+1} := 1, in 𝐻¹(Ω) \) and \( \|\text{Div } u^{n+1}\| \leq C(\epsilon, \omega, A)\Delta t^2 \|\omega\|_{C^2(\Omega)} \), n ∈ 0, ..., N − 1.

**Proof.** The result follows by writing Taylor expansions in the time variable for 𝜔 and the tensor field \( A_m(p, s) := \det F(p, s)F^{-1}(p, s)A \circ X(p, s)F^{-T}(p, s) \), s ∈ [0, T]. □

**Lemma 4.19.** Let us assume Hypotheses 1 and 4. Let us assume that 𝜔 ∈ 𝐶²(𝑇³), 𝑋 ∈ 𝐶¹(Ω × [0, T]) and Δt < 𝛿, being 𝛿 the constant appearing in Lemma 4.1. Let 𝑊 ∈ 𝐿²(Ω) be a given function and \( u^n := 1, for n ∈ \{0, ..., N - 1\} \) be defined by

\[
(4.69) \quad u^n(p) := A_n(p) \omega(p) - A^R_n(p) \omega(p), 0 \leq n \leq N.
\]

Then, \( u^n \in 𝐿²(Ω) \) and \( \|u^n\| \leq C(T, \omega, A)\Delta t^2 \|\omega\|_{L²(Ω)}. Moreover, if 𝑋 ∈ 𝐶¹(Ω × [0, T]), 𝑋 ∈ 𝐶⁵(Ω × [0, T]), 𝑋 ∈ 𝐶⁵(Ω × [0, T]), 𝑀 ∈ 𝐶²(𝐿∞(Ω)) and 𝜔 ∈ 𝐻¹(Ω), then \( u^n \in 𝐻¹(Ω) \) and
\[ ||\text{Div}\ u^n||_{\Omega} \leq C(T, v, A)\Delta t^2||w||_{1,2,\Omega}. \]

**Proof.** The result follows by applying Taylor expansions, noting that if \( X_e \in C^4(\overline{\Omega} \times [0, T]) \) and \( v \in C^2(\mathcal{T}) \) then \( ||X_e - X_R^H||_{1,\infty,\Omega} \leq C(v, T)\Delta t^2 \), \( ||(F^n)^{-T} - (F_R^n)^{-T}||_{1,\infty,\Omega} \leq C(v, T)\Delta t^2 \), and if \( X_e \in C^5(\overline{\Omega} \times [0, T]) \) and \( v \in C^3(\mathcal{T}) \) then \( ||((F^n)^{-T} - (F_R^n)^{-T})||_{1,\infty,\Omega} \leq C(v, T)\Delta t^2 \) and \( ||\det F^n - \det F_R^n||_{1,\infty,\Omega} \leq C(v, T)\Delta t^2 \).

**Lemma 4.20.** Let \( \varphi \in C^2(L^2(\Gamma^R)) \) be a given mapping and \( \xi^{n+\frac{1}{2}} : \Gamma^R \rightarrow \mathbb{R} \), \( \xi^{n+\frac{1}{2}} : \Gamma^R \rightarrow \mathbb{R} \) be defined by

\[
\xi^{n+\frac{1}{2}}(p) := \frac{\theta^{n+1}(p) - \theta^n(p)}{2}, \quad \xi^{n+\frac{1}{2}}(p) := \frac{\theta^{n+1}(p) + \theta^n(p)}{2}.
\]

Then \( \xi^{n+\frac{1}{2}}, \xi^{n+\frac{1}{2}} \in L^2(\Gamma^R) \) and

\[
||\xi^{n+\frac{1}{2}}||_{\Gamma^R} \leq \frac{\Delta t^2}{8}||\theta||_{C^2(L^2(\Gamma^R))} \leq C(T, v)\Delta t^2||\varphi||_{C^2(L^2(\Gamma^R))},
\]

\[
||\xi^{n+\frac{1}{2}}||_{\Gamma^R} \leq C(T, v)\Delta t^2||\varphi||_{C^2(L^2(\Gamma^R))}.
\]

**Proof.** The result follows by using Taylor expansions in the time variable.

**Lemma 4.21.** Let us assume Hypothesis 1. Let us suppose that \( v \in C^2(\mathcal{T}) \), \( X_e \in C^4(\overline{\Omega} \times [0, T]) \) and \( \Delta t < \min\{\eta, 1/(2||L||_{\infty,\mathcal{T}})\} \), being \( \eta \) the constant appearing in Lemma 4.1. Let \( \varphi \in L^2(\Gamma^R) \) be a given function and \( \xi^n : \Gamma^R \rightarrow \mathbb{R} \) be defined by

\[
\xi^n(p) := \frac{\theta^n(p) - \theta_R^H(p)}{2}, \quad 0 \leq n \leq N.
\]

Then \( \xi^n \in L^2(\Gamma^R) \) and \( ||\xi^n||_{\Gamma^R} \leq C(T, v)\Delta t^2||\varphi||_{1,2}. \)

**Proof.** The result follows noting that \( ||\det F^n(p) - \det F_R^n(p)|| \leq C(v, T)\Delta t^2 \) and \( ||(F^n)^{-T}(p) - (F_R^n)^{-T}(p)||_2 \leq C(v, T)\Delta t^2 \).

**Lemma 4.22.** Let us assume Hypotheses 1. Let us suppose \( v \in C^2(\mathcal{T}) \), \( X_e \in C^4(\overline{\Omega} \times [0, T]) \) and \( \Delta t < \min\{\eta, 1/(2||L||_{\infty,\mathcal{T}})\} \), being \( \eta \) the constant appearing in Lemma 4.1. Let \( \varphi \in H^1(G^4_{\Omega}) \) be a given function, being \( G^4_{\Omega} \) the set defined in (4.24), and let \( \xi^n : \Gamma^R \rightarrow \mathbb{R} \) be defined by

\[
\xi^n(p) := \frac{\theta^n(p) - \theta_R^H(p)}{2}, \quad 0 \leq n \leq N.
\]

Then \( \xi^n \in L^2(\Gamma^R) \) and \( ||\xi^n||_{\Gamma^R} \leq C(T, v)\Delta t^2||\varphi||_{1,2,G^4_{\Omega}}. \)

**Proof.** The result follows by applying Taylor expansions, noting that \( ||X_e^n(p) - X_R^H(p)||_2 \leq C(v, T)\Delta t^2 \), \( ||(F^n)^{-T}(p) - (F_R^n)^{-T}(p)||_2 \leq C(v, T)\Delta t^2 \), and \( ||\det F^n - \det F_R^n||_2 \leq C(v, T)\Delta t^2 \).

**Lemma 4.23.** Let \( \varphi \in C^2(L^2(\Omega)) \) be a given function and \( \xi^{n+\frac{1}{2}} : \Omega \rightarrow \mathbb{R} \), for \( n \in \{0, \ldots, N - 1\} \), be defined by

\[
\xi^{n+\frac{1}{2}}(p) := \frac{\det F^{n+\frac{1}{2}}(p)\varphi^{n+\frac{1}{2}}(p)}{2} - \frac{\det F^{n+1}(p)\varphi^{n+1}(p) + \det F^n(p)\varphi^n(p)}{2}.
\]
Then, \( \xi^{n+\frac{1}{2}} \in L^2(\Omega) \) and

\[
\left\| \xi^{n+\frac{1}{2}} \right\|_\Omega \leq \frac{\Delta t^2}{8} \| \det F \|_{C^2(L^2(\Omega))} \leq C(T, v) \Delta t^2 \| \varphi \|_{C^2(L^2(\Omega))}.
\]

**Proof.** The result follows by applying Taylor expansions. \( \square \)

**Lemma 4.24.** Let us assume Hypothesis 1. Let us suppose that \( v \in C^2(T^\delta) \), \( X_\epsilon \in C^4(\overline{\Omega} \times [0, T]) \) and \( \Delta t < \eta \), being \( \eta \) the constant appearing in Lemma 4.1. Let \( \varphi \in H^1(\Omega^\delta_n) \) be a given function, being \( \Omega^\delta_n \) the set defined in (4.9), and let \( \xi^n : \Omega \to \mathbb{R} \) be defined by

\[
\xi^n(p) := \det F^n(p)\varphi(X^n_\epsilon(p)) - \det F^n_RK(p)\varphi(X^n_RK(p)), \quad 0 \leq n \leq N.
\]

Then \( \xi^n \in L^2(\Omega) \) and \( \| \xi^n \|_\Omega \leq C(T, v) \Delta t^2 \| \varphi \|_{1,2,\Omega^\delta_n} \).

**Proof.** The result follows by using Taylor expansions, noting that \( |X^n_\epsilon(p) - X^n_RK(p)| \leq C(v, T) \Delta t^2 \) and \( |\det F^n(p) - \det F^n_RK(p)| \leq C(v, T) \Delta t^2 \). \( \square \)

**Lemma 4.25.** Assume Hypotheses 1, 3 and 4 hold. Moreover, suppose that \( X_\epsilon \in C^3(\overline{\Omega} \times [0, T]) \) and that the coefficients of problem (2.7)-(2.10) satisfy

\[
v \in C^3(T^\delta), \quad \rho_m \in C^2(L^\infty(\Omega)), \quad A \in W^{2,\infty}(\Omega^\delta), \quad A_m \in C^2(W^{1,\infty}(\Omega)).
\]

Let the solution of (4.68) satisfy,

\[
\phi_m \in C^3(L^2(\Omega)), \quad \nabla \phi_m \in C^2(H^1(\Omega)), \quad \phi_m|_{\Gamma^R} \in C^3(L^2(\Gamma^R)).
\]

Finally, assume that \( \Delta t < \min\{\eta, 1/(2\|L\|_{\infty, T^\delta})\} \). Then, for each \( 0 \leq n \leq N - 1 \), there exist two functions \( \xi_{\mathcal{L}_0}^{n+\frac{1}{2}} : \Omega \to \mathbb{R} \) and \( \xi_{\mathcal{L}_\Gamma}^{n+\frac{1}{2}} : \Gamma^R \to \mathbb{R} \), such that

\[
\forall \psi \in H^1_{L^2}(\Omega). \quad \text{Moreover, } \xi_{\mathcal{L}_0}^{n+\frac{1}{2}} \in L^2(\Omega), \quad \xi_{\mathcal{L}_\Gamma}^{n+\frac{1}{2}} \in L^2(\Gamma^R) \text{ and the following estimates hold:}
\]

\[
\left\| \xi_{\mathcal{L}_0}^{n+\frac{1}{2}} \right\|_\Omega \leq \Delta t^2 C(T, v, \rho, A) \left( \| \phi_m \|_{C^2(L^2(\Omega))} + \| \nabla \phi_m \|_{C^2(H^1(\Omega))} \right),
\]

\[
\left\| \xi_{\mathcal{L}_\Gamma}^{n+\frac{1}{2}} \right\|_{\Gamma^R} \leq \Delta t^2 C(T, v, A) \left( \| \nabla \phi_m \cdot \mathbf{m} \|_{C^2(L^2(\Gamma^R))} + \alpha \| \phi_m \|_{C^2(L^2(\Gamma^R))} \right),
\]

where \( \alpha > 0 \) appears in (2.9).

**Proof.** The left-hand side of (4.72) is equal to \( I_1 + I_2 + I_3 \), with

\[
I_1 = \left\langle \rho \circ X_\epsilon^{n+\frac{1}{2}} \det F^{n+\frac{1}{2}} \left( \phi_m \right)^{n+\frac{1}{2}}, \psi \right\rangle_\Omega
\]

\[
- \left\langle \frac{1}{2} \left( \rho \circ X_\epsilon^{n+1} \det F^{n+1}_{RK} + \rho \circ X_\epsilon^n \det F^n_{RK} \right) \frac{\phi_m^{n+1} - \phi_m^n}{\Delta t}, \psi \right\rangle_\Omega,
\]

\[
I_2 = \left\langle \tilde{A}_m^{n+\frac{1}{2}} \nabla \phi_m^{n+\frac{1}{2}} - \left( \frac{\tilde{A}_m^{n+1} + A_\epsilon^n}{2} \right) \frac{\nabla \phi_m^{n+1} + \nabla \phi_m^n}{2}, \nabla \psi \right\rangle_\Omega,
\]

\[
I_3 = \alpha \left\langle \bar{m}^{n+\frac{1}{2}} \phi_m^{n+\frac{1}{2}} - \left( \frac{\bar{m}^{n+1} + \bar{m}_\epsilon^n}{2} \right) \frac{\phi_m^{n+1} + \phi_m^n}{2}, \psi \right\rangle_{\Gamma^R}.
\]
The bound for $I_1$ directly follows from Lema 4.17 for $\varphi = \phi_m$, so we can define a function $\xi^{n+\frac{1}{2}}_{\Gamma_R} \in L^2(\Omega)$ such that

\begin{equation}
I_1 = \left\langle \xi^{n+\frac{1}{2}}_{\Gamma_R}, \psi \right\rangle_{\Omega}, \text{ with } \left\| \xi^{n+\frac{1}{2}}_{\Gamma_R} \right\|_{\Omega} \leq C(T, v, \rho) \Delta t^2 \|\phi_m\|_{C^3(\Gamma^R(\Omega))}.
\end{equation}

In order to estimate $I_2$ we apply Lemmas 4.18 and 4.19 for $w = \nabla \phi_m$ and $w = \nabla \phi_m^{n+1} + \nabla \phi_m^0$, respectively, so $I_2 = \left\langle u^{n+\frac{1}{2}}_{\Gamma_R}, \nabla \psi \right\rangle_{\Omega}$, with $u^{n+\frac{1}{2}}_{\Gamma_R} \in H^1(\Omega)$. Then, by using a Green’s formula, we deduce

\begin{equation}
I_2 = \left\langle u^{n+\frac{1}{2}}_{\Gamma_R}, \cdot, \psi \right\rangle_{\Gamma_R} - \left\langle \text{Div} u^{n+\frac{1}{2}}_{\Gamma_R}, \psi \right\rangle_{\Omega},
\end{equation}

where, the involved functions are bounded as follows:

\begin{equation}
\left\| u^{n+\frac{1}{2}}_{\Gamma_R} \cdot \cdot \right\|_{\Gamma_R} \leq C(T, v, A) \Delta t^2 \|\nabla \phi_m \cdot \cdot \|_{C^2(\Gamma^R(\Omega))},
\end{equation}

\begin{equation}
\left\| \text{Div} u^{n+\frac{1}{2}}_{\Gamma_R} \right\|_{\Omega} \leq C(T, v, A) \Delta t^2 \|\nabla \phi_m \|_{C^2(\Gamma^R(\Omega))}.
\end{equation}

The estimate for $I_3$ follows by applying Lemmas 4.20 and 4.21 for $\varphi = \alpha \phi_m |_{\Gamma R}$ and $\varphi = \alpha (\phi_m^{n+1} + \phi_m^0)$, respectively:

\begin{equation}
I_3 = \left\langle \xi^{n+\frac{1}{2}}_{\Gamma_R}, \psi \right\rangle_{\Gamma_R} \text{ with } \left\| \xi^{n+\frac{1}{2}}_{\Gamma_R} \right\|_{\Gamma_R} \leq C(T, v) \alpha \Delta t^2 \|\phi_m\|_{C^2(\Gamma^R(\Omega))}.
\end{equation}

Finally, partial results (4.74), (4.75) and (4.76) imply (4.72).

**Lemma 4.26.** Assume Hypothesis 1, and $v \in C^2(\mathcal{T}^\delta)$, $X_e \in C^4(\overline{\Omega} \times [0, T])$ and $\Delta t < \min \{1, 1/(2\|L\|_{\infty, \mathcal{F}})\}$, being $\eta$ the constant appearing in Lemma 4.1. Let $f_m \in C^2(L^2(\Omega))$, $f \in C^1(\mathcal{T}^\delta)$, $g_m \in C^2(L^2(\Gamma^R))$, $g \in C^1(\mathcal{T}^\delta_{\Gamma_R})$. Then, for each $n \in \{0, \ldots, N - 1\}$, there exist $\xi^{n+\frac{1}{2}}_f : \Omega \rightarrow \mathbb{R}$ and $\xi^{n+\frac{1}{2}}_g : \Gamma^R \rightarrow \mathbb{R}$, satisfying

\begin{equation}
\left\langle \left( F^{n+\frac{1}{2}} - F^{n+\frac{1}{2}}_{\Delta t} \right), \psi \right\rangle = \left\langle \xi^{n+\frac{1}{2}}_f, \psi \right\rangle_{\Omega} + \left\langle \xi^{n+\frac{1}{2}}_g, \psi \right\rangle_{\Gamma_R} \forall \psi \in H^1(\Omega).
\end{equation}

Moreover, $\xi^{n+\frac{1}{2}}_f \in L^2(\Omega)$ and $\xi^{n+\frac{1}{2}}_g \in L^2(\Gamma^R)$ and the following estimates hold:

\begin{equation}
\left\| \xi^{n+\frac{1}{2}}_f \right\|_{\Omega} \leq \Delta t^2 C(T, v, \mathcal{T}^\delta) \left( \|\det F^m\|_{C^2(\Gamma^R(\Omega))} + \|f\|_{C^1(\mathcal{T}^\delta)} \right),
\end{equation}

\begin{equation}
\left\| \xi^{n+\frac{1}{2}}_g \right\|_{\Gamma_R} \leq \Delta t^2 C(T, v, \mathcal{T}^\delta_{\Gamma_R}) \left( \|\overline{m}_g\|_{C^2(\Gamma^R(\Omega))} + \|g\|_{C^1(\mathcal{T}^\delta_{\Gamma_R})} \right).
\end{equation}

**Proof.** The proof follows from Lemmas 4.20, 4.22, 4.23 and 4.24.

**Hypothesis 9.** Functions appearing in problem (2.7)-(2.10) satisfy:
- $\rho_m \in C^2(L^\infty(\Omega))$, $A \in \mathcal{W}^2,\infty(O^\delta)$, $A_m \in C^2(\mathcal{W}^1,\infty(\Omega))$,
- $v \in C^3(\mathcal{T}^\delta)$,
- $f_m \in C^2(L^2(\Omega))$, $f \in C^1(\mathcal{T}^\delta)$, $g_m \in C^2(L^2(\Gamma^R))$, $g \in C^1(\mathcal{T}^\delta_{\Gamma_R})$ and $\alpha > 0$.

**Hypothesis 10.** Functions appearing in problem (2.7)-(2.10) satisfy:
- $\rho_m \in C^2(L^\infty(\Omega))$, $A \in \mathcal{W}^2,\infty(O^\delta)$, $A_m \in C^3(\mathcal{W}^1,\infty(\Omega))$,
- $v \in C^3(\mathcal{T}^\delta)$,
- $f_m \in C^2(L^2(\Omega))$, $f \in C^1(\mathcal{T}^\delta)$, $g_m \in C^3(L^2(\Gamma^R))$, $g \in C^2(\mathcal{T}^\delta_{\Gamma_R})$ and $\alpha > 0$. 
Lemmas in this section hold under Hypotheses 1, 3 and 4 and the previous ones.

**Theorem 4.27.** Assume Hypotheses 1, 3, 4, 5, 6, 7 and 9, and \( X_e \in C^5(\Omega \times [0, T]) \). Let

\[
\phi_m \in C^3(L^2(\Omega)), \quad \nabla \phi_m \in C^2(H^1(\Omega)), \quad \phi_m|_{\Gamma^R} \in C^3(L^2(\Gamma^R)),
\]

be the solution of (4.68) and let \( \phi_{m, \Delta t} \) be the solution of (4.28) subject to the initial value \( \phi_{m, \Delta t}^0 = \phi_m^0 \in H^1(\Omega) \). Then, there exist two positive constants \( J \) and \( D \), the latter being independent of the diffusion tensor, such that, if \( \Delta t < D \) we have

\[
\sqrt{\alpha^2} \left\{ \begin{array}{l}
\sqrt{\det F_{RRK}(\phi_m - \phi_{m, \Delta t})} ||\phi_m||_{L^2(\Omega)} \\
+ \sqrt{\frac{\Lambda}{4}} \left| B_{RRK} \left[ \nabla \phi_m - \nabla \phi_{m, \Delta t} \right] \right|_{L^2(\Omega)} \\
\end{array} \right. 
\]

\[
\leq J \Delta t^2 \left( ||\phi_m||_{C^3(L^2(\Omega))} + ||\nabla \phi_m||_{C^2(H^1(\Omega))} + ||\nabla \phi_m \cdot m||_{C^2(L^2(\Gamma^R))} + ||\phi_m||_{C^2(L^2(\Gamma^R))} \right) 
\]

\[
+ ||\det F_{m}||_{C^2(L^2(\Omega))} + ||f||_{C^1(\mathcal{T}^t)} + ||\tilde{m} g_{m}||_{C^2(L^2(\Gamma^R))} + ||g||_{C^1(\mathcal{T}^t_{\ell R})}. 
\]

**Proof.** We denote by \( e_{m, \Delta t} \) the difference between the continuous and the discrete solution, that is, \( e_{m, \Delta t} = \{ \phi_{m}^n - \phi_{m, \Delta t}^n \}_{n=0}^N \). Then, by using (4.28) and (4.68) we have

\[
\forall \psi \in H_{1, D}^1(\Omega) \text{ and } 0 \leq n \leq N - 1. \text{ Then, as a consequence of Lemmas 4.25 and 4.26, we deduce}
\]

\[
\left\langle \mathcal{L}_{\Delta t}^{n+\frac{1}{2}} [e_{m, \Delta t}], \psi \right\rangle = \left\langle \left( \mathcal{L}_{\Delta t}^{n+\frac{1}{2}} - \mathcal{L}^{n+\frac{1}{2}} \right) [\phi_{m}], \psi \right\rangle + \left\langle \mathcal{F}^{n+\frac{1}{2}} - \mathcal{F}_{\Delta t}^{n+\frac{1}{2}}, \psi \right\rangle,
\]

\[
\forall \psi \in H_{1, D}^1(\Omega). \text{ Now the result follows by applying Theorem 4.11 to (4.81), noting that } e_{m, \Delta t}^0 = 0 \text{ and using the upper bounds for } \xi_{\ell}, \xi_{f}, \xi_{\ell f} \text{ and } \xi_{g} \text{ given in Lemmas 4.25 and 4.26.} \]

**Remark 4.10.** Notice that constant \( J \) appearing in the previous theorem is bounded in the limit when the diffusion tensor vanishes. In particular, Theorem 4.27 is also valid when \( A \equiv 0 \).

**Theorem 4.28.** Let us assume Hypotheses 1, 3, 4, 5, 6, 7, 9 and 10, and \( X_e \in C^5(\overline{\Omega} \times [0, T]) \). Let \( \phi_m \) with

\[
\phi_m \in C^3(L^2(\Omega)), \quad \nabla \phi_m \in C^2(H^1(\Omega)), \quad \phi_m|_{\Gamma^R} \in C^3(L^2(\Gamma^R)),
\]

be the solution of (4.68) and \( \phi_{m, \Delta t} \) be the solution of (4.28) subject to the initial value \( \phi_{m, \Delta t}^0 = \phi_{m}^0 \in H^1(\Omega) \). Then, there exist two positive constants \( J \) and \( D \) such
that, for $\Delta t < D$ we have

$$\begin{align*}
\sqrt{\frac{\alpha}{4}} \left| \sqrt{S} |\det F_{RK}| \mathcal{R}_{\Delta t} [\phi_m - \phi_{m, \Delta t}] \right|_{L^2(\Omega)} \\
+ \sqrt{\frac{\Lambda}{2}} \left| \tilde{B}_{RK} (\nabla \phi_m - \nabla \phi_{m, \Delta t}) \right|_{L^\infty(\Omega)} \\
+ \frac{J}{\Delta t} \left( ||\phi_m||_{C^3(\Omega)} + ||\nabla \phi_m||_{C^2(H^1(\Omega))} + ||\phi_m||_{C^3(\Omega)} \right)
\end{align*}$$

(4.82)

Proof. It is analogous to the one of the previous theorem, but using Theorem 4.15 instead of Theorem 4.11 and noting that

$$\begin{align*}
\left| \mathcal{R}_{\Delta t} [\xi_L] \right|_{L^2(\Omega)} + \left| \mathcal{R}_{\Delta t} [\xi_R] \right|_{L^2(\Omega)} & \leq \tilde{C} \Delta t^2 \left( ||\nabla \phi_m \cdot m||_{C^3(\Omega)} + ||\phi_m||_{C^3(\Omega)} \right) \\
& + ||\phi_m||_{C^3(\Omega)} + ||\tilde{m} g_m||_{C^3(\Omega)} + ||g||_{C^3(T^4_\epsilon)}.
\end{align*}$$

This estimate follows by using Taylor expansions and

$$\begin{align*}
| (X_{e+1}^n(p) - X_{e,K}^n(p)) - (X_e^n - X_{e,K}^n(p)) | & \leq \tilde{C} \Delta t^3, \\
| ((F_{e+1}^n)^{-1}(p) - (F_{e,K}^n)^{-1}(p)) - ((F_e^n)^{-1}(p) - (F_{e,K}^n)^{-1}(p)) | & \leq \tilde{C} \Delta t^3, \\
| \left( \det F_{e+1}^n(p) - \det F_{e,K}^n(p) \right) - \left( \det F_e^n(p) - \det F_{e,K}^n(p) \right) | & \leq \tilde{C} \Delta t^3.
\end{align*}$$

Remark 4.11. In the particular case of diffusion tensor of the form $A = \epsilon B$ with $\epsilon > 0$, constants $J$ and $D$ appearing in the previous theorem are bounded as $\epsilon \to 0$.

Remark 4.12. Notice that, from the obtained estimates and by using a change of variable, we can deduce similar ones in Eulerian coordinates (see [6] for further details).

5. Conclusions. We have performed the numerical analysis of a second-order pure Lagrangian method for convection-diffusion equations with degenerate diffusion tensor and non-divergence-free velocity fields. Moreover, we have considered general Dirichlet-Robin boundary conditions. The method has been introduced and analyzed by using the formalism of continuum mechanics. Although our analysis considers any velocity field and use approximate characteristic curves, second order error estimates have been obtained when smooth enough data and solutions are available. In the second part of this paper ([7]), we analyze a fully discretized pure Lagrange-Galerkin scheme and present numerical examples showing the predicted behavior (see also [6]).
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