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SUMMARY A multiple-input multiple-output software defined radio (MIMO-SDR) platform was developed for implementation of MIMO transmission and propagation measurement systems. This platform consists of multiple functional boards for baseband (BB) digital signal processing and frequency conversion of 5 GHz-band radio frequency (RF) signals. The BB boards have capability of arbitrary system implementation by rewriting software on reconfigurable devices such as field programmable gate arrays (FPGAs) and digital signal processors (DSPs). The MIMO-SDR platform employs hybrid implementation architecture by taking advantages of FPGAs, DSP, and CPU, where functional blocks with the needs for real-time processing are implemented on the FPGAs/DSPs, and other blocks are processed off-line on the CPU. In order to realize the hybrid implementation, driver software was developed as an application program interface (API) of the MIMO-SDR platform. In this paper, hardware architecture of the developed MIMO-SDR platform and its software implementation architecture are explained. As an application example, implementation of a real-time MIMO channel measurement system and initial measurement results are presented.
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1. Introduction

In past years, a variety of multiantenna technologies have been studied for the evolution of wireless communication systems, e.g. adaptive antenna and direction of arrival estimation [1]. Recently, multiple-input multiple-output (MIMO) systems using multiple antennas both at the transmitter and receiver attract attention due to its high spectral efficiency [2]. Since the MIMO system has high compatibility with orthogonal frequency division multiplexing (OFDM) which has high tolerance to frequency selective channels, MIMO-OFDM is a promising solution to enhance the system capacity of e.g. IEEE 802.11 wireless local area network (LAN) [3] and IEEE 802.16 wireless metropolitan area network (MAN) [4].

Nowadays interests of MIMO researchers are shifting from theoretical analysis to experimental verification of developed algorithms and systems. Equipment for experiments are desired to be flexible to implement a variety of MIMO systems, e.g. spatial multiplexing and space-time coding, open-loop and closed-loop, single-user and multi-user. One of the solutions for such an equipment is software defined radio (SDR) technology [5]. SDR changes its function by rewriting software on reconfigurable devices such as field programmable gate arrays (FPGAs) and digital signal processors (DSPs). Recently, system prototyping and performance analysis of MIMO-OFDM systems by using SDR-based testbeds have been carried out by many researchers including authors:

- DSP-based testbeds [6], [7],
- FPGA-based testbeds [8]–[10],
- FPGA/DSP-based testbeds [11]–[13].

Furthermore, additional functions such as network operation, video camera, and spatial scanner enhance the capability of the testbed [14]. Although there exist a variety of testbeds, the optimal architecture of the testbed depends on the target application. Requirements for the testbed are, e.g.

- number of channels,
- duplex,
- signal processing performance,
- throughput of data bus,
- flexible application program interface (API).

It is sufficient to use commercial products, e.g. [15]–[23], if they meet the requirements of the target system, otherwise custom-made testbeds should be designed.

The MIMO-SDR platform in [12], [13] was developed by authors for experimental study on MIMO systems, since there was no commercial product to meet the requirement of 4 × 4 MIMO transceiver at that time. To the best of the authors’ knowledge, it was a first MIMO-SDR transceiver authorized by radio license, and devoted for research and development of MIMO systems practically. The developed MIMO-SDR platform consists of multiple functional boards for baseband (BB) digital signal processing and analog frequency conversion. The BB boards have capability of arbitrary system implementation by rewriting software on FPGAs and DSPs. The developed MIMO system applications are summarized as follows.

- Off-line application
  - MIMO transmission system [13], [24]: The MIMO-OFDM transmission system with a variety of MIMO detection schemes was implemented on the developed MIMO-SDR platform as an off-line software modem. The BB boards are used as memories for transmitting (Tx) and receiving (Rx) signals, and modulation and demodulation are processed off-line on the CPU. Additional
MIMO detection schemes are easily implemented as software modem codes.

- MIMO channel measurement system [25], [26]: The above system is also applicable for channel measurements. Long training signals are introduced for accurate channel estimation. With a custom-made spatial scanner, MIMO channels in a residential home environment were measured. Performance of a variety of MIMO schemes was analyzed by using the measured channel data.

- Real-time application
  - MIMO transmission system [27]: A space-time block code (STBC) MIMO-OFDM transceiver was implemented on the FPGAs. Frame synchronization, fast Fourier transform (FFT), channel estimation, and STBC decoding are processed in real-time.
  - MIMO channel measurement system [28]–[30]: A real-time MIMO channel measurement system was developed for analysis of time-varying channels. A MIMO channel estimation block was implemented on the FPGAs and processed in real-time. The estimated channel data are continuously stored in a hard disk (HD). Practical performance of closed-loop transmission was analyzed from the propagation point of view. The details of the implemented software will be presented in this paper as an application example of the MIMO-SDR platform.

For the above applications, novel hybrid implementation architecture, i.e. hybrid utilization of off-line and real-time processing, was proposed to achieve a good balance between flexibility and real-time operation on the same MIMO-SDR platform. Features of the architecture are

- functional blocks with the needs for real-time operation are implemented on the FPGAs/DSPs,
- functional blocks without the needs for real-time operation are processed off-line on the CPU,
- a MIMO-SDR driver is developed as an API to control the FPGAs/DSPs as functions of CPU codes.

The MIMO-SDR driver is a key component for the hybrid implementation architecture, which plays a role for creating a flexible interface between real-time and off-line processing by taking advantages of the FPGA, DSP, and CPU.

In this paper, the details of the developed MIMO-SDR platform as well as the application example are explained. The rest of this paper is organized as follows. Section 2 will describe hardware architecture of the developed MIMO-SDR platform and its software implementation architecture. As a representative work, development of the real-time MIMO channel measurement system and initial measurement results will be given in Sect. 3 and Sect. 4 respectively. Finally, concluding remarks will be provided in Sect. 5.
Fig. 2 Circuit schematic of the developed boards.
analog-to-digital converters (ADCs) or digital-to-analog converters (DACs) respectively. Structures of these boards are similar, but the directions of the data flows are opposite. FPGAs 1-4 on the BRF/BTF board perform waveform-level processing of 4-channel I/Q signals. FPGA 5 is a connecting node from/to the parallel streams. The BRF board has three 2 Mgates FPGAs and four 600 Mflops DSPs. The processors on the BRF board operate information-level processing such as coding/decoding, modulation/demodulation, and space-time processing of MIMO systems. The three BB boards are connected via a 128 bit data bus for parallel transmission of Tx or Rx data between the boards. The physical layer software on the BB processors are configured and controlled from the CPU via a 16 bit bus.

On the RF board, four parallel time division duplex (TDD) super heterodyne RF modules are mounted. Center frequency is variable from 5.04 to 5.23 GHz by changing frequency of RF local signal generated in the LO board, whereas it is fixed at 5.04, 5.06, and 5.08 GHz by the limitation of radio license. Tx/Rx switch, Tx/Rx gain, and received signal strength indicator (RSSI) are digitally controlled via 32 bit parallel I/O of the BSP board. Range of total Tx power is from −30 to +16 dBm. The LO board provides RF local, intermediate frequency (IF) local, and BB clock signals. The whole system is synchronized with the oven controlled crystal oscillator (OCXO) on the LO board or an external frequency standard, e.g. a rubidium oscillator. Specifications of the MIMO-SDR platform are listed in Table 1.

2.2 Software Implementation Architecture

Figure 3 shows a reference layout of the functional blocks to implement physical layer software of general MIMO application. In order to explain each functional block, a 4 × 4 MIMO-OFDM system is assumed, where each Tx stream is modulated in IEEE 802.11a based OFDM signaling [31].

2.2.1 Transmitter

The Tx signal processor block on the BSP board applies coding to the Tx information bits such as forward error correction (FEC) and space-time code (STC), and generates I/Q mapped Tx symbols. The Tx symbols are transferred to the four parallel Tx post-processor blocks on the BTF board via the data bus. In each Tx post-processor block, OFDM modulation is performed, i.e. inverse fast Fourier transform (IFFT), guard interval (GI) insertion, and time window function. The modulated Tx signals are buffered in the first-in first-out (FIFO) memories and then transmitted at allocated Tx frame timing managed by the Tx controller.

2.2.2 Receiver

On the BRF board, sampled Rx signals are buffered in the FIFO memories and read at Rx frame timing. Frame synchronization to estimate the timing is cooperative task of the Rx pre-processor blocks and the Rx controller. Once the frame synchronization is established, the Rx pre-processor blocks perform OFDM demodulation, i.e. GI removal and FFT. The demodulated Rx symbols are combined by the Rx controller and transferred to the BSP board. The Rx symbols are buffered again in the FIFO on the BSP board. Then the channel estimation, MIMO detection, and decoding are operated in the Rx signal processor block. In linear MIMO detection schemes, weight matrices are required for the channel inversion. The weights are calculated in the floating point matrix processor block implemented on the DSPs.

2.2.3 System Control

The controller on the BSP board is basically the master of the controllers on the BB boards including the Tx, Rx, and
RF controllers. The master controller executes the instructions from the user interface interpreted by the MIMO-SDR driver implemented on the CPU. The MIMO-SDR driver is a wrapper of the hardware driver, which can be customized like an extensible API by adding control functions of the system.

2.3 Hybrid Implementation Architecture

Section 2.2 described implementation of a full-real-time transceiver. If measurements are carried out in static environments, real-time processing is not necessary. Instead, flexibility of implementation is preferable to test different systems, e.g., a variety of MIMO detection schemes. On the other hand, measurements in dynamic environments require real-time processing rather than flexibility. In order to achieve a good balance between flexibility and real-time operation, hybrid implementation architecture, i.e., hybrid utilization of off-line and real-time processing, was employed by using the MIMO-SDR driver.

Figure 4 shows an example of the hybrid implementation architecture. Functional blocks to be implemented on the MIMO-OFDM system are shown in the upper part of the figure. In the off-line implementation, the Tx/Rx digital processing parts are written as a software modem on the CPU. API function interconnects the software modem with the memories implemented on the BTF and BRF boards. It is in contrast with the real-time implementation where all of the functional blocks are implemented on the BSP, BTF, and BRF boards in real-time. API function for the real-time implementation works as an interconnection between the hard-coded modem on the BSP board and the user interface on the CPU board. As such, the implemented API can be a flexible interface between the CPU and the BB boards. Therefore, the hybrid implementation between off-line and real-time can be achieved. In the hybrid implementation, Tx/Rx digital processing parts are appropriately arranged on the CPU and the BB boards in accordance with the requirements for real-time operation of the target system. A representative work of the hybrid implementation is a real-time MIMO channel measurement system [28]. At the receiver, frame synchronization, OFDM demodulation, and channel estimation blocks are implemented on the BRF board and processed in real-time. API function continuously stores the estimated channel data to the CPU. On the other hand, at the transmitter, the software modem of the off-line implementation is enough to transmit training signals. As such, the MIMO-SDR platform has high flexibility to implement arbitrary systems.

2.4 Experimental Verification

Verification of the developed MIMO-SDR platform was conducted in the off-line transceiver configuration, where modulation and demodulation were processed on the CPU. Experimental setup is given in Fig. 5. At the transmitter, four Tx streams are modulated into the IEEE 802.11a based OFDM signals [31], and transmitted simultaneously at the center frequency of 5.06 GHz. Figure 6(a) shows the Tx signal spectrum with the IEEE 802.11a spectrum mask, and Fig. 6(b) shows the Tx signal constellation in 64QAM signaling. Error vector magnitude (EVM) of the Tx signal was 2.8% (max) and 1.8% (min) at 0 dBm output. To perform bit error rate (BER) measurement in an additive white
Gaussian noise (AWGN) environment, the transmitter and receiver were connected directly through attenuators, where the MIMO channel was considered as parallel single-input single-output (SISO) channels with equal gain. At the receiver, zero-forcing (ZF) was used for MIMO detection of the Rx signals, where it works as parallel coherent detection of SISO signals in this case. In the BER measurement, the Rx signal-to-noise ratio (SNR) was varied by controlling Tx power from $-25$ to $0$ dBm per antenna. Figure 7 shows results of the BER measurement as well as the simulation. Degradation of the measured BER in SNR is less than $1–2$ dB than that of theoretical results. The degradation is principally due to the imperfection of RF circuits such as phase noise, I/Q imbalance, and nonlinearity.

### 3. Real-Time MIMO Channel Measurement System

#### 3.1 System Requirements

A real-time MIMO channel measurement system implemented on the developed MIMO-SDR platform is introduced as an application example in this section. This system continuously estimates MIMO channel responses and stores the results in a HD. The obtained channel data are used for performance analysis of MIMO transmission in dynamic environments. Figure 8 shows the functional blocks of the developed system. As requirements for the system, following issues are considered:

- estimation accuracy,
- sampling interval of channel responses.

To achieve high estimation accuracy, totally 64 OFDM symbols are used for $4 \times 4$ MIMO channel measurement. Frame structure of the training signal is based on the preamble of IEEE 802.11a wireless LAN [31] and extended for the $4 \times 4$ MIMO system. The 11a preamble consists of two parts: short preamble (SP) for frame synchronization (two OFDM symbols) and long preamble (LP) for channel estimation (two OFDM symbols). The LP signals are extended to be orthogonal among Tx antennas by using 32nd-order Hadamard codes. Theoretically, channel estimation error using 64 OFDM symbols (32nd-order Hadamard codes) becomes less than 1 percent when signal-to-noise (SNR) is higher than 3 dB. In order to guarantee the estimation accuracy, Tx gain is controlled to achieve reasonable SNR in the measurement environment under the consideration of the saturation point of RF circuits. On the other hand, Rx gain is adjusted according to average and maximum Rx power in the environment by monitoring RSSI to minimize quantization noise of the ADC. Furthermore, Rx gain is fixed during a measurement so as not to cause nonlinear noise fluctuations. The timing of the frame synchronization is also fixed during a measurement so as not to cause channel phase fluctuation from frame to frame. The fixed frame synchronization is estimated from average frame synchronization timing of the environment measured in advance. Once the average frame synchronization timing is given, the frame synchronization is replaced by a timer-controlled trigger.

Sampling interval of channel responses is designed from maximum Doppler frequency and data storage capability. The target scenario of the channel estimation is 5 GHz-band indoor wireless LAN, where it is assumed that

- positions of the transmitter and receiver are fixed,
- surrounding objects are moving.

It is reported that “Bell” shape Doppler power spectrum is obtained in such an environment, where maximally
30 Hz Doppler component is considered at 5.25 GHz in IEEE 802.11n [32]. Sampling interval of channel responses is designed so as to measure the Doppler frequency, which should be shorter than 16 ms to satisfy the sampling theorem for the assumed Doppler frequency. The shorter sampling interval is better to track rapidly moving objects, while the shorter sampling interval requires higher storage capability, i.e. throughput of the CPU bus and stability of writing data to the HD. In this system, the sampling interval is chosen to be 4 ms by considering both the Doppler frequency to be measured and data storage capability of the CPU.

3.2 Transmitter Implementation

The transmitter in this application employs off-line implementation architecture described in Sect. 2. The principal task of this implementation is to generate periodic signal waveforms stored in the memories on the BTF board. Maximum memory size constructed in a single FPGA is about 1 Mbit. For 14 bit I/Q signals, available memory is 32k words. Since the DACs and FPGAs are driven by 80 MHz BB clock, length of an OFDM symbol (4 µs) is 320 samples. Therefore, the memory can store about 100 OFDM symbols for an I/Q Tx channel. Since the length of a training signal (SP and LP) is 66 OFDM symbols, the memory size is sufficient for this application. Figure 9 shows a block diagram of the transmitter. FPGAs 1-4 on the BTF board were configured as random access memories (RAMs) to store the modulated training signals in the CPU. The training signals are cyclically read from the memories and output via DACs according to the enable signal timing managed by FPGA 5.

3.3 Receiver Implementation

At the receiver, functional blocks for the real-time MIMO channel estimation are implemented on the BRF board. Figure 10 shows a block diagram of the receiver. The receiver has two operation phases: frame synchronization and channel measurement. This architecture removes the instability of the frame synchronization as well as reduces the processing load of the BRF board.

In the frame synchronization phase, sampled Rx signal data are not processed on the FPGAs (bypassed) and loaded to the CPU. Frame synchronization is performed off-line on the CPU by taking autocorrelation of the Rx signals. By repeating this process, average frame synchronization timing
in the environment is estimated. Then estimated frame timing is set to the timer of the trigger control, and the receiver starts the channel measurement in real-time.

In the channel measurement phase, FFT and multiple-input single-output (MISO) channel estimation are done on FPGAs 1-4. The MISO channel estimator consists of four SISO channel estimators for each Tx antenna. All SISO channel estimators run in parallel. Estimated channel responses for 52 subcarriers are multiplexed in the order of Tx antennas. Results of the MISO channel estimation are also multiplexed to complete a MIMO snapshot which consists of 832 complex values (4 Rx antennas, 4 Tx antennas, and 52 subcarriers). Finally, the MIMO snapshot is stored to FIFO 5. Although the processing time of the MIMO channel estimation between signal input and one snapshot output is less than 0.4 ms in this implementation, processing cycle is decimated to meet the capability of data storage.

3.4 System Controller Implementation

The MIMO-SDR controller with the MIMO-SDR driver is implemented on the CPU board to control the whole system including the storage of the measured data to the HD in real-time. Figure 11 shows a block diagram of the system control. The MIMO-SDR controller employs the timer with millisecond order precision to adjust the storage rate and the channel estimation rate. The rates are designed as follows:

- FPGAs 1-4 on the BRF board store one snapshot to FIFO 5 every 4 ms,
- MIMO-SDR driver loads five snapshots from FIFO 5 and stores them to the HD every 20 ms.

In order to improve the stability of the real-time processing, the MIMO-SDR driver is separated from the user interface. A socket server and a client are implemented in the MIMO-SDR controller and the user interface respectively. The server waits commands from the client, e.g. “FPGA config”, “Tx start”, “Rx start”, “Data copy”, etc. After receiving the commands, the MIMO-SDR controller runs the corresponding functions implemented in the MIMO-SDR driver. This architecture improves the stability of the continuous data storage by reducing load of the CPU in the receiver.

![Fig. 11 Block diagram of the system control.](image)

![Fig. 12 Experimental setup for system verification.](image)

![Fig. 13 Cumulative distribution and autocorrelation of measured channel responses.](image)
3.5 Experimental Verification

The implemented measurement system was verified by using fading simulator. Experimental setup is given in Fig. 12. The transmitter and receiver were directly connected through the fading simulator and attenuator. Configuration of the fading simulator was 1-tap Rayleigh with Jakes’ Doppler spectrum spread up to 6 Hz [33]. Cumulative distribution and autocorrelation of the measured channel responses are calculated and shown in Figs. 13(a) and (b) respectively with the theoretical curves. Both results in Fig. 13 are satisfactory to prove the validity of implemented real-time channel measurement system.

4. Example of MIMO Channel Measurement

By using the real-time MIMO channel measurement system described in Sect. 3, a channel measurement was carried out in a dynamic scenario as well as a static scenario. Figure 14 shows the measurement environment where the Tx and Rx antennas were fixed on the tables in the same room. In the dynamic scenario, a man was walking in the room to emulate a moving surrounding object. The number \( n \) on the walking route (dashed line in Fig. 14) indicates the position of the man at time \( t = ns \). Measurement parameters are listed in Table 2. MIMO channel matrices for all subcarriers were measured every 4 ms during 10 s. It results in totally 2500 MIMO snapshots.

Figure 15 shows an example of path loss fluctuation. Comparing to the static scenario, the path loss in the dynamic scenario is significantly fluctuating. Since the man was passing through line-of-sight between Tx and Rx antennas at around the time of 7.5 s, a large dip is observed in the measured path loss.

By using the measured channel matrices, instantaneous channel capacity of a 4 \( \times \) 4 MIMO and SISO system can be calculated on each subcarrier by using the following equations:

\[
C_{\text{MIMO}} = \log_2 \left( \det \left( I + \frac{p}{\sigma^2} H H^H \right) \right),
\]

\[
C_{\text{SISO},ij} = \log_2 \left( 1 + \frac{4p}{\sigma^2} |H_{ij}|^2 \right),
\]

where \( I \) is 4\( \times \)4 identity matrix, \( p \) is Tx power per antenna per subcarrier\(^1\), \( \sigma^2 \) is noise power per subcarrier, \( H \) is an estimated 4\( \times \)4 channel matrix for each subcarrier, \( \cdot H \) denotes conjugate transpose, and \( i \) and \( j \) are the indices of Rx and Tx antennas, respectively. In the calculation, noise power was estimated from the Rx noise figure and temperature in the environment. Figure 16 shows the measured channel capacity of the first subcarrier. In the static scenario, channel capacity of the 4\( \times \)4 MIMO system is about 3.4 times that of the SISO system. In the dynamic scenario, channel capacity is fluctuating around the case of static. Channel capacity loss of the SISO system was maximally 45 percent from average when the shadowing occurred at around the time of 7.5 s. On the other hand, that of the MIMO system was at most 18 percent. It is another advantage of MIMO systems due to multipath diversity. Further results of analysis are

---

\(^1\)In the SISO case, 4 times power per antenna than that of the MIMO is allocated for fair analysis.
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