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Abstract

The automatic retrieval of syntax structure has been a longstanding goal of computer science, but one that still does not seem attainable. Two different approaches are commonly employed:

1. A method of grammatical description that is deemed adequate is implemented in a way that allows the necessary generalizations to be expressed, and at the same time is still computationally feasible. General principles of the working language are expressed within this model. Analysing unknown input then consists in computing a structure that conforms to all principles that constitute the model. Often it is also necessary to select the desired solution from several possible ones.

2. Instead of linguistic assumptions, a large set of problems already solved is used to induce a probability model that defines a total ordering on all possible structures of the working language. The parsing task is thus transformed into an optimization problem that always selects the structure that is most similar to the previous solutions in some way. The exact nature of this similarity is defined by the algorithm used for extracting the model.

There are obvious and important up- and downsides to both approaches. Theory-driven parsers often cannot cover arbitrary input satisfactorily because not all occurring structures were anticipated. Among the analyzable sentences, the ambiguity of the results is often very high; thousands of analyses for a sentence of a dozen words are not uncommon. Worse yet, each of these problems can be solved only at the expense of the other. Finally, this kind of grammar development requires enormous effort by experts qualified in a particular language.

The currently predominant statistical approaches exhibit largely complementary features (automatic extraction of grammar rules, ambiguity resolution via numeric scores, robustness through smoothing and interpolation). However, they lack the perspicuity of the rule-based approach:

- Acceptable and less acceptable structures are processed indifferently. Unusual or wrong turns of phrase are only detected insofar as analysis sometimes fails altogether.
• Where the system response contradicts the speaker’s intuition, the faulty model can neither be understood nor changed in a meaningful way; the only remedy is re-training on different data.

The applications of language technology are manifold, and a probabilistically correct system is often quite adequate. However, there are settings where the exact analysis of individual utterances is paramount, such as supporting foreign language learners or maintaining databases with natural language commands. In such cases the reliability of the response is much more important than broad coverage or high performance. Still, it should be possible even in a fundamentally symbolic system to make use of the knowledge that can be inferred from large data sets, if it can help processing.

The goal of this thesis is to construct a comprehensive rule-based parser of German that takes perspicuous and therefore reliable decisions, but makes use of statistical means where they prove useful. By presenting a parsing system with competitive accuracy it will be demonstrated that for the task of detailed syntactic analysis, the use of both kinds of knowledge is superior to both the statistic and the principle-based approach in isolation.

In the context of research projects, the Natural Language Systems Group has for several years been developing and using a parsing formalism that employs declarative grammar rules, but is open for the inclusion of arbitrary other knowledge sources. Linguistic description relies on constraints about the mutual compatibility of individual syntactic relations, and a grammar is formulated as a set of logical formulas that describe correct structures. The focus of research has hitherto been on parsing with limited resources and on detection and diagnosis of language errors, e.g., for use in language learning scenarios. Within the small domains used so far, a reliable analysis of language has been achieved.

The constraint formalism itself does not define a particular parsing strategy, but only an optimization problem that is usually solved with various generally applicable solution methods. Recently, large tree banks of German have become available for the first time that are comparable in size with the reference data for English on which research has focused so far. With these collections available, it is to be expected that an algorithm which takes into account the typical recursive structure of syntax trees can work more efficient and hence (given a specific time limit) more accurately. Therefore, it should be investigated how much parsing decisions can be learnt directly from large data sets. Another goal is to see how the scores or even the body of grammar rules can be inferred from large data sets. Previous results of solving individual aspects of parsing (subject detection, prepositional attachment) via statistical means can be cast as constraints and tested for their viability. Since in the constraint formalism, manually written and automatically computed rules can be exchanged at will, the value of each knowledge source can be assessed individually. In particular, reasons can be given for deciding, given a particular requirements profile, how much effort should be spent on particular aspects of grammar development, or on data acquisition.
Zusammenfassung

Die automatische Analyse von Syntaxstrukturen durch Maschinen ist seit langem ein erklärtes Ziel der Informatik, das gegenwärtig aber noch nicht erreichbar erscheint. Üblicherweise wird dabei einer von zwei Ansätzen verfolgt:


Die derzeit vorherrschenden statistischen Modelle besitzen im wesentlichen dazu komplementäre Eigenschaften (automatische Extraktion von Grammatikregeln, Auflösung von Ambiguität durch numerische Bewertung, gleichzeitig Robustheit durch
Glättung und Interpolation). Es fehlt ihnen jedoch die Transparenz eines regelbasierten Modells:

- Akzeptable und weniger akzeptable Strukturen werden ununterschiedslos verarbeitet. Ungewöhnlicher oder falscher Sprachgebrauch wird nur insofern erkannt, als die Analyse möglicherweise ganz fehlschlägt.

- Widerspricht die Systemantwort der Intuition des Sprechers, so kann das fehlerhafte Modell weder symbolisch verstanden noch korrigiert werden. Es ist nur ein erneutes Training auf anderen Daten möglich.

Sprachtechnologie wird in sehr unterschiedlichen Situationen eingesetzt, und bei vielen Anwendungen ist ein probabilistisch korrektes System völlig ausreichend. Wo aber die genaue Untersuchung einzelner Äußerungen notwendig ist (Sprachunterricht, Transaktionssysteme), bestehen wesentlich höhere Anforderungen an die Vertrauenswürdigkeit der Antwort. Dennoch sollte es auch in einem grundsätzlich symbolisch arbeitenden System möglich sein, das aus großen Datennengen ableitbare Wissen zu nutzen, wenn es der Verarbeitung nützlich sein kann.

Ziel der Arbeit ist, einen umfassenden Parser für das Deutsche zu verfassen, der einerseits erklärbare und damit vertrauenswürdige Entscheidungen trifft, aber statistisches Wissen zur Problemlösung dort miteinbezieht, wo es sich als nützlich erweist. Durch die Schaffung eines Parsingsystems mit konkurrenzfähig korrektem Genauigkeit soll so gezeigt werden, daß für die eingehende Syntaxanalyse die Nutzung beider Arten von Wissen der Beschränkung auf den symbolischen oder stochastischen Ansatz überlegen ist.

Im Rahmen von DFG-Projekten wird im Arbeitsbereich NATS seit mehreren Jahren ein Parsingformalismus entwickelt und eingesetzt, der auf deklarativen Grammatiken beruht, aber offen ist für die Einbindung verschiedenster anderer Wissensquellen. Die Grundlage der Sprachbeschreibung bilden dabei bewertete Constraints über die Vereinbarkeit einzelner Syntaxbeziehungen miteinander, so daß eine Grammatik als Menge logischer Formeln formuliert wird. Der Schwerpunkt der Forschung lag bislang auf dem ressourcenbeschränkten Parsing und der Erkennung und Diagnose von sprachlichen Fehlern, etwa im Fremdsprachenunterricht. In den dabei verwendeten kleinen Domänen und Grammatiken wurde dabei eine zuverlässige Sprachanalyse erreicht.

Der verwendete Constraint-Formalismus selbst definiert kein bestimmtes Lösungsverfahren, sondern nur ein Optimierungsproblem, das bislang mit verschiedenen allgemein verwendbaren Algorithmen gelöst wurde. Vor kurzem sind nun erstmals syntaktisch annotierte Korpora des Deutschen verfügbar geworden, deren Umfang mit den bisher üblichen Referenzdaten des Englischem vergleichbar ist. Mit der Verfügbarkeit von großen Mengen an Beispielstrukturen ist damit zu rechnen, daß ein problemorientierter Algorithmus, der die typische rekursive Struktur von Syntaxbäumen berücksichtigt, wesentlich effizienter und daher (wegen der Austauschbarkeit
von Rechenzeit und Qualität) auch genauer arbeiten kann. Es ist zum einen also zu untersuchen, inwieweit die Parsingentscheidungen aus großen Datenmengen gelernt werden können.

Zum anderen soll untersucht werden, inwieweit die Bewertung oder gar die Form der Constraints selbst aus großen Datenmengen induziert werden können. Die Ergebnisse bekannter Verfahren für Einzelprobleme des Parsings (Subjektdetektion, Präpositionalunterordnung) können als Constraints formuliert und in ihrer Wirkung überprüft werden. Durch wahlweise Verwendung von manuell erstellten, automatisch extrahierten und kombinierten Constraints läßt sich dadurch der Wert jeder Wissensquelle einzeln belegen. Insbesondere sollen Argumente dafür geschaffen werden, mit welchem Nutzen bei einer gegebenen Zielstellung mehr oder weniger Aufwand auf die Grammatikentwicklung oder aber auf das Sammeln von Beispieldaten verwendet werden sollte.
Chapter 1

Introduction

1.1 Motivation

A very long-standing goal of computing has been to create a device that humans could operate entirely through their own, natural language. The benefit of this technology is obvious: who would not rather ask “What SRI employees have children older than 15 years?” than have to construct the expression\(^1\)

\[
\text{[QUERY (WH employee1}
\text{ (AND (EMPLOYEE employee1)}
\text{ (EMPLOYEES-COMPANY-OF employee1 SRI)))}
\text{ (SOME child2)}
\text{ (CHILD child2)}
\text{ (AND (CHILD-OF employee1 child2)}
\text{ ((MORE OLD) child2 (YEAR 15)))]}
\]

and type it in?

This goal remains largely unachieved. It is symptomatic that computer scientists, unlike normal speakers, have to qualify the term ‘language’ with the epithet ‘natural’ to make themselves understood, because of the abundance of non-natural languages that they have since invented, especially for programming their devices. The reliable interpretation of human language has turned out to be very much more difficult than expected, given that it appears to obey so many general rules\(^2\).

In many cases, it has proven to be much easier to restrict the allowed input to a system rigidly than to extend its processing capability—in particular where its function has nothing to do with language per se. Almost every programming language ever

\(^1\)This example was taken from Grosz et al. (1982).
\(^2\)But see Abney (1996) for why this impression may be deceptive.
invented could be cited as an example of this: although many languages re-use some words and some even mimic the rudimentary surface syntax of natural language, so that particular tasks can actually be programmed ‘in English’ (Sammet, 1978), such languages can only accept very few possible sentences of English; none of them attempt to cover the entire spectrum of possible human utterances.\(^3\)

Instead, the solution to restrict input has even been applied to systems that do have to process actual human language. Controlled languages are essentially subsets of a particular natural language, but systematically forbid all constructions that have proven to cause difficulties for machines (or even for humans). For instance, international corporations that must issue many technical documents in many languages directly profit if the translation task is simplified in this way (Mitamura and Nyberg, 1995). Such controlled languages typically profess to be fully expressive in that they allow the same statements to be made as a normal human language, but can be processed more efficiently or accurately. For the example query given above, the user would have to utter “Who is each employee such that the company of the employee is SRI and some child of the employee is older than fifteen years?” Whether or not this is an improvement over the logical formula is debatable.

Although such a simplification makes economic sense, it still amounts to a capitulation compared to the original goal. Besides such evasive solutions, then, there are a number of systems that do undertake to analyse unrestricted human language automatically, and in fact they now achieve better results than ever. At the same time, however, the preferred means of analysis have changed so much that they are not suited very well for some of the tasks that originally motivated the problem, particularly with respect to perspicuity and predictive power.

This thesis deals with the automatic syntactic analysis of natural language, that is, the retrieval of the underlying sentence structure behind the observable linear input. In particular, a method of analysis is demonstrated that adheres to the paradigm of language understanding as the application of explicit rules, but can still partake in the advances of statistic processing that currently power the most successful systems. As an existence proof, a system is introduced that can analyse unrestricted German input with state-of-the-art accuracy.

Since the procedural qualities of both paradigms diverge very much, an obvious undertaking is to attempt to combine them so that their advantages and disadvantages might balance. This thesis attempts such a combination for the Weighted Constraint Dependency Grammar formalism. WCDG (Foth et al., 2005a) is a rule-based system that models all linguistic knowledge uniformly as constraints, i.e., logical predicates that a syntactical structure may or may not satisfy. An order can be imposed onto these constraints through freely selectable scores that distinguish important from less important rules.

\(^3\)“When someone says, ‘I want a programming language in which I need only say what I wish done,’ give him a lollipop.” — Alan J. Perlis
Both the form and the ranking of the rules in a WCDG are usually selected manually. This approach shows the same disadvantages as many other rule-based formalisms: a considerable knowledge both of the target language and of the formalism itself is necessary, writing a complete grammar is time-consuming, and the result cannot easily be ported to a different language.

Integration of automatically extracted information into the formalism will be investigated in various ways. The most obvious application of statistical information concerns the problem of ranking the rules of a grammar. In a formalism with defeasible rules, the relative importance of two grammatical principles is often not obvious: one of them appears to overrule the other in some cases, but to be overruled itself in others. But even where it is clear, the question remains what the precise scores of both rules ought to be. Often the evidence is unclear or shows signs of changing over time. With the help of an annotated corpus, a simple count can establish which rules are broken and how often this happens, thus providing a measure of which rule is more important. It should be investigated how this information can be used to weight different constraints automatically.

A more difficult problem would be that of creating the rules themselves from corpus data. Often, many of the rules that linguists use to describe a language follow the same pattern. In fact, some theories explicitly try to explain as many phenomena as possible in terms of the same general principle. The constraints in a realistic WCDG also resemble each other, as various word classes each have rules describing their order, agreement, etc. However, this similarity is usually lowered by many language-specific exceptions. While it would be possible to extract recurring patterns in the input in the form of entire constraints, the more complicated handwritten rules would hardly be retrieved.

Finally, a very useful quality of WCDG is its consistently eliminative approach to parsing. There is only a rudimentary generative component that works on the level of individual word-to-word subordinations, but does not systematically enumerate possible structure candidates; instead, all conceivable dependency trees whose yield is a specific utterance are in principle possible, and constraints forbid or discourage those combinations that violate specific rules. In combination with defeasible rules (rules that discourage rather than forbid), this allows the trivial superimposition of quite different rule sets over each other. In particular, analyzers that solve special tasks can be summoned to help a general parser without changing either system in the least.

The amalgamation of statistical and rule-based information is therefore a promising route. When all available knowledge sources are imperfect, many of them in combination are often better than either alone, sometimes even better than all of them (Dietterich, 1997; Brill and Wu, 1998). This has previously been confirmed for WCDG in (Foth and Hagenström, 2002), where a fundamentally sequential probabilistic classifier of word categories and the structural grammar rules complement each other well. Other partial analyzers of language exist, and in several cases it
seems probable that a similar synergy can be achieved by integrating them in a similar way.

1.2 Overview of this thesis

This thesis is structured as follows.

- This introduction presents the task of syntax analysis for natural language and the main dichotomy between common solution methods.

- Chapter 2 gives an overview of important approaches to automatic language analysis. The dichotomy between data-driven and rule-based approaches is discussed, the typical advantages of both variants are contrasted, and existing systems that attempt hybrid processing are reviewed. The parsing formalism WCDG, in which this thesis formulates its parsing system, is presented.

- Chapter 3 describes a symbolic grammar of German that exhibits high precision, but still has some obvious deficiencies that can be traced back to typical weaknesses of the symbolic approach to parsing.

- Chapter 4 describes ways in which knowledge extracted from large amounts of correctly parsed sentences can be integrated into the previously described grammar. The utility of such statistical knowledge sources is measured both with respect to their own task and in their impact on parsing accuracy.

- Chapter 5 assesses the success of employing hybrid methods of analysis in WCDG.
Chapter 2

Methods of Natural Language Analysis

2.1 Symbolic automatic language analysis

The first attempts in automatic language analysis proceeded (often implicitly) within a paradigm that has been called rule-based or symbolic (Megerdoomian, 2003). Its essence might be stated as follows:

“Human language can fundamentally be explained through the interaction of different generally applicable rules, and these rules can be explicitly formulated.”

With the advent of programmable computers, this assumption was quickly extended to

“Given a suitable representation, these rules can be transferred more or less directly into a computer, which will then understand the language just as a human being can.”

For instance, it was believed that automatic translation between natural languages would essentially consist of a comprehensive list of word-to-word translations and a limited set of transformation rules, easily deduced from trivial example pairs. None of these attempts could satisfy these high expectations; the complexity resulting from the interaction of many rules that were simple in themselves turned out to be far too high for the computers of the day, and in fact for current computers as well.

The primary unexpected difficulty for such systems (apart from the difficulty of obtaining comprehensive dictionaries) was often not that the desired translation
could not be computed, but rather that too many undesirable translations could be. A translation system that allowed all necessary analyses usually also allowed so many other analyses for the same input that either resource restrictions prevented it from terminating at all, or its output was so extensive that considerable human effort was required to select the correct analysis.

The problem did not turn out be bad programming or even an unlucky combination of ill-matched languages; natural language really is much more syntactically ambiguous than expected (Church and Patil, 1982). Anyone who knows only its rules, and not its conventions, has little chance of deducing the correct interpretation; therefore, the computer programs were in no better position to understand it than a foreigner who owns a grammar book. Human speakers are so good at resolving this pervasive ambiguity that they rarely notice they are doing it at all; and it is precisely this capacity that is not gained just by following the official rules of a language.

Although in the light of hindsight, the original expectations appear fantastical, they are really nothing but a consequence of the scientific method itself. The central aim of all science is to formulate generally applicable rules, whether about physical or abstract phenomena. In fact, since long before the age of computers there has been a tradition of scholarly works purporting to set down “the rules” of a particular language, usually with the implied or explicit claim of objectivity and completeness. The aim of such works was often not so much the description of a language to others, e.g. to help foreigners learn it, as the codification of the status quo, to guard against change of any kind; for language change was usually regarded as deterioration (Swift, 1712).

In later centuries, the emphasis shifted away from the description of a particular language to the comparison between different languages, until today the general theory of linguistics aims to describe the phenomena that occur in human languages generally. This does not mean that all linguists endorse the notion of a ‘universal grammar’ of which all existing human languages are merely instantiations, but most would agree that the proper goal of a linguist is to describe regularities that transcend individual languages.

If a linguistic description of a human language were well-defined and truly complete, then its predictions about what sentences are acceptable could be tested fully automatically with the help of computers. In particular, computer parsers must in principle be possible. That they have turned out to be so difficult to write is only in part due to the limiting factors of computing time and processing memory; it also shows that so far, the rules of language understanding have not been set down completely. Since human listeners can still resolve ambiguity far better than automatic systems, the process of understanding must rely on information over and above that which is usually described in linguistic theories. For instance, linguists commonly abstract away from the individual words in an utterance and deal only with the syntactical category of each word. Their categories determine which words
2.2. STATISTICAL AUTOMATIC LANGUAGE ANALYSIS

Almost since their invention, the complexity of digital computers has quickly and steadily increased (Moore, 1965). Both the extent and the uniformity of this increase have been so remarkable that it has even been termed a ‘law’. It might be thought that this permanent growth of computing power would eventually eliminate the problems of the purely rule-based paradigm described in the previous section; but actually something quite different happened: as computing speed and storage size rose, alternative methods of language analysis became possible for the first time, and in fact often performed better than the symbolic systems. Today, many areas of speech analysis are dominated by systems that solely follow the statistical or data-driven paradigm. The characteristic feature of such systems is disambiguation through similarity maximization: among the various possible structures they favour the one that has been seen more often in their training data, or failing that, the one that is most similar to one that has already been seen. Different statistical systems differ mainly in their precise definition of what ‘similar’ means.

Data-driven analysis of natural language has seen surprising cycles of fashion and disrepute (Church, 1999). It was quite wide-spread in the 1950s; several trends in related fields such as behaviorism and information theory, as well as the success of automated code-breaking during World War II, made it seem natural to view language processing primarily as data-driven. In the words of a leading researcher of the day, “You shall know a word by the company it keeps” (Firth, 1957). A fundamental reorientation was marked by the seminal work of Chomsky (1957), who criticized the popular $n$-gram models of the time as fundamentally unsuitable for modelling human languages\footnote{It should be remembered that he criticized context-free grammars for the same reasons.}. A similar effect was caused by the publication of Minsky and Papert (1969), which emphasized the limitations of the perceptron.
model and effectively “killed funding for artificial intelligence and neural network research for 12-15 years”\(^2\). The resurgence of data-driven models in the 1990s was largely due to the success of \(n\)-gram models in speech recognition, where they won out over rule-based systems so decisively that they were soon applied to many other tasks again (Lee, 2004).

The performance of a data-driven system depends on the quality and quantity of exemplary data that can be made available to it. ‘Quality’ in this context is usually taken to mean the absence of annotation errors, but is also correlated with self-similarity. It is not surprising that flawlessly annotated data can lead to a model that is more accurate than data with errors in them. However, flawlessness is virtually impossible to verify, since this would take quite as much effort as annotating an entire corpus in the first place. Simple heuristics are sometimes used in an attempt to improve the quality of example data before machine learning is applied. For instance, Schmid (1994b) maintains that most of the part-of-speech tags in the Penn Treebank that are assigned to a given word less than 1% of the time are in fact annotation errors, and consequently ignores them in creating his full-form lexicon. Such an approach makes sense in terms of optimizing the measured accuracy, since forbidding rare tags to be predicted at all excludes a large number of errors while preventing only a small number of correct predictions; but on the other hand, some valid tags really are rare, and systematically preventing rare constructions from being analysed correctly is not adequate for a general solution.

Even if a corpus really were annotated with no errors whatsoever, its usefulness for learning statistical predictors would still depend on how similar its sections are to each other and to the test set. The scenario usually chosen in statistical language learning is to train a system on one part of a corpus and then test it on a disjunct part of the same corpus, but these conditions are in fact rather idealized. Gildea (2001) demonstrates how much the accuracy of some treebank parsers deteriorates when they are applied to other corpora, even if they appear rather similar to the human observer.

For some tasks, obtaining annotated data at all is difficult (Young, 2002). Even when large amounts of training data are available, the dependency on quantity is often exponential in nature, i.e., a given improvement in performance (for an unchanged similarity model) requires the expansion of its data base by an order of magnitude. It is hardly surprising that most descriptions of statistical language processing systems note that performance of the model was negatively affected by the regrettable data scarcity (Collins and Brooks, 1995; Zeman, 1997; Johnson et al., 1999; Fissaha et al., 2003; Koehn and Knight, 2003). Banko and Brill (2001) claim that even the very large corpora typically used nowadays are still much too small to reap the full benefit that data-driven models could theoretically bring (however, see Curran and Osborne (2002) for an opposing opinion). Despite this chronic under-training, the

\(^2\)Quoted from ei.cs.vt.edu/~history/Perceptrons.Estebon.html
data that are available have often proved sufficient to build better analyzers than was previously possible.

Apart from individual successes, a fundamental advantage is often claimed for the statistical paradigm: once the model of language to be used has been selected, there is little or no expert knowledge needed to create or adapt a language processing system. For instance, Magerman (1994) envisages porting a syntax analyzer from one human language to the other without referring to a human speaker of the new target language. Since the availability of large corpora is undergoing a vehement growth while human labour is growing comparatively more expensive, it seems perfectly good sense to expend one’s budget on data rather than on expert knowledge.

While statistical methods were first used for word classification in speech recognition (Ferguson, 1980), there are now data-driven systems that analyse compounds (Koehn and Knight, 2003), compute syntax structure (Magerman, 1994), extract functional roles (Kübler and Hinrichs, 2001), or classify dialogue acts (Young, 2002). The leading automatic syntax analyzers for unrestricted human languages are now variants of stochastic context-free parsers (Collins, 1999; Charniak, 2000). For the most popular reference corpus of English, they achieve an accuracy of approximately 90%\(^3\).

A particularly attractive feature of data-driven language analysis is that it can be lexicalized (that is, made sensitive to word identity) without the impractical multiplication of rules that was described in the previous section. Rather than add rules about every word that might be encountered, a parser writer need only define the similarity model so that it considers words as well as classes. Although this step greatly increases the problem of data sparsity, it often improves the performance of a parser even when the training set stays the same.

It is not an easy question whether the rule-based or the data-driven approach is fundamentally more appropriate for automatic language analysis. Certainly the data-driven paradigm is currently more successful with regard to the combined coverage and accuracy, and in this way can be said to be closer to human performance in language understanding (although even the best computer parsers cannot be said to actually duplicate it). It is much less clear whether the training process, often described as ‘learning’, really models the process that lets humans learn languages, for the details of human thought remain unknown. However, there are at least some aspects of human language understanding that statistical parsing certainly does not duplicate:

- **Accountability**: When an utterance allows several interpretations that differ significantly in the meaning assigned to the utterance, human hearers usually have a pronounced preference for one of the alternatives. Often this preference goes so far that the alternative interpretations are not perceived at all, and

---

\(^3\)See the discussion of parser evaluation below (2.6) for the significance of such figures.
have to be pointed out explicitly by the experimenter. When queried, a human informer will often be able to give a specific reason why one of the alternatives was assumed rather than the other.

For instance, the German sentence ‘Diese Zahlen gaben die Minister gestern Abend in Genf bekannt’ can mean either ‘These figures announced the ministers last evening in Geneva’ or, ‘The ministers announced these figures last evening in Geneva’. Since verb complements can be freely redistributed in German, both meanings are grammatical, in fact the first version is the unmarked word order. Nevertheless, the second reading will be much preferred by human readers because it agrees with their conceptions of politicians and figures.

A purely data-driven decision method can only ever give the reason “this derivation carries the higher probability according to previously seen data”. This probability usually depends on the details both of the statistical model and of the entire training data. This kind of reason is very difficult to follow for a given instance of ambiguity. Note that a lexicalized parser might be able to learn that ‘Minister’ is a better subject for the verb ‘bekanntgeben’ than ‘Zahlen’; but at the same time it might fail to make a related distinction for the words ‘Präsidenten’ and ‘Ergebnisse’, if they did not occur in its training material.

- **Maintainability**: When a language analyzer fails to return the intuitively preferred analysis, the author will want to change it systematically so that it returns the correct alternative instead. However, this change should not affect the system’s responses to other kinds of input where it has already managed to make the right decision; individual aspects of the behaviour should be susceptible to individual maintenance.

If the choice between possible alternatives is only arbitrated via automatically computed parameters, it is often impossible to find the necessary value for the relevant parameter. In fact, there usually is no single parameter that causes the faulty decision; the output depends on many or even all parameters of the model in a non-linear way. Making the desired change involves either changing the similarity measure or obtaining other data and retraining the system on them. Both measures require great effort and even so cannot guarantee success. It is particularly difficult to prevent changes of this kind from improving the performance on one kind of problem at the expense of another kind.

These qualities are, of course, not essential to all applications of language analysis. Large-scale processing of language, as in information retrieval, often sacrifices not only perspicuity, but also correctness to the imperative goal of efficiency. Such priorities are reasonable where the amount of input is so large that detailed verification would be impossible in the first place. The opposite end of the spectrum is formed by systems where not only correctness in the individual case, but accountability is essential. This applies to systems that must handle commercial transactions, but
also to those that use natural language as a subject and not merely as a medium, for instance when correcting the utterances of second-language learners.

2.3 Hybrid methods of language analysis

2.3.1 Terms and Definitions

Where alternative methods are well-known whose characteristics are to some degree complementary, an obvious idea is to combine them so as to profit from the strengths of both. The term ‘hybrid’ is often applied to such systems. It is usually intended to express that a system occupies several different points in a spectrum of possibilities; but in natural language processing, there is more than one dimension along which parsers can be classified, and it is often unclear which of them is meant. Since the rise of data-driven language analysis, the term has most often been used to describe the attempt to combine the advantages of the rule-based and the data-driven method. However, even this particular dichotomy has been described in very different terms, not all of which are really synonymous with each other. We shall now define our understanding of the most commonly used terms and see to what extent they are interchangeable.

The least specific terms that are often used in this context are deep and shallow processing. They are most properly used (Aït-Mokhtar et al., 2002) in reference to the output of a language analyzer: a full syntax tree in the formalism of one’s choice, unfettered by such worldly limitations as processing time or annotation effort, is likely to have literally more levels of structure than a mere sequence of category tags or chunk markers, and can therefore justly be called ‘deep’. (Note, however, that the particular term ‘deep structure’ is also a much narrower technical term in the theory of transformational grammar, where it contrasts with ‘surface structure’.)

More often, any sort of processing is called ‘shallow’ that can be done quickly and with a high precision, while ‘deep’ methods are those that have the potential to yield more expressive results but are typically too inefficient and specific for mass application (Crysmann et al., 2002; Schiehlen, 2003). This usage vividly invokes the notion of a huge search space, through which one can sift with more or less effort, and with more or less profit. Although the terms are useful to make this distinction, it must be remembered that the question of what is or is not feasible is subject to constant change as computers become faster and bigger. Likewise, as language processing technology progresses, the consensus of what results are acceptable or even useful keeps changing.4

The terms ‘deep’ and ‘shallow’, when applied to human understanding, are judgmental: one speaks approvingly of a ‘deep’ thinker, but disapprovingly of a ‘shallow’ person. This connotation also colors their usage in computer science. Since

4“Artificial Intelligence is whatever hasn’t been done yet.” – Larry Tesler
researchers will naturally consider those methods apt and well-justified that they themselves use, there is a tendency to call ‘deep’ those methods that one uses oneself, and ‘shallow’ anything that other researchers do. For instance, Swift et al. (2004) apply the term to Collins’s parser of English because it uses a probabilistic context-free grammar, while their own approach uses handwritten unification rules; Clark et al. (2001) claim to build ‘deep’ structure on the basis that they can directly create long-distance dependencies rather than contiguous constituents.

Finally, the terms have also been used to distinguish, not different approaches, but the varying nature of their combination. In the wider realm of general AI systems, Kitzmiller and Kowalik (1987) define ‘deep’ coupling of different methods as a system where one algorithm has detailed knowledge of the performance envelope of another algorithm that it uses, and can use this knowledge to decide which ancillary algorithm to use. A ‘shallow’ coupling treats its subordinate algorithms as black boxes and therefore lacks this ability. (Today, this distinction is more often made with the terms ‘strong’ and ‘weak’ coupling.)

Despite their widespread use, then, the terms ‘deep’ and ‘shallow’ should be considered too vague to be used with profit. The terms ‘rule-based’ and the ‘data-driven’ approach are most often understood as a combined classification among two related but distinct dimensions, of which the first is concerned with the nature of the rules used by a system, and the second with their origin.

The nature of the rules used for analysis can be symbolic or numeric. These terms directly express the fact that the goal of science is to explain the phenomena of natural language, rather than just cope with them: a symbolic formalism is one that describes facts about a field of study using newly-introduced constructs (symbols) rather than just aggregations of actual data. These terms originate from mathematics — for instance, symbolic integration is concerned with mapping entire well-defined functions to other functions, while numeric integration merely computes the value of the integral function in a particular section of the base function — but can also describe rule systems in other fields.

The prototypical example of a symbolic formalism in language processing is the theory of syntax known as transformational generative grammar, first proposed by Chomsky (1957). For instance, the symbol ‘NP’ never appears in natural language (except linguistic treatises); it is introduced by the linguist to abstract away from the properties of the many words and word groups that can function as objects, subjects etc. It makes explicit the hypothesis that all these (and many more never yet encountered) are interchangeable in a particular respect. This deliberate step of abstraction characterizes the symbolic method. In contrast, a numeric formalism might state that some word classes are more and others are less interchangeable; or it might actually regard the membership of a word in a particular class as uncertain (Zadeh, 1965).

The origin of rules can be either axiomatic or empirical, that is, they can be written down by authoritative fiat from a language expert, or induced from observing
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actually occurring language. Empirical methods often deal with a great number of
direct observations rather than with explicit generalizations, and in this case they
are also called *statistical*. Transformational grammar has traditionally emphasized
the axiomatic method; Chomsky himself stated that no corpus could be balanced
and informative enough to inform linguistic research, and that none of the compu-
tational methods used at the time (such as *n*-gram sequence models) was capable of
representing natural language accurately.

The term ‘rule-based’ is often taken to mean ‘symbolic and axiomatic’, while ‘data-
driven’ is understood as ‘numeric and empirical’, since these qualities tend to coin-
cide: symbolic systems are frequently hand-written by language experts, while large
corpora are necessary to retrieve statistical regularities. Nevertheless, it is also pos-
sible to induce rules automatically from observations, given a suitable template of
possible rules (Brill, 1995); such a system would be symbolic, but empirical. Con-
versely, some numeric systems use probabilities carefully chosen by a language expert
(Sampson, 1986). We will see later that the formalism used in this thesis can also be
classified as numeric but axiomatic, since it expresses the acceptability of alternative
analyses through real numbers, but these numbers are not induced from a corpus;
ultimately they result from weights deliberately assigned by the grammar writer.

Another prominent distinction often cited in describing transformational grammar
is between *prescriptive* and *descriptive* grammars: those that describe how experts
think language should be used, and those that describe how people actually speak.
The difference between the two has been explained in terms of *competence* and *per-
formance* in a natural language, where competence models the speaker’s theoretical
ability to understand and generate an unlimited number of sentences of unlimited
length, while performance corresponds to the actually measurable capability in pro-
ducing and comprehending language, i.e., limited by factors such as limited memory,
hesitation, speech errors etc. A widespread assumption was that only the compe-
tence of an ideal speaker/hearer should be the subject of linguistic description. Since
corpora of actual language use can only reflect performance rather than competence,
they are more suited for descriptive rather than prescriptive grammars. Since per-
formance issues often involve manifold and seemingly random deviations from the
‘proper’ mode of expression, it was assumed that describing performance would be
computationally much more complex than describing competence; however, the op-
posite view can also be found (Church, 1980).

If competence phenomena were merely the result of violating the rules of a prescrip-
tive grammar, the obvious way of dealing with them would be simply to make those
rules violable. Although this assumption is oversimplified, there are in fact systems
whose rules are not *hard* but *defeasible*; they usually define their output as the struc-
ture that follows as many of their rules as possible, or sometimes the one that follows
the most important rules. Counts obtained from corpus data are a natural source
for deciding which rules are more or less important, and are in fact often used for
the purpose; but again, systems can be and have been built that use rules of varying, but axiomatically assigned strengths (Grosz et al., 1982).

A defeasible rule is not capable of excluding alternative interpretations, since it may or may not be followed. Such ‘optional’ rules are sometimes considered nonsensical or unhelpful, but it must be remembered that hard rules can also define grammars that are ambiguous for many input strings: for instance, in an ambiguous production system, a given rule may or may not be applied and a solution may be found in either case. It has often been assumed that since human language understanding appears to operate in real, i.e. linear time, that only deterministic rather than probabilistic formalisms are useful for describing it. This, too, is now disputed, since no deterministic formalism has been found after long efforts that comes even close to human language understanding, and in fact preferences among rules can be profitably exploited to resolve as well as create ambiguity.

Another distinction that has been reappraised since the early days of computational linguistics is the one between purely category-based and lexicalized language description. A fundamental insight of structuralist grammar was that one noun is much like another in the sense that they can all be substituted for each other without affecting grammaticality, and Chomsky formulated this as the claim that “grammar is autonomous”. This lead to the idea of word categories, which are essentially those sets of words which are freely interchangeable in grammatical sentences. Many grammars were formulated predominantly in terms of word categories, although refinements such as those between countable and non-countable nouns soon became necessary. But with the invention of machine parsing, it has become clear that even for the purposes of automatic syntax analysis any two nouns are not quite alike; parsers which have access to the identity of each word can make distinctions that the pure category string does not support. Although it is disputed just how great the advantage is that such lexicalized systems enjoy when properly trained (Charniak et al., 1996; Klein and Manning, 2003), it is certainly positive. Once again, lexicalized language models go hand in hand with data-driven grammar development, if only because the number of nouns is so much larger in any language than the number of categories that writing rules about each noun would be impractically tedious. However, it must be kept in mind that in principle, there is no reason why lexicalized rules cannot be written by hand, at least for selected example utterances.

These are by no means all distinctions that can be implied when a system is called ‘hybrid’. For instance, the term has also been used to describe the combination of bottom-up and top-down parsing strategies (Simov and Osenova, 2004), or the optional inclusion of syntactic information into a semantic case grammar (Minker, 2004). Bartolini et al. (2004) call their constraint-based system ‘hybrid’ because the constraints use both ordering and subcategorization information. Even an entire representational formalism might be called ‘hybrid’; for instance, LFG combines the notions of constituency and relation in one formalism.
Finally, hybrid systems can also differ considerably in their internal organisation: hybrid analyzers do not necessarily run different processes in parallel. Blache (2005) distinguishes four ways of using both ‘deep’ and ‘shallow’ analyzers for the same task:

- **Filters** are most often used when morphosyntactic tags are associated with words. They simply discard some of the possible tags in order to reduce the search space for parsing.

- **Pipelines** use the output of a fast analyzer as the input for a thorough analyzer; this requires that both processes deal with the same kind of data structures.

- **Guides** use the results of a superficial analysis in order to guide the decisions of another analyzer, in the hope that the combined system will find the desired solution earlier than on its own.

- The **Granularity** of one and the same system can be varied to suit different objectives; either the same formalism can be employed with a simpler grammar, or parsing can be restrained to create only partial structures of a certain type. For instance, if a restrictive grammar fails to parse an utterance, a less restrictive one might be able to produce at least some analysis.

### 2.3.2 Overview of related work

The dichotomy sketched above is usually more prominent in theory than in practice. Even if the author of an entirely rule-based grammar wanted to rely solely on introspection as a source of its rules, a large set of concrete syntax structures would still be necessary, at least for a comparative evaluation of its performance. In practice, large amounts of example data are also useful during development to suggest and disprove, or at least verify, one’s assumptions about which grammar rules apply to a language. The process of grammar writing is not entirely unlike the training of a stochastic model, even if it takes place in the human mind. Contrariwise, the mere procurement of raw data is often not really all that is needed to build a data-driven system. The details of the probability model themselves often allow many degrees of freedom that have to be chosen with care. It is not uncommon to find descriptions such as the following:

“Both the adjacency and verb components of the distance measure allow the model to learn a preference for right-branching structures.” (Collins, 1999)

“Adjunct and argument features [...] permit the model to capture a general argument attachment preference.” (Johnson et al., 1999)
Clearly, a particular kind of regularity is assumed a priori to be present in the raw data, and the model is chosen in a way so that this regularity can be exploited by its parameters. Also, even data-driven systems often do not draw their knowledge exclusively from corpus data. (Belz, 2001) describes how the best-performing statistical parsers do not use the rule sets that their training corpus would actually define, but versions that are heavily changed after extraction. For instance, single child phrases, empty category rules etc. are removed from the corpus, or all rules with a frequency less than a given $n$ are ignored to make parsing with the grammar feasible, or an explicit preference for right-branching is grafted onto the empirical model after learning.

Furthermore, when the desired output of a system is richer in structure than the available corpora, they first have to be annotated with the corresponding structures before a similarity measure can be applied, i.e., human reviewers have to decide what the desired structure for a given input actually is before it can be counted. For the construction of large annotated corpora, detailed annotation guidelines are often created (Bies et al., 1995; Brants et al., 1997a; Hajič et al., 2001; Dipper et al., 2002; Albert et al., 2003) that very much resemble complete declarative grammars (note that all these citations list a great number of authors).

Let us now examine some examples of hybrid systems previously described for analyzing natural language. Bangalore et al. (1995) describe both filtering and guiding techniques for their implementation of Tree-Adjoining Grammar. Part-of-speech tagging (see Section 4.1.2) is used to reduce the initial problem space, and further filtering removes elementary trees that can be proven not to be part of a complete solution. The three most probable elementary trees are then selected for each word, and only these are provided as input to the XTAG parser (but parsing is repeated on the full input if this selection causes a total failure). Finally, there are also global preferences for some word and clause types over others, and for particular tree variants; for instance, of two alternative analyses of the same sentence, the one that exhibits the lower PP attachment is preferred. While the filtering and ranking rules are hand-written, their respective weights are learnt from corpora. The authors conclude that this allows a reasonable combination of domain-dependent and generally applicable knowledge.

In general, hybrids that combine different symbolic models are rather rare; this is presumably because their authors would rather incorporate missing features into their own model rather than use someone else’s. However, Tapanainen and Järvinen (1997) describe a system that was based on Constraint Grammar (Karlsson, 1990) and then extended to compute explicit dependency relations rather than just tag words. Again, hand-written rules perform the task of adding or deleting dependencies based on features in the context; heuristic rules such as ‘prefer larger subtrees’, ‘remove unlinked readings when there are linked ones present’, or ‘unambiguous subtrees are more likely to be correct’ are then used to extract the full dependency tree. In this case, both the hard rules for creating dependencies and the defeasible
heuristics for constructing the syntax tree are written by hand, i.e. the system is altogether axiomatic in nature.

Conversely, it can also be useful to combine two empirical components, particularly if they do not solve the same task. For instance, Dienes and Dubey (2003) describe a solution for the analysis of discontinuous constituents that consists of two statistical models: a maximum-entropy *trace tagger* predicts possible locations of traces (i.e., possible attachment sites for discontinuous constituents) in the input string, and a normal PCFG model is then used to attach the dislocated elements in one of the predicted places. They find that dividing the task of detecting and attaching such elements results in a much better overall accuracy than if they were combined into one probability model. Stochastical rerankers are now often used in combination with *n*-best parsing to increase the accuracy of PCFG models (Johnson et al., 1999; Charniak and Johnson, 2005).

Even when two models solve exactly the same task, combining them can still be an improvement over just choosing the overall most reliable one (Swift et al., 2004; Zeman and Zabokrtsky, 2005). The latter work evaluates various methods of combining the results of no fewer than seven different parsers of Czech, and obtains an increase in accuracy from 85% up to 87%. This is attributed to the fact that all models do not make the same mistakes in their judgement, so that a weighted vote is more reliable than a single opinion. In fact, diversity of opinion is reported to be more important to success than individual excellence.

### 2.4 The WCDG system

The term *Weighted Constraint Dependency Grammar* describes both a particular variety of dependency-based syntax description and a fully operational reference implementation maintained by project members at Hamburg University. The official contact point for this implementation is [https://nats-www.informatik.uni-hamburg.de/Papa/PapaDownloads](https://nats-www.informatik.uni-hamburg.de/Papa/PapaDownloads); enquiries of any kind should be directed to cdg@nats.informatik.uni-hamburg.de.

The formalism of WCDG is based on the fundamental hypothesis that

> "Grammaticality is the product of complying to many individual rules as much as possible."

We shall now investigate how this assumption expresses itself in the aspects of the parsing system.

In the terms of the previous section, WCDG is predominantly an axiomatic formalism; its constraints and lexicon items must be written by an informed language
expert. There have been experiments to optimize the weights of a given set of constraints computed by parsing a test corpus repeatedly (Schröder et al., 2002), and this resulted in a small improvement of parsing accuracy, but at an enormous computational cost, since very many parsing runs on the entire corpus were necessary. In return, the grammar author is relieved only of the comparatively easy task of choosing constraint weights. Formulating suitable constraints in the first place would be a much more difficult task for machine learning, since the set of possible constraint formulas is infinite. So far all WCDG rule sets have been entirely handwritten.\footnote{In our grammar, some valence checks that are essentially repeated for every type of complement are created with the help of simple macro expansion, but the templates are still entirely created by hand.}

Although WCDG is characterized by the defeasible constraints that it allows, it is also possible to make a set of rules entirely rigid, so that a prescriptive grammar results. The possible disadvantage apart from reduced coverage would be that genuinely ambiguous sentences cannot be resolved; also, a grammar consisting of only hard constraints can cause poor performance for heuristic solution methods, since there is little information that can be used to make local decisions, and all possible alternatives appear equally good at every point (Foth, 2004b).

It is possible to write thoroughly lexicalized descriptions in WCDG; its input format allows arbitrary information to be attached to words in the lexicon, and constraints can access all of this information so that the solution engine can arbitrate between homonymous variants. However, when constraints are written manually and one after another, it is far easier to describe language with respect to word classes than with respect to individual forms (see Section 2.7.1); therefore most grammars concentrate on category-based description and access the identity of words only in cases where individual words behave manifestly atypical for their class.

\section*{2.4.1 Representation of Language Through Dependencies}

\textbf{Dependency and Constituency}

A grammar, whether an informal description or a computer-implemented formalism, must systematically associate utterances of a language with analyses. WCDG is unusual among computer parsers in that it defines its analyses in the form of \textit{labelled dependency trees}: parsing amounts to computing the (unique) regent of each word, and the nature of the relation that those two words entertain. The impact of modelling natural language as word-to-word dependencies can best be appreciated by a comparison to the more usual mapping from language to \textit{phrase structures}.

Briefly, a phrase structure tree is a set of nested \textit{constituents} that correspond to coherent elements of the meaning conveyed in the sentence. For instance, in the previous sentence the words “a phrase structure tree” are widely agreed to form a
more coherent set than, e.g., the words “structure tree is a”; this intuitive judgement is formalized in the grouping of all four words into a single noun phrase. There are many independent observations that can be explained well in terms of constituents. For instance, word groups that form constituents are more likely to be moved as a unit than to be separated when a sentence is reformulated, and in the German language, a normal main clause contains exactly one constituent before the finite verb, and not a particular number of words. The theory has been traced back as far as the ancient Stoics (Mates, 1961); to this day, most models of natural language have been cast entirely in terms of nested constituents.

However, there are cases when groups of words clearly fulfill all criteria for constituent-ship except contiguity. This happens quite freely in morphologically rich languages such as Latin or Czech, systematically in intermediate languages like German or Danish, and even turns up in languages often considered context-free. Yli-Jyrä (2004) cites the following example:

“Ultima Cumaei venit iam carminis aetas.”
(The last age has come now [according to] the song of the Cumaean [Sibyl].)
(Virgil, Bucolica 4)

in which both “ultima aetas” (the last age) and “Cumaei carminis” (the Cumaean's song) would certainly be considered constituents if they were not on different sides of the verb. Although it would be possible to extend the notion of a constituent to such cases, this is rarely done because the move would have grave impact on the formalism as a whole. A model that allowed such discontinuous constituents would no longer operate in the space of context-free languages, and the parsing problem would become correspondingly more difficult. Essentially, the nested nature of constituents allows their retrieval via conceptually recursive algorithms with cubic runtime; no comparable efficient methods of analysis are known for the less restricted language families.

An alternative view of linguistic structure that acknowledges such phenomena directly (and the one that CDG embraces) is known as dependency syntax. Rather than defining explicit groupings of words, it maps sentences to trees in which each word either modifies exactly one other word or forms the root of the tree. In general,
each word modifies the word to whose meaning it contributes. Because there is no fundamental restriction on the allowed configurations in a dependency tree, it can directly record the associations between the words suggested by agreement and word sense in the previous example (see Figure 2.1).

Projectivity

Gaifman (1965) finds that phrase structure grammars are weakly equivalent (that is, they can describe exactly the same languages) to dependency grammars that restrict themselves to projective structures. This condition can be defined in different ways (see Yli-Jyrä (2003) for a very graphic analogy); one possible formulation states that a dependency tree is projective if it can be drawn so that every node can be projected vertically to the base line without crossing any dependency edge. Alternatively, projective dependency trees are those trees formed when a phrase structure tree is recursively transformed by assuming that every phrase contains exactly one head word, and that all other constituents modify the head word. In other words, the two paradigms are equivalent precisely when situations as the one pictured above do not happen. It was partly as a result of this early result that the majority of research into automatic parsing proceeded only in terms of phrase structure; another reason was that the prevalent object of investigation was the English language, which as a mostly configurational language largely obeys the projectivity constraint. However, more recently the position has gained ground that unrestricted word-to-word dependencies are needed to describe phenomena in many languages, and that the scrambling and movement rules postulated in many phrase structure varieties are not adequate for the task.

Covington (1990) argues that modern linguistic theories, with their emphasis on phrase heads and feature inheritance, are generally moving towards dependency grammar. Although a parser that allows discontinuous constituents must necessarily be more complex than one which recognizes a type of phrase structure (the theoretical complexity rises from \(O(n^3)\) to \(O(n^n)\) in the worst case), he argues that it is really only the average case that matters, because human language seems to avoid the worst case systematically.

Although WCDG does not adopt Covington’s algorithm, it proceeds from the same assumption and thus does not enforce projectivity on the grammar writer. It is, however, easy to add this restriction to a grammar if desired. The grammar described in this thesis postulates non-projective dependency trees for some constructions that require them. It is a matter of personal opinion where exactly this is the case, and sometimes a different choice of word subordination can circumvent the necessity (Foth, to appear). Nevertheless, modern German allows constructions such as the following, which clearly violate projectivity:

“Die eigentlich spannende Frage ist, wie die neben T-Mobil und Mannesmann Mobilfunk drei aussichtsreichsten Mitbieter, die Newcomer auf dem Mobil-
funkmarkt Viag Interkom, E-Plus/Hutchinson and Mobilcom, abschneiden werden.”
(The truly exciting question is what the newcomers to the mobile market, Viag Interkom, E-Plus/Hutchinson and Mobilcom, which have the best prospects besides T-Mobil and Mannesmann Mobilfunk, will achieve.)
(heiseticker, item 11019)

“Stellt das Bundesverfassungsgericht fest, daß der Bundespräsident einer vorsätzlichen Verletzung des Grundgesetzes oder eines anderen Bundesgesetzes schuldig ist, so kann es ihn des Amtes für verlustig erklären.”
(If the supreme court deems the federal president guilty of a breach of the constitution or of a federal law, it can void his presidency.)
(Grundgesetz, §61)

“Dieses Mißverständnis wollen wir aufklären versuchen.”
(We want to try to clear up this misunderstanding.)
(Duden, example of commingled main and subclauses)

Theory-Dependent Ambiguity

Even without the distinction between projective and non-projective structures, phenomena can be found in natural language whose modelling appears more natural in one of the two alternative views. For instance, an important dimension of meaning representation is the aspect of scope: the exact extent to which a modifying element influences its context. Many distinctions of scope arise when multiple quantifiers such as ‘all’ or ‘some’ interact, but a clear ambiguity can also be seen in simpler constructions:

“AOL habe Microsoft aufgefordert, Verhandlungen über ein ‘ordentliches Geschäftsabkommen aufzunehmen anstatt einen nicht legitimten und verdeckten Zugang zu unserem System zu suchen.’”
(AOL reputedly summoned Microsoft to begin negotiations about an ‘orderly business accord rather than seek illegitimate and covert access to our system.’)
(heiseticker, item 5573)

Formally, the scope of the negation ‘nicht’ could either extend to the word ‘legitimen’ only, or could continue until the word ‘verdeckten’. The smaller scope implies that Microsoft sought illegitimate, covert access to AOL’s system, while the larger scope would imply that the access was illegitimate but not covert. Since illegitimacy and stealth usually go hand in hand, the first reading is much preferable (and the English gloss chooses this variant).

In constituent space, this difference can be well expressed by associating the negation either with an adjective phrase and then co-ordinating that phrase with another adjective phrase, or by co-ordinating both adjectives and then associating the negation with the already co-ordinated phrase (see Figure 2.2). The same distinction poses bigger problems for representation in a pure dependency tree (Briscoe et al., 2002):
Figure 2.2: Unambiguous phrase-structure trees for a scope-ambiguous phrase.

Figure 2.3: Ambiguous dependency tree for the same phrase.
if the first of two conjuncts is regarded as the head of the conjoined phrase (as is the case with the model of German used in this thesis), then a modification of ‘legitimen’ by ‘nicht’ could equally well correspond to either reading, since there is no easy way to mark a modification as extending only to the direct regent, or to the regent and all of the regent’s other dependents (see Figure 2.3).

Several ways of expressing the difference in dependency space could be imagined. For instance, the treatment of co-ordination could be changed so that the conjunction dominates both conjuncts (see Figure 2.4); the subordination could then naturally express whether the negation applies to both adjectives, or only to the first one. Alternatively, an extra-syntactic level could be established that marks the precise extent of a modifier relevant with respect to scope. Finally, the edge label that connects the negation with its immediate regent could be used to distinguish a negation with narrow scope (applying only to the regent) from one with a wider scope (applying to all dependents of the regent).
with surface syntax; it would certainly be possible and, indeed, preferable to represent issues of scope more accurately in other dependency formalizations of German.

Constituency and dependency theory, then, are merely alternative formalizations of phenomena of language that are in themselves largely undisputed. Both constituents and dependencies are means rather than ends: and despite frequent arguments about questions such as whether the conjunction or the conjunct “actually” is the head of a co-ordination, or whether or not determiner phrases “exist”, one does well to remember that both constructions are ultimately figments of the linguist’s imagination. This does not rule out cases in which a rule or regularity can be formulated somewhat more simply in one of the alternative theories, but a final proof that one or the other is the actual truth of the matter seems very unlikely. We will sometimes actually use the term ‘noun phrase’ when describing our grammar in detail to mean ‘that set of words which are subordinated under a common nominal head’, despite the fact that the WCDG parser does not introduce such a structure explicitly.

**Evaluation of Dependency Parsers**

One aspect of automatic parsing that is particularly relevant to the choice of language model is evaluation. Classical linguistic research concentrates mainly on the question whether or not a theory of language covers a particular phenomenon; a theory is considered appropriate if it admits a reasonably straightforward description of the conditions that make instances of the phenomenon grammatical, while slight variations are ungrammatical.

But the goal of automatic parsing is usually not just to map a sentence to the answer ‘yes’ or ‘no’, but rather to ‘yes, because…’ where the reason for the answer yes is given in the form of a structure that (a) obeys the grammar rules and (b) matches the sentence. A parser cannot be judged solely by its success rate, but also by how well the structures it returns agree with the intuition of a human speaker. To make different systems comparable, parsers must be applied to the same input and their output compared to structures that were previously agreed to be correct. In other words, it is necessary to annotate a natural-language text with structural descriptions and then to check whether a parser computes the same structures, or at least similar ones. The corpora used for such purposes are usually not the small collections of illustrative examples often used in linguistic argumentation, but sizable collections of real-life texts. A parser is commonly described by saying that it retrieves the correct structure for a certain percentage of a well-known corpus. Since the occurrence of syntactic phenomena tends to follow a Zipfian distribution (van Noord, 2004), this means that a parser can achieve a high score by concentrating on the frequent constructions, while totally ignoring many rare cases. Thus, the practical usefulness of a parser may be far higher than its theoretical coverage would suggest.

It has been argued (Lin, 1995) that the comparison between retrieved and annotated structures can be made more accurately on dependency structures, since a word-to-
word dependency can only be retrieved either correctly or incorrectly. In contrast, a phrase constructed by a parser may agree with an annotated phrase only partially, both with respect to its extent and to its internal structure, and it is not intuitively clear how to rate such a partially correct result. Also, different constituent-based parsers are more likely to define structurally different analyses of the same sentence as 'correct', which makes comparison between parsers less meaningful.

2.4.2 Collaborating Declarative Rules

A WCDG is formed by a set of individual rules or *constraints*, each of which expresses a recurring property of the target language. Any conceivable test can be postulated that could be made within the bounds of a word-based dependency grammar. As an example, consider the normal German noun phrase. A large number of agreement and ordering rules can be given that govern the general behaviour of the participating words:

1. determiner and noun exhibit case agreement
2. determiner and noun exhibit number agreement
3. determiner and noun exhibit gender agreement
4. adjective and noun exhibit case agreement
5. adjective and noun exhibit number agreement
6. adjective and noun exhibit gender agreement
7. adjectives are strongly inflected if a definite article is present
8. adjectives are weakly inflected if an indefinite article is present
9. countable, singular nouns occur only with a determiner
10. there is at most one determiner
11. determiners precede their nouns
12. adjectives precede their nouns
13. determiners precede their sibling adjectives

It is easy to write a constraint that implements each of these rules. By specifying a logical formula that encodes the respective condition, a test is created that distinguishes structures that are correct or incorrect in this respect.

Figure 2.5 shows how some example implementations could be written. We will only describe those elements of the constraint syntax that are used in the example
(1) \{X:SYN\} : 'determiner-noun case agreement' :
    X.label = Determiner -> X@case = X^case;

(2) \{X:SYN\} : 'determiner-noun number agreement' :
    X.label = Determiner -> X@number = X^number;

(3) \{X:SYN\} : 'determiner-noun gender agreement' :
    X.label = Determiner -> X@gender = X^gender;

(4) \{X:SYN\} : 'adjective-noun case agreement' :
    X.label = Attribute -> X@case = X^case;

... 

(7) \{X:SYN/\Y:SYN\} : 'strong inflection' :
    X.label = Attribute &
    Y.label = Determiner & Y@definite = yes
    ->
    X@flexion = strong;

... 

(10) \{X:SYN/\Y:SYN\} : 'unique determiner' :
    X.label = Determiner -> Y.label != Determiner;

... 

(12) \{X:SYN\} : 'adjective order' :
    X.label = Attribute -> distance(X@id, X^-id) > 0;

Figure 2.5: Constraints to implement aspects of German noun phrases.
constraints at hand; the full formal description of the syntax of WCDG constraints, which allows arbitrary conditions to be expressed on features of the dependency edges, labels, and words in a given analysis, is given in Section 1.4 of Foth et al. (2005a).

Every constraint states a specific property that all dependency relations which appear in well-formed analyses have. The WCDG reference implementation currently supports constraints that describe either single dependency edges or pairs of edges. In the initial signature of a constraint, these edges are declared as belonging to a particular level of analysis (all examples shown here deal only with the level of surface syntax, SYN). For instance, the signature \{X:SYN\} declares a condition that all edges of the syntax level must fulfill. The first constraint, ‘determiner-noun case agreement’ does just that. Since it describes an agreement phenomenon that is only relevant to determiner relations, it is formulated as an implication (notated as \(\rightarrow\)): if a dependency edge bears the label ‘Determiner’, then two particular features of the two words must coincide. The notation \(X.label\) accesses the label of the dependency edge \(X\), while the expressions \(X@case\) and \(X^case\) evaluate to the value of the attribute ‘case’ in the dependent and the regent of \(X\), respectively. The effect is that any case mismatch between a determiner and its noun is flagged as a constraint violation. The next constraints declare similar conditions for other morphosyntactic features of determiner and attribute relations.

The rule no. 7 is implemented as a binary constraint. Its signature \{X:SYN/\Y:SYN\} declares two syntax edges X and Y, and the notation /\ symbolizes that the constraint only applies to sibling relations (dependency edges with the same regent). In this case, both labels and the definiteness of the determiner are tested before the correct inflection type of the adjective is prescribed. Therefore, only sibling syntax edges which are labelled ‘Attribute’ and ‘Determiner’, and which have a definite article but not a strong adjective, are flagged as errors.

The rule no. 10 implements a uniqueness condition. It simply asserts that among two sibling syntax edges, if one is labelled ‘Determiner’, then the other is not; in other words, there cannot be two determiners of the same word. Again, this constraint is applied only to sibling edges; a sentence can of course contain several determiners if each modifies a different noun.

Finally, the rule no. 12 prescribes the order among dependent and regent in an ‘Attribute’ relation. The expressions \(X@id\) and \(X^id\) evaluate to the dependent and the regent themselves, and the function \(distance()\) computes the linear distance between two words in a sentence; therefore, this constraint flags all attributes as errors that appear after their regent.

It is instructive to compare these constraints to a fragment of a grammar of another system that is also rule-based, but employs procedural derivation rules. The following Lisp expression was the main rule for creating noun phrases in the DIAGRAM parser (Robinson, 1982):
English noun phrases obey similar restrictions as those of German, except that there is no overt case marking. But because all conditions must be met before a noun phrase may be built, this single rule must combine all of those conditions into one expression: it performs category checks, restricts order among the component words, enforces concord of number, allows the conjunction ‘than’ only if some comparative element is present, and penalizes the entire phrase for missing determiners if the head noun is not a mass noun. A WCDG could formulate this as at least six different constraints, and indeed it probably should.

Although it would also be possible to cast the properties of the German noun phrase as a single constraint, which would essentially be the logical conjunction of all these formulas, there are several reasons, besides readability, for why it is useful to express the individual rules by individual constraints. First, a global rule about noun phrases can only be applied after a complete noun phrase has been built. A rule about entire phrases, then, implies some kind of generate and test strategy that constructs different structures — plausible and implausible — and eventually discards most of them. In contrast, most of the individual rules can be applied locally and hence be used to influence the order in which alternative structures are tried in the first place. Secondly, the diagnostic value of a constraint is higher the more specific it
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is. When using a WCDG for explaining errors, a constraint that corresponds to the first individual rule could be mapped to a detailed error message such as “The case of ‘der’ does not fit with the word ‘Hundes’.”, while a global NP rule could only trigger the much less informative “Something is wrong with this noun phrase.” (A further advantage of individual constraints will become clear presently when *weighted* constraints are introduced.)

The notion of describing language through explicit constraints on dependency relations was first introduced by Maruyama (1990), where *Constraint Dependency Grammar* was introduced. The principal point advanced by Maruyama was that the ensemble of possible dependency relations can encode all possible structures for highly ambiguous syntactic relationships (such as prepositions in Japanese) in a relatively small data structure. His constraints used a different syntax and a somewhat more restricted set of operators; for instance, they could not access features of the regent of a given dependency edge, as the agreement constraints no. 1–4 do.

2.4.3 Graded Grammaticality Judgements

Viewing natural language as a kind of formal language, that is, a system that can in principle be entirely described through a finite set of formal rules, is a characteristic of modern linguistics. But there is a marked difference between the formal languages usually used in computer science and the models that computational linguists construct of human languages: in a true formal language, the word question (‘Is w an element of L?’) must always have a well-defined answer of yes or no. In contrast, the question ‘Is the utterance S grammatical?’ usually admits of no universally accepted answer.

Chomsky himself explicitly discussed this difference (Chomsky, 1957). On the one hand there are sentences that can be understood even though they violate some grammar rules, even those considered central by linguists. On the other hand there is a large class of utterances that obey all formal rules but will nevertheless remain incomprehensible to most hearers, and hence may be judged as ungrammatical. Covington (1990) cites the following extreme example for English

“BUFFALO BUFFALO BUFFALO BUFFALO BUFFALO”

in which the usual clues to syntactic structure have been deliberately removed; it is perfectly opaque to the unsuspecting reader until the clue is given that it shares the same syntactic structure as “Boston cattle bewilder Cleveland cattle”. More often, such comprehension problems occur with long or deeply nested constructions that,

---

6The problem may of course be undecidable, i.e., a general algorithm may be unable to compute the answer for all cases; but the answer for any particular case will always be well-defined in an abstract way, that is, it will never change according to anyone’s personal opinion.
according to the rules, are perfectly grammatical. The concepts of competence and performance are often advanced to explain the difficulty (see Section 2.3.1).

But even when disregarding the ‘accidental’ limiting factors of performance, grammaticality usually cannot be defined as a binary property. Even if we abandon the principle that the set of grammatical sentences should be identical to the set of understandable utterances, and simply try to distinguish sets of constructions that are considered ‘correct’ and ‘incorrect’, we usually do not reach agreement about the status of all constructions. Both regional and individual variations influence whether different hearers of the same language would characterize an utterance as ‘correct’. In addition, diachronic changes (variation over time) further complicate the picture. In general, then, correctness according to a formal language description, even a very detailed and comprehensive one, is not a reliable predictor for what can or cannot be understood. In particular, syntactically wrong or incomplete structures can still forcefully convey the intended meaning if no other interpretation seems more plausible.

Abney (1996) demonstrates that weighted grammar rules are fundamentally necessary for an adequate description of many aspects of actual language use, and shows that it is inadequate to call all those aspects (essentially, everything that binary grammars cannot deal with) ‘computational’ or ‘performance’ issues. Keller (2000) shows empirically and theoretically that the grammaticality of German is a graded phenomenon, i.e., it can only be modeled as a non-binary property. Both the type and the number of mistakes that an utterance makes can systematically influence the acceptability of human speakers. He therefore develops a generalization of optimality theory, called linear optimality theory, in which a total ordering is imposed on all grammar rules and infractions have a cumulative effect.

For similar reasons, Menzel (1995) extended CDG to weighted constraint dependency grammar (WCDG) which implements precisely this kind of weighted grammar rules. Like the older formalism, it is not only suitable for linguistic description, but can actually be used to compute the syntactic structure of a given utterance, i.e., function as a parser. While Maruyama assumed that ambiguity between alternative analyses of a sentence would be resolved on the fly by the introduction of additional, e.g. semantic constraints, WCDG instead relies on the cumulative effect of constraints of different weights to disambiguate between alternatives.

The formulation “as much as possible” used above can now be formalized as follows:

- Every constraint carries a numerical weight or penalty which characterizes its importance. Hard constraints carry the penalty 0, while defeasible constraints carry penalties from the interval $[0, 1]$. A constraint may also specify a function of features of the dependency edges involved as the penalty value, so that its weight is different in different situations, as long as the value is always between 0 and 1. For instance, a constraint can express a general preference
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for short attachment by making its penalty a function of the distance between regent and modifier.

- Every instance of a configuration (that is, a set of dependency edges) in an analysis tree that violates a constraint counts as a *constraint violation* or a *conflict* between the structure and the rules of the grammar.

- The score of an analysis is the product of the penalties of all conflicts caused by the analysis. This ensures that an analysis which violates a hard constraint is never preferable to any other, since it carries the lowest possible score 0.

- When comparing different analyses of the same sentence, the one with the higher total score is considered preferable. This means that an analysis with a moderately severe conflict may still be preferable to one that contains a great number of smaller conflicts.

- The score of an utterance is the highest score among all analyses of that sentence.

Note that while these definitions assign an unambiguous score to every utterance (there can never be two analyses of an utterance with different scores, each of which is higher than the other), they need not always define an unambiguous analysis. Two different analyses may very well differ and still carry the exact same score, either because they make the same multiset of constraints fail or even because their constraint failures accidentally have the same product.

### 2.5 Solution methods

#### 2.5.1 Complete search

As mentioned in the introduction, WCDG possesses no *derivation* component that creates dependency structures according to predefined patterns. Instead, it implicitly assumes that all dependency trees that could in theory be drawn above an utterance are indeed possible, unless they are explicitly forbidden by at least one constraint. Using WCDG for parsing therefore implies a continual process of *elimination* of candidates. Whenever two analyses are compared, the one that carries the lower overall score cannot be the optimal solution, and can be disregarded.

This approach treats parsing as a *Constraint Satisfaction Problem*: the problem of assigning values to a finite set of variables while obeying a set of conditions on combined assignments. Each word in a sentence corresponds to a finite domain whose values are tuples of regents and edge labels; a complete analysis must choose a regent and a label for each word, and also select the proper lexical item if the lexicon contains homonyms. If a word remains unsubordinated, e.g. the finite verb
of a normal sentence, it is assumed to form a special *null dependency* for uniformity. More than one word may remain unsubordinated; if desired, a constraint can easily be written which forbids this.

Formally, constraints are simply subsets of sets of domains in a problem. For instance, a constraint that enforces determiner agreement corresponds simply to the subset of values from the domain where determiner and noun agree. Because it pertains to only one domain, it is often called a *unary* constraint. In contrast, a *binary* constraint excludes pairs of values from two domains; for instance, a uniqueness constraint forbids only those few pairs consisting of two determiner relations with the same regent. (Technically, even a unary constraint pertains to *all* domains in a problem, but it excludes values from each domain independently, and never by considering several domains jointly).

Because WCDG allows weighted constraints, the problem is actually a *Constraint Optimization Problem*, where the highest-scoring of all possible solutions must be found rather than just one of the possible solutions. The score of an assignment is positive if it violates no hard constraints, or zero otherwise. However, it can be useful to distinguish even among two assignments rated zero if one of them violates much fewer hard constraints than the other, particularly if it might be transformed into a good solution by a few exchanges (Foth, 1999b). For this purpose, the score of an assignment can be generalized to a *valuation* which also counts the number of hard constraint failures. Both scores and valuations can be computed for partial as well as for complete assignments.

In theory, the simplest way to solve a constraint optimization problem is a *complete search* of the problem space. In its most basic form, a complete search is simply the systematic enumeration of all possible variable assignments, where the one with the highest score is retained as the optimal solution. This approach is as conceptually simple as it is practically inadequate in almost every case, due to the combinatorial (that is, exponential) number of tests that have to be performed in order to consider all possibilities. For problems with more than a very small number of variables, it is usually not possible to perform all of these tests in an acceptable time. This means that in practice, complete search cannot be used to compute the preferred analysis of many real-life sentences according to even a small WCDG.

Even when a complete search is feasible, it is usually not a reasonable thing to do. The vast majority of the combinations of labels and structure that a grammar theoretically allows are totally implausible and, in fact, in violation of many hard constraints. A naive complete search would therefore spend most of its time in constructing totally useless candidates, just to reject them immediately.

Nevertheless, the reference implementation of WCDG does contain a complete search that tries to avoid the most obvious inefficient behaviour. For instance, dependency edges are built only once for each domain and then cached, so that edges which violate hard unary constraints can be immediately dismissed; when a complete search is
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performed, it need only check the pre-computed set of possible dependencies for one word rather than the Cartesian product of labels, lexemes and regents (Schröder, 2002). Also, the search generates partial structures in the order of the highest-scored intermediate results rather than by naïve enumeration (best-first search). Furthermore the available agenda of best partial results is limited by default, so that only the \( n \) best prefixes are ever pursued further. This excludes unpromising parts of the search space for faster processing, at the risk of overlooking the optimal analysis. But even so, searching often takes longer than one is prepared to wait, and can hardly be used for mass processing of natural language.

Consider the analysis of a simple sentence by best-first search; Figure 2.6 shows some of the more important intermediate results. After 7,247 search steps, the first analysis with a score above 0 is found; it contains numerous errors, and in fact analyses the sentence as three independent fragments, which is quite wrong. The next three trees, which are computed after 11,516, 12,194 and 16,082 steps, show how successively better-scored analyses are found which differ in various places from the earlier ones. It is not until the the 65,030th search step that an analysis is found which retrieves the correct macro structure (a subject clause preceding a verb-second main clause). Even the final result of the search, obtained after 76,030 steps, still gets the subject and object of the subordinated clause wrong; although the correct analysis does carry a higher score, it was cut off by the limitation in agenda size.

This means that in general, a complete search is not adequate as a solution method for WCDG. Unfortunately, according to the \( \mathcal{NP} \) hypothesis, no algorithm exists for solving the optimization problem posed by a WCDG faster than a complete search, so that it would be intrinsically impossible to find a solution method that consistently retrieves the correct analysis in less time (Foth, 1999b).

2.5.2 Consistency-based elimination

The problem of computational infeasibility is common among formalisms with rich possibilities for representing language (Barton, 1985; Bod and Kaplan, 1998). WCDG therefore offers alternative incomplete methods of analysis that do not guarantee to find the numeric optimum, but typically operate in a fraction of the time of a complete search. In fact, they are interruptible algorithms in the sense of Russell and Zilberstein (1991), so that their runtime can be chosen freely (although this in turn affects accuracy).

The first algorithms that proved capable of processing some of the CSP defined for natural language analysis were consistency-based methods (Harper et al., 1992; Schröder, 1995). In such approaches, the local consistency between possible values for each variable (i.e. between alternative dependency subordinations) is computed, as defined by the constraints of the WCDG. Values that have no support from any value in another domain are discarded, and the process can be repeated, possibly
Figure 2.6: Intermediate results of a best-first search on a simple sentence.
excluding even more values from a domain because of the changed support from other domains.

Both genuine ambiguity and the presence of graded constraints that disprefer, but do not exclude values, usually prevent such algorithms from producing a unique solution. In this case, a complete search can be performed on the remaining problem space, in the hope that it defines a smaller and perhaps feasible problem. As an alternative, a higher degree of disambiguation can be achieved by pruning the problem, that is, discarding values that have only little support from other domains. This approach sacrifices the correctness of the propagation approach, since it may discard some of those values which are part of the global optimum, but in general allows much greater disambiguation (Menzel and Schröder, 1998).

While pruning was successfully used for the processing of toy domains, it proved difficult to apply to greater grammars and examples. A successful pruning heuristic must be aggressive enough that it actually prunes the problem to a size that is feasible to enumerate. On the other hand, it should not discard correct values, because they cannot be recovered during later processing. No suitable pruning criterion could be found based on the numerical support of all values for each other that was reliable enough to allow useful parsing of authentic natural language.

2.5.3 Transformation-based search

Besides the problem of finding accurate pruning criteria, consistency-based methods also proved problematic for the processing of large utterances and grammars in WCDG in general. Because of the need for pre-computing data structures not only for every possible edge but each possible pair of edges, the time and space requirements for constructing the necessary CSP quickly became prohibitive. In particular, it typically takes much more time to create the CSP than to process it with the pruning method.

As an alternative, transformation-based algorithms were introduced (Foth, 1999b; Schulz, 2000) which assume a particular complete analysis of a sentence, and then try to remove all conflicts with constraints of the grammar by exchanging values in it. These methods only pre-compute all values of each domain, and not all value pairs; therefore they require much less effort before parsing starts. Also, because they maintain a complete analysis at all times, they can be interrupted at will and still provide a fully disambiguated solution (albeit not necessarily the correct one).

All experiments reported in this thesis employ the error-driven repair method described by Foth (1999b). A formal description of the main features algorithm is given in Figure 2.7. For brevity, some later refinements of the decision criteria are not represented in this basic scheme; they are described instead on pp. 38–43. The Figure also assumes the following subroutines:
Algorithm Error-driven transformational tabu search.

\[ A := \text{the set of levels of analysis} \]
\[ W := \text{the set of words of a sentence} \]
\[ L := \text{the set of defined dependency labels} \]
\[ E := A \times W \times W \times L = \text{the base set of dependency edges} \]
\[ D := A \times W = \text{the set of domains} \]
\[ B := \emptyset = \text{the best analysis found} \]
\[ C := \emptyset = \text{the current analysis} \]

\{ Create the search space. \}
for \( e \in E \)
  if \( \text{eval}(e) > 0 \)
  then \( d_{a,w} := d_{a,w} \cup \{e\} \)

\{ Build initial analysis. \}
for \( d_{a,w} \in D \)
  \( e_0 = \arg \max_{e \in d_{a,w}} \text{score}(C \cup \{e\}) \)
  \( C := C \cup \{e_0\} \)
\( B := C \)
\( T := \emptyset = \text{tabu set of conflicts removed so far} \)
\( U := \emptyset = \text{set of unremovable conflicts} \)
\( i := \text{the penalty threshold above which conflicts are ignored} \)
\( n := 0 \)

\{ Remove conflicts. \}
while \( \exists c \in \text{eval}(C) \setminus U : \text{penalty}(c) > i \) and no interruption occurred

\{ Determine which conflict to resolve. \}
\( c_n := \arg \max_{c \in \text{eval}(C) \setminus U} \text{penalty}(c) \)
\( T := T \cup \{c\} \)

\{ Find the best resolution set. \}
\( R_n := \arg \max_{R \in \times \text{domains}(c_n)} \text{score} \left( \text{replace}(C, R) \right) \)
\text{where} \( \text{replace}(C, R) \) does not cause any \( c \in T \)
\text{and} \( |R \setminus C| \leq 2 \)

if no \( R_n \) can be found

\{ Consider \( c_0 \) unremovable. \}
\( n := 0, C := B, T := \emptyset, U := U \cup \{c_0\} \)
else

\{ Take a step. \}
\( n := n + 1, C := \text{replace}(C, R_n) \)
if \( \text{score}(C) > \text{score}(B) \)
  \( n := 0, B := C, T := \emptyset, U := U \cap \text{eval}(C) \)

return \( B \)

Figure 2.7: Basic algorithm for error-driven transformational tabu search.
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- **penalty(c):** returns the score of a conflict \( c \). Note that a constraint may cause conflicts with different values of penalty() if it has a variable penalty term.

- **eval(\( E \)):** computes the set of conflicts caused jointly by a set \( E \) of possible dependency edges for a sentence. If the set contains only one dependency edge, only unary constraints are evaluated, otherwise unary and binary constraints are evaluated. Context-sensitive constraints are only used if the set is a covering tree of the sentence.

- **score(\( E \)):** computes the combined score of a set \( E \) of dependency edges for a sentence. For analyses without hard conflicts, this is defined as
  \[
  \text{score}(E) := \prod_{c \in \text{eval}(E)} \text{penalty}(c).
  \]
  However, a transformation algorithm can face a choice between several alternatives that all have the score 0; therefore the function is internally extended to distinguish different values of ‘zero’: among two sets of dependency edges both scored 0, the one with fewer hard constraint violations is preferred (see p. 32).

- **domains(\( c \)):** computes the set of constraint variables involved in a conflict \( c \). For a unary conflict, this is only the domain of the edge that causes the conflict, for a binary conflict it is the pair of the two edges. For a context-sensitive constraint it contains all domains in the tree.

- **replace(\( E, R \)):** inserts a set \( R \) of replacement edges into an analysis \( E \), displacing the corresponding dependency edges already in \( E \).

First the search space of possible dependency relations is created; this is a subset of the product of the sets of possible dependents, regents, levels of analysis, and edge labels. In practice, it is a vanishingly small subset of this product, since nearly all theoretically possible dependency relations are nonsensical. Such combinations are forbidden by at least one hard unary constraint so that they receive the score 0, and are never considered again.

The initial analysis is built by a simple greedy scheme: starting from the empty set of dependency edges, it adds at each step that labelled subordination for a word that maximizes the score of the resulting set.

The main transformation phase keeps replacing one or two dependency edges in the current analysis at a time, searching for better-scored alternatives. The transformation strategy is characterized by four key concepts:


2. A tabu criterion (Glover, 1989) to escape from local maxima during hill climbing.
3. A selection heuristic based on estimating the potential of replacement values (original contribution\(^7\)).

4. Pruning of values that can be proven to be incorrect even with a limited search among at most two domains (original contribution).

**Error-driven transformation**

The key insight of error-driven search is that in large optimization problems, an inconsistent but complete assignment of the variables is more valuable for finding the optimal solution than a consistent but incomplete one. Consequently, rather than constructing optimal parts of the solution, as a systematic search does, transformation-based search moves between complete analyses which differ from each other in one or two places only, and tries to navigate towards the optimal analysis.

The process first constructs a complete analysis by regarding unary scores only. This structure is then evaluated by the grammar, and all conflicts in it are determined. (A conflict differs from a constraint because the same constraint can fail multiple times in different places in the same analysis; this counts as two different conflicts.) Minton et al. (1992) employed the min-conflict strategy, in which the domain that causes the most errors is determined, and its value is replaced by the one that minimizes this number. In WCDG, different constraints can be of very different importance, so simple counting would be inadequate; instead, the worst conflict is determined as the one with the most important constraint, and the domains involved are searched for alternative values.

**Tabu search**

A simple hill climbing scheme would always select the neighbouring analysis whose score is the highest. This has the great disadvantage that once a local maximum is reached (an analysis whose score cannot be improved in one step), no more progress is possible even if the problem defines an even better global maximum. If one allows changes that lower the score, further moves can be executed, but they will usually circle around the local maximum without ever breaking free of its attraction. The fundamental idea of tabu search is to maintain a memory of the previous search steps in order to avoid this circling, and instead move on to other regions of the search space where an even better analysis may be found. The longer this memory is maintained, the lower is the probability that the search moves in a circle; on the other hand, allowing the search to forget its past more quickly allows more latitude for the optimizer to navigate towards regions that are suspected to contain the global

\(^7\)Of course, such methods are well-researched in the general field of constraint optimization; for instance, see Jussien and Lhomme (2002) for a very similar hybrid algorithm. It is only the application to the field of WCDG parsing that is original.
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optimum. Glover (1989) states that there is usually a range of ‘stable’ values that effectively prevent circles and still provide good optimization.

In its simplest form, a tabu criterion is merely the list of the \( n \) last search states, which may not be entered again. In a problem as ambiguous as natural language parsing, this would still allow many extremely similar states that suffer from the same problems as the original analysis; for instance, the algorithm might make a trivial lexical exchange in one place of an analysis in order to avoid the ban on a particular search state, but actually return almost exactly to it. Therefore, the constraints of the grammar are used to decide not only which domains to change, but also which new values are acceptable. As long as the algorithm is tackling a particular conflict \( c_0 \), no other analyses are allowed that also contain \( c_0 \). Three different possibilities arise:

1. No neighbour can be found that eliminates \( c_0 \). The algorithm simply gives up on \( c_0 \) and puts it on a list \( U \) of conflicts to ignore in further domain selection.

2. A neighbour is found without \( c_0 \) and with a better score. In this case, the step is taken and the transformation continues from this new starting point. The tabu memory is erased.

3. A neighbour can be found that avoids \( c_0 \), but nevertheless has a lower score. This means that the new analysis must contain at least one new conflict \( c_1 \) instead of \( c_0 \). In this case, transformation continues at the domains of \( c_1 \), but with both \( c_0 \) and \( c_1 \) in the tabu list. Any analysis which reintroduces either of them is not eligible anymore.

Foth (1999b) found that many conflicts in realistic analyses do need several steps to be resolved correctly. The third possibility allows the algorithm to deal with ‘dry spells’ (steps against the hill climbing criterion) of unlimited length and therefore to break out of local maxima no matter how large their attractive force. It was also observed that instead of always choosing the worst remaining conflict (as described in Figure 2.7), it is useful to choose the worst of the recently introduced conflicts \( c_1 \ldots c_n \) as the next point of change, even if it is not the globally hardest conflict. This prompts the algorithm to concentrate on a particular construction until it is correct, rather than make isolated changes all over the analysis.

Potential estimation

The transformation algorithm never explores branches in the search space while exchanging values in a domain. Therefore, it does not always succeed in leaving local maxima: if during a series of transformations no global improvement can be found that removes the current conflict, it never backtracks to an earlier decision, so that choosing the correct way to remove a conflict is very important. A key part of
the algorithm are the heuristics that are used to make this choice. When selecting one of those alternative values in a domain that would remove a certain conflict, an obvious choice would be either the value with the best unary score, or the one which leads to the analysis with the best global score; the latter alternative is described in Figure 2.7. However, the best results have been achieved by a more sophisticated heuristic criterion: the estimation which value is most likely to be part of the final solution.

The potential of a value can be defined as the score of the best complete analysis that it is part of. If all of these analyses contain severe errors, then the value should not be regarded as a good candidate for exchanging even if its unary score is high. If the potential of each value is known and the optimization problem defines a unique optimal solution, then this solution can be constructed in linear time from the value with the highest potential from each domain. Although the exact potential of a value is infeasible to compute exactly, it can be approximated by taking the maximum of the scores of all n-tuples that it participates in. This sort of calculation is performed whenever more than one domain is searched, i.e. whenever a binary conflict is tackled. The limit obtained by this process can then be propagated to other domains by including it in the maximum calculations in further searches. Foth (1999b) found that during the calculation of $R_0$, preferring values with high limits is much superior to just choosing the one with the best unary score, or the one that creates the best intermediate result.

**Local pruning**

The motivation of pruning as used in previous solution methods was to reduce the size of the problem by removing values that seem unlikely to belong to the solution from their domains, and so make the problem more feasible, perhaps even for a complete search. However, it turned out that deleting values in this way would often delete values necessary for the solution, unless it was restrained so much that it had little effect on the problem size.

The algorithm described in Foth (1999b) uses the potential predictions made by the selection heuristic in a similar way: once an analysis $B$ with a nonzero score is found, any value whose potential has been proven to lie below this value cannot possibly belong to the optimal solution, and can be discarded altogether. Since the potential estimation is optimistic, this will never lead to unwarranted deletions. In the nomenclature of Figure 2.7, this means that the individual domains $d_{a,w}$ are checked whenever a new best analysis $B$ is found, and values with a limit below $\text{score}(B)$ are removed from them. This leads to a speedup of parsing without the danger of deleting correct values.

Another minor consequence is that it is sometimes possible to prove conclusively that a parsing problem is altogether unsolvable; this is the case when a limit of 0 is
proved for all values of a domain. In this case, parsing can be immediately abandoned. However, the grammar described in this thesis intentionally allows at least one analysis for every conceivable input, therefore this never happens in the experiments described here.

Foth (1999b) found that it is also possible to extend this feature to incautious pruning: one can postulate a particular score before transformation starts, in the expectation that an analysis of at least this score does in fact exist, and then start deleting values with lower limits right away. This gives the user a way to speed up the algorithm generally, since even fewer values are considered as replacements. Of course, this technique reintroduces the danger of pruning the correct value away; it must be understood that to postulate a minimal score is, in effect, to tell the parser, “Give me an analysis of score $x$ or better, anything else is of no use to me at all.” It turned out that even when more pressure is exerted on the parser than the sentence in question would theoretically justify, parsing accuracy often remains unchanged anyway despite the speedup. One reason for this is the optimistic approximation of the potential of each value, which is often considerably higher than the potential itself and leaves a great margin for error. When a parsing run does fail altogether under this kind of pressure, it can be reset to a lower postulated minimum and restarted; the reference implementation will do this automatically in a manner similar to the iterative deepening (Tsang, 1993) often employed for complete search.

Problem subdivision

An important later improvement to the algorithm was the separation into different phases which restrict the possible transformations. WCDG defines a fundamentally ‘flat’ data structure in the sense that every dependency edge in a tree can interact with every other edge. In particular, evaluating binary constraints on a dependency tree requires the enumeration of all possible pairs of dependency edges; there are no ‘islands’ of components that relate to each other only locally, as with the constituents in a phrase structure tree. This means that the favorite workhorse of computer science — recursive decomposition — cannot be used for WCDG parsing; analysing any subsequence of a sentence runs the risk of yielding incorrect results as long as the rest of the structure is not known. This is the reason why correct polynomial-time algorithms are not possible even for the more restricted crisp binary CSP (Tsang, 1993), let alone for the weighted binary CSP.

Nevertheless, it is possible to take advantage of recursive decomposition by resorting to the simplifying assumption that certain subsequences are in fact independent of each other. Foth and Menzel (2003) show that it is better to run the entire transformation algorithm first on subsequences of a long sentence and then recombine the results in a second phase, than just to run the algorithm on the entire sentence in the first place. By restricting the search to subordinations that do not leave sequences that are likely almost independent parts of the final result, much time is
saved that can be used for a more focused search within those sequences. Since this scheme actually improves the parsing accuracy, the time saved helps more than the unwarranted assumptions hurt.

Finding the subsequences that should be analysed in the first place is, of course, a problem in itself. The best choice would probably be to analyse those subsequences that are almost independent of the rest of the sentence. For instance, a subclause is typically connected to its matrix clause with only a single dependency link, and few constraints relate words from the different clauses to each other; but this would presuppose the very structure that the parser must produce. When introducing the technique, it was found that assuming every comma in a sentence to be a subsequence indicator works best, although this is manifestly wrong, since commas also indicate enumerations and appositions.

In subsequent experimentation, a three-phase approach has proven to produce even better solutions (although no speedup when compared with the original algorithm). In the first phase, subproblems are transformed in isolation, and in the second phase, their solutions are recombined into a single tree as described in Foth and Menzel (2003). In a third phase, all subordinations are allowed again, but transformation takes the result of the second as its starting point. This gives the algorithm another chance to remove errors that were introduced by the unwarranted assumptions of the subdivision process.

Other enhancements

Foth (1999b) describes various other minor details of the algorithm that contribute to its success. For instance, when a sequence of transformations reaches the first alternative (no further step can be taken), adding only the original conflict $c_0$ to the list $U$ has turned out to be more successful than to ignore the entire set of intermediate conflicts $c_i$. On the other hand, if the process later removes $c_0$ inadvertently, that is, while attacking a different conflict, then $c_0$ should be taken off the list $U$ again; therefore $U$ is intersected with those conflicts actually present in $B$.

As with pruning methods, the obvious disadvantage of transformational tabu search is that the algorithm is incomplete and therefore cannot guarantee that it computes the optimal analysis, even if given unlimited time. Nevertheless, in practice it manages to do so much more often than a complete search. For instance, it finds the desired dependency tree for the sentence shown in Figure 2.6 after just 84 transformation steps, and takes only a tenth of the time of the space-limited search to terminate. A detailed example of how transformation-based analysis operates will be given in Section 3.4.2, after the grammar model of German has been described. We shall see later that the transformation-based local search is capable of yielding

Such constraints are rare, but they do exist. For instance, a slight preference exists for the verbs of a subclause and its matrix clause to agree in tense, although this regularity is by no means as pronounced as agreement within noun phrases.
competitive parsing accuracy despite being incomplete; in fact, there may be a general tendency of natural languages to define problem spaces that favor local search (Sampson, 1986).

2.6 Evaluation measures

Intuitively, a system for analysing natural language should in principle be evaluated by how well it performs the task for which it is ultimately intended. Assume that computer technology is used to translate the operating manual of a complex piece of machinery into a foreign language. The task is then to enable a foreigner to use it as effectively as a local customer. By this utilitarian criterion, then, the translation is ‘good’ when the foreign operator of the equipment understands the manual well enough to use the machine without error.

Of course, even the best translation cannot prevent all possible errors. A foreign operator who is careless might cause accidents by reckless driving, or faithfully follow an erroneous blueprint and build a crooked house. Such failures to achieve the ultimate purpose should not be held against the translation system, unless it somehow suppressed a passage in the original that explicitly warned against this. It is more properly the kind of error that stems from misunderstanding a translated passage, and that would have been prevented by a better translation, that should count.

The problem with this criterion is that it would prefer a very free translation if it improves on its input (for instance by extending passages that it considers unclear, or even inserting warnings of the sort mentioned above) over a linguistically faithful translation that is as unclear as the original. But today, natural language processing technology is very far from achieving such a super-adequate result, so that this capability is not of much use for evaluating current research; instead the prevalent BLEU metric for judging machine translations (Papineni et al., 2001) simply measures the number of corresponding n-grams of words in the candidate translation and one or more human translations that are considered correct. This measure would heavily penalize a free translation except in the improbable case that the reference translator chose the same embellishments.

The notion of similarity to an independently produced result is not limited to the evaluation of machine translation. In fact, it seems even more adequate to the judgement of parsing methods: while a given translation task can have rather different solutions that are equally good, decorating an utterance with a structural representation according to a specific theory of syntax offers fewer degrees of freedom; ideally they are confined to cases of genuine ambiguity, i.e. utterances that can be understood to mean several significantly different things. And indeed machine parsers are commonly evaluated by comparing their output to a reference structure that was independently established, usually by hand.
The easiest comparison to make is a simple check for equality. This is not often useful: currently, even the best machine parsers must be expected to make at least some errors, so that evaluation would result in an accuracy of 0% except on very short texts. This would entirely conceal the difference between a somewhat inaccurate and a totally unacceptable effort; even the null program would be indistinguishable from the best current systems. A more accurate parser can be expected to get at least some sentences entirely correct, so it would be somewhat more useful to take the sentence as a unit of comparison. In restricted domains, where high accuracy can be achieved and exact analysis is particularly important, e.g., when using natural language interfaces to databases, this tree accuracy can be useful, but often a finer-grained comparison is desired, on the hypothesis that analysing a sentence almost but not quite correctly is better than getting it almost but not quite entirely wrong.

Unfortunately, while the existence of sentences in natural language is undisputed, this is not the case for smaller units (see Section 2.4.1). For a dependency model it is natural to take the ratio of word misattachment as an accuracy measure, and in fact this is uniformly done. If a system creates more than one alternative structure, two different viewpoints can be taken: one might want to measure the degree of reliability of the output, or alternatively its coverage, i.e., the ability to produce the correct solution at the risk of overgenerating. Usually these goals are formalized by the following two definitions: the precision $p$ of an analyzer is the ratio between the number of correct predictions to the number of all its predictions, while recall $r$ is the ratio between the number of correct predictions and desired predictions, that is, the cardinality of the test set. It is trivial to improve either of these measures at the expense of the other; the null program achieves a precision of 100% on any task, while a program that enumerates all possible structures achieves a recall of 100%. Therefore, it makes no sense to consider either in isolation. A combination of both, the $f$-measure (van Rijsbergen, 1979), is often defined as

$$f = \frac{2pr}{p + r}$$

and can be expected to yield a more useful measure.

Judging the output of constituent parsers is somewhat more complicated, since it is not obvious what precisely should be counted. While a word in a dependency tree is either attached correctly or incorrectly, a word in a phrase structure tree is part of a nested larger structure. A parser might recreate all of the constituents that ultimately contain a word, some of them, or none, so that it is unclear when a single word should be considered to have been analysed correctly. Abney et al. (1991) define the following measures of phrase tree comparison:

- The labeled precision is the precision of the parser output, measured on the set of constituents in the parser output. The condition 'labeled' means that a constituent is only considered correct when both its extent and its type match a constituent in the reference analysis.
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- The labeled recall is the recall as measured on the set of constituents in the reference analysis. Again, both the extent and the type of constituents must match.

- The crossing brackets measure counts how many constituents in the parser output overlap at least one constituent in the reference analysis partially so that both cannot be part of the same properly nested tree. This measure is much less strict than the labeled precision; it counts not constituents that are different from reference constituents, but only those that are strictly incompatible.

These definitions, originally agreed upon at a PARSEVAL workshop in 1990, have been criticized for being crude and often misleading (Magerman, 1994; Briscoe and Carroll, 1996; Schiehlen, 2003). For instance, if a parser slightly misidentifies a relative clause by assuming that it is one word longer than it actually is, counting constituents would regard this as completely wrong although intuitively it is nearly correct. Counting the correct dependencies within the relative clause may reflect this human judgement more closely. For this reason, dependency-based measures have been proposed even when a parser operates on phrase structures (Lin, 1995; Briscoe et al., 1998; Levy and Manning, 2004).

Since WCDG never returns more than one analysis, and the model of German used in this thesis allows at least one analysis for all possible input, it suffices to evaluate it with the simple dependency accuracy. However, some finer distinctions must still be made.

1. The grammar of German considered here uses both a syntax and a reference level of structure (see Section 3.2.2), so that technically each word is annotated with two rather than one dependency edges. However, since only relative pronouns are ever subordinated on the reference level, its structures consist almost entirely of null dependencies which are trivial to predict. To compute the accuracy over both levels would merely obfuscate the judgement by effectively halving the error rate. Therefore, only syntax dependencies are ever considered in all WCDG accuracy figures given here.

2. Labelled dependency trees can be compared either with or without regard to the labels assigned to each word. The stricter measure of labelled accuracy counts the ratio of dependency edges that bear the correct label and the correct regent, while the structural accuracy considers all edges with the correct regent correct. By definition, the labelled accuracy cannot be higher than the structural accuracy; it will usually lie somewhat below.

3. The precise meaning of a labelled and structural accuracy depends on the language model that underlies the grammar used for parsing. In general, a structurally correct tree with correct labels is a more reliable source of information than one with some incorrect labels, and conversely it is easier to achieve a
high structural accuracy than an equally high labelled accuracy, since there are fewer decisions to get right.

However, the factor by which this the number of decisions is smaller depends on the size of the label set employed in the model. Also, it is largely at the discretion of a grammar writer whether to express a significant meaning difference by different attachment or merely with different labels. For instance, a common problem for parsers of German is the distinction between subjects and objects, because in many cases neither word order nor morphology are sufficient to decide the question.

Consider the different analyses of the sentence

“Seine Rohstoffversorgung wird China ebenso sichern müssen wie die USA oder Europa.”

(*China will have to secure its supply of raw materials just like the USA or Europe.*)

(heiseticker, item 20628)

in Figure 2.8.

The upper trees are analyses according to the language description that our grammar implements. According to this model, all subjects directly modify the finite verb of the sentence (‘wird’), while objects (such as OBJA) modify the full verb (‘sichern’). One reason for this decision is that morphosyntactic agreement is easier to check if the agreeing words are directly connected. The first analysis corresponds to the correct reading ‘China will have to secure its supply’, while the second one would imply the alternative reading ‘The supply will have to secure China.’ (Note that this reading is actually quite possible if the sentence is conceived metaphorically.) The lower trees are analyses that would result from a different model where dependents are always attached to the finite verb for consistency. In this case, the two trees share the same structure, but one that differs from either of the previous ones.

Just as both interpretations of the sentence would be possible, both attachment strategies could also be justified. There is no clear reason for considering either of the two verbs more representative of the verb phrase, and the difference in meaning can be expressed by the different labels just as decisively as by different attachments. However, according to our model, the misinterpretation would lead to two wrong labels and two wrong attachments, while under the alternative model the misinterpretation differs from the correct analysis only in the two labels.

The grammar employed here uses a rich set of 35 syntactic labels (see Section 3.2.3, so that a significant gap between labelled and structural accuracy is to be expected.
Figure 2.8: Analyses of an ambiguous sentence under different interpretations and annotation strategies.
2.7 Fundamental issues

2.7.1 Development effort

The most serious disadvantage to using WCDG for analysis of realistic natural language is certainly an excessive requirement of resources. This applies both to the process of grammar development, where the grammar writer must detect and formulate a large number of well-formedness rules, and to the parsing itself, where the computer has to solve an intractable optimization problem. Both issues are liable to make the formalism unsuited for many realistic applications if left unchecked.

Setting down the full extent of a natural language is a large task no matter what formalism is used. Even partial and informal accounts, that is, those directed at human readers, tend to reach book length (Mel’cuk, 1987; Uszkoreit, 1987). A constraint grammar that describes an entire language will certainly require at least several hundred individual rules. Creating such a structure takes considerable time, as each of the rules is formulated, checked and tested. Even where an existing language description can be followed that need merely be transcribed into constraint formulas, applying the formalized model to real language will almost inevitably uncover inconsistencies, exceptions and gaps in the original account that have to be rectified. This process requires expert knowledge both of the working language and the WCDG formalism. Also, languages are invariably subject to inter-speaker variation and change over time. Any given fixed WCDG for a natural language will therefore almost certainly not be a perfect description, i.e., one that assigns the intuitively preferred structure to any imaginable input. Rather, there will be cases (and entire classes of cases) in which human speakers tend to agree on a different analysis which is numerically non-optimal, but intuitively preferred; each instance of such a false prediction constitutes a modelling error. Formally, a modelling error occurs when there is an analysis $A$ that is different from the desired analysis $D$, but is assigned a higher score by the grammar. Note that there can be more than one such $A$ for a given $D$; if the numerically optimal analysis $A$ differs from $D$ in $n$ domains, we can also say that $n$ modelling errors occur in that particular sentence.

There can be many reasons for modelling errors. Where native speakers are able to give a reason for their dissent, it is possible that this reason can be cast into a general grammatical regularity that the grammar writer had hitherto overlooked. A constraint may then be written that removes the modelling error; in fact, this is the usual way of developing a constraint grammar. But often, introspection either fails to give a specific reason for a preference, even if it is shared across speakers, or provides a reason that lies outside the scope of word-based grammar, so that no correction is possible.

Empirically, a major source of attachment errors is the tendency of particular lexical items to form coherent phrases, while the tradition of structural linguistics emphasizes rules that operate solely on lexical categories. It is certainly possible to write
lexicalized WCDG rules that take such specific preferences into account, but this increases the number of rules needed by at least an order of magnitude. In other cases it is not even theoretically possible to capture an intuitive preference into parsing rules, for instance if it relies on the discourse history, i.e., knowledge acquired from previous sentences that the parser cannot access.

### 2.7.2 Parsing effort

Possibly even more serious than the amount of work in creating a grammar is the amount of resources required to actually apply the model created by the human expert for parsing. Since the general optimization problem is $NP$-complete, it has to be assumed that it is in general infeasible to decide which of an exponential number of possible structures carries the highest score; thus, a parser that must find the numerically best solution to the parsing problem cannot be expected to solve this task perfectly in every case. Even the hypothetical perfect grammar of a natural language, then, would not guarantee that perfect parsing results could be achieved with it; and even when a parser does find the optimal analysis, it may be unable to prove that there is no other that carries a higher score with regard to the implemented numerical model. In short, search errors can occur in addition to modelling errors mentioned above.

Formally, a search error occurs when an algorithm returns a solution $S$ whose score is lower than that of at least one possible other solution $S'$. Note that this says nothing about whether $S$ or $S'$ is closer to the desired analysis $D$. Although the goal of the grammar writer is certainly that $S'$ is closer, this is not always true; in fact, if it could be guaranteed, then the problem could be solved by simple backtrack-free hill climbing. This fundamental limitation is in stark contrast to most other graded parsing approaches, where the probability model is kept simple enough that it can be computed efficiently — in fact, this consideration is the major motivation for restricting parsers to simple models even though they are clearly inadequate for describing language completely.

The problem of runtime inefficiency must also be considered more serious than that of grammar development for another reason: while the cost of grammar development need only be incurred once and can then be amortized over every parsing run, a major effort is also required every time the parser is used.

### 2.7.3 The relationship between them

Although parsing inefficiency and inaccuracy appear as two different problematic properties of a formalism, they are in fact closely related in the case of WCDG. This is because of the use of heuristic repair algorithms for parsing, which usually terminate before they have exhausted the entire search space. In fact, even when they are forced
to stop by an external signal, they can still return a complete analysis as their result. The probability that this analysis is correct rises with the allowed running time; this capability is known as the *anytime property* (Dean and Boddy, 1988; Russell and Zilberstein, 1991). Because using a system with the anytime property implies a trade-off between runtime and accuracy, inefficiency and search errors are really two sides of the same coin: the less time a parser spends on a problem, the lower the probability that the optimal analysis is found. But if the parser can be made to explore the same search space in less time, it will explore a larger space in the same time; therefore, a speedup of the parser, whether it is gained by better heuristics or through sheer processor speed, can lead to an improved parsing accuracy.

Although WCDG represents the task of parsing natural language as a constraint optimization problem, the nature of the problem instances that typically occur differs considerably from those that are usually investigated by optimization theory. The main difference lies in the characteristic of the optimization function. Typical problems in operations research are the scheduling of experiments within a finite time frame, assigning broadcasting frequencies to multiple applicants, finding the best mix of nutrition ingredients to balance cost and effectivity, etc. In such cases the overall goal is to find an experimentation plan that is as efficient as possible, or to assign frequencies as fairly as possible, or to make the maximum profit by manufacturing and selling foodstuff. There is usually no inherent preference for any *particular* solution on the basis of its individual assignments; it is rather the general properties such as fairness or a minimal total time that are desirable. For instance, an applicant may legitimately desire to obtain a certain *number* of broadcasting frequencies, or perhaps frequencies that occupy neighbouring places in the spectrum, but usually any other bundle that had the same properties would be just as acceptable. This means that in most constraint optimization problems, the optimization function is its own reward: a solution that evaluates to a higher score is inherently superior to one with a lower score. There are no hidden assumptions which could render another solution preferable in an ill-specified way.

As a consequence, most optimization problems contain many closely related solutions which differ only trivially; for instance, any two experiments with the same requirements might be interchanged in a solution with no change to its valuation. Such possibilities allow the solver to pose arbitrary symmetry conditions that can reduce the entire problem space considerably (Tsang, 1993). Thus, even when computing the globally optimal configuration is hard, the problem is mitigated by the fact that there are many non-optimal solutions which are almost as good, and therefore finding a good solution is many times easier than solving the problem exactly.

It is this kind of fundamental arbitrariness that allows incomplete solution strategies to perform well even on intractable problems. The principal obstacle to quickly finding the optimal solution to an optimization problem is the existence of local maxima.

---

9There are, of course, exceptions; people are quite willing to pay extra money to be issued a particular license plate, even though technically, the digits and letters are arbitrary.
— solutions that are better than any obvious alternative, but nevertheless worse than a non-obvious one. (If this were not the case, simple hill climbing techniques would always find the global optimum in linear time.) In fact, even an almost perfect solution to a given problem might still be worse than a different solution whose details look completely different; the two might not even share a single variable assignment. However, since its score is similar to the optimal score, it is almost perfect by definition, and probably good enough for the intended purpose. In short, local search works well although the optimization function is not a fail-safe guide, because the typical problem definition reacts gracefully to failures.

Natural language understanding fundamentally lacks this mitigating arbitrariness. In contrast to scheduling or manufacturing problems, the individual decisions that a parser must make are highly meaningful in themselves; a single negation can drastically change the meaning when it is misattached, and usually human intuition strongly prefers one of the alternatives. Although natural language contains genuinely ambiguous expressions, i.e. ones where several analyses must be considered possible, they are usually not perceived as ambiguous, let alone equally probable. An instance of this was given in Section 2.6: because of lacking overt markers, the German example sentence allows analyses that differ only in the labelling of their noun phrases as subject and object NPs. The only general grammatical rule that can be given to resolve this ambiguity is that German subjects in main clauses tend to precede rather than follow their finite verbs. But this is a very weak preference; empirically, only 54% of all main clauses follow the rule, and in fact the example belongs to the sizeable minority of sentences that do not observe it. Nevertheless the human reader has a pronounced preference for this reading, and a parser that returned the dispreferred analysis could not be fairly considered to have been ‘almost’ correct in the same way as a scheduler that found a slightly suboptimal experimentation plan. In fact, this analysis carries precisely the opposite meaning of the intended one even though only two edge labels were interchanged, and should therefore be considered a considerably worse solution. In other words, the optimization function that a constraint parser uses is not an end, but a means to an end; and an imperfect one to boot.

This means that local maxima in the problem space are a much greater problem for natural language parsing than for many other optimization problems. Not only can the optimization process not guarantee that its response will be the optimal solution, it cannot even guarantee that its intermediate results will actually improve over time. In theory, even a very highly scored solution might be so different from the desired interpretation that it is unusable for further processing, or even misleading. Of course, an important goal of the grammar writer is to shape the mathematical to the mental model to prevent exactly this from happening; but in general this can never be perfectly achieved.
Chapter 3

A Dependency Model of German

An important consideration for judging a parser of a natural language is its intended coverage. Parsers for computer languages are expected to deal with every instance of input that is allowed according to the language specification; implementations that cover only a subset of a computer language are comparatively rare and are generally considered inferior programs. But with natural languages, the situation is quite different: the task is generally agreed to be so difficult that even parsers for a restricted version can be useful, either for immediate use or as a step on the road to an eventual full analyzer. Furthermore, natural languages rarely have a formal specification; even when various linguistic theories attempt to give a complete account of a language, these accounts rarely attain the same universal acceptance among native speakers as the language itself.

In general, it requires more effort to write a parser the broader its coverage should be. This is obvious for some formalisms; for instance, a generative context-free grammar must contain a production rule for every sequence of constituents that should be allowed as the expansion of another constituent. Thus, the simplest kind of context-free grammar requires separate rules to cover each of the sentences in the following sequence:

- I met him.
- I met him at the bar.
- I met him at the bar on Friday.
- I met him at the bar on Friday at noon.
- I met him at the bar on Friday at noon with trepidation.
- ...
The difficulty for the grammar writer resides not just in having to write more rules as coverage is extended. Rules for covering the example sentences are actually rather easy to invent, since they all follow the same pattern. In fact, an experienced grammar writer will probably be soon subsume all of these rules under a new and more general rule if the formalism allows this, or else choose (or invent) a more powerful one that does.

The main difficulty is rather that of maintaining a reasonable precision while extending the coverage of a formal description. The more production rules a parser has to consider, the more likely it is that they will interact in ways that were not foreseen by the author, and allow alternative interpretations of sentences that were expected to be unambiguous. For instance, all of the prepositions in the example sentences are intended to be part of the verb phrase “I met him”; but a grammar with any reasonable coverage must also contain productions that allow prepositions to be interpreted as part of the preceding noun phrase. It is clear that this possibility leads to many more interpretations, all of which are partially wrong.

It is possible to contain some of this ambiguity by analysing individual phrases more thoroughly. For instance, a grammar might specify that weekdays such as ‘Friday’ cannot be modified by phrases whose meaning corresponds to a time unit smaller than a day; this would allow phrases such as “a Friday in May” but forbid the phrase “Friday at noon”. This, however, requires many times more effort than was necessary to allow the interpretation in the first place.

It might be assumed that a broad coverage would be easier to achieve in an eliminative formalism like WCDG. After all, to allow more constructions, a grammar writer merely has to forbid fewer of them, i.e. write fewer constraints. In fact, simple grammars written just as a proof of concept can consist of very few constraints; for instance Schröder (1995) defines just 14, Schröder (1996) only 21 constraints. But again, the problem lies not so much in covering more expressions, but in ensuring that they are analysed in the intuitively correct way. Therefore, constraint dependency grammars also tend to require more constraints as their coverage extends; alternatively, the constraints become more complicated (since in theory, any two unary or binary constraints could be combined into one simply by connecting their formulas with a logical AND). The grammar used in Menzel and Schröder (1999) uses 220 constraints to describe subordinations on 9 different levels, while the grammar for the restricted domain of Verbmobil dialogues described by Foth (1999b) already contains 491 constraints.

This thesis uses a substantially larger dependency grammar of German (Foth, 2004b) than the ones cited above, which contains over 1,000 constraints. Its aims are correspondingly more ambitious:

1. It aims explicitly to cover modern German entirely — that is, it should assign a plausible structure to German text without being tuned to a particular text
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type or level of speech. Instead, all syntactic structures that can be expected to recur with some regularity should be recognized.

2. It should describe the input adequately enough that a semantic interpretation can in principle be derived from its output. For instance, rather than produce merely structural information, it should make explicit distinctions such as subjects vs. object or complement vs. modifiers, by marking them with different labels.

3. It should be suitably robust, that is, it should notice if an utterance contains grammatical errors, but do not reject it entirely.

3.1 Dependency corpora

The grammar has been successfully applied to the analysis of different text types. A varied corpus of German sentences has been collected that can be used both to test the performance of the grammar and to extract data for statistical experiments. All of these sentences have been annotated with dependency structure as well as edge labels and morpho-syntactic features.

The newspaper text type is represented by dependency versions of the NEGRA (Brants et al., 1997b) and TIGER (Brants et al., 2002) corpora, translated from the original corpora with the tool DEPSY (Daum et al., 2004). These corpora together comprise 61,000 sentences drawn from the archives of German daily newspapers and cover a large range of topics.

A larger corpus has been acquired from the archives of the technical news service heiseticker.de.\(^1\) These online newscasts are characterized by a narrower range of topics, predominantly computer-related, a more hurried style with many grammatical errors and slips, and frequent technical jargon. About 263,000 sentences of news items from five years have been automatically annotated with dependency structure by running the transformational algorithm on them repeatedly. The first 50,000 of these analyses were subsequently reviewed manually and freed of parsing errors; these analyses can now be regarded as correct according to our model of German, while the remaining part still contain misanalyses. Frequent experimentation suggests that the automatically parsed part of the corpus exhibits a structural correctness of over 90%.

As an example of formal language, two instances of law texts were fully analyzed. The 2002 version of the constitution of Federal Germany and the German version of the proposed constitution of the European Union were analysed. These texts

\(^1\)All of these newscasts are publicly available; for instance, item number 10,000 can be accessed online at www.heise.de/newsticker/meldung/10000.
frequently contain very long sentences, stilted formal phrasing, and complex constructions intended to be interpreted carefully by experts, rather than immediately understood by laypeople. Together these texts contain 3,700 sentences.

The complement to these difficult texts, as it were, is constituted by 20,000 sentences drawn from trivial literature: although published in book form, they are clearly written with immediate understanding in mind. These sentences are on the whole much shorter and easier to analyse, but nevertheless valuable in their own right because they contain constructions which do not occur in any other part of the corpus, such as vocatives or dialogue structures for direct speech.

To represent transcripts of spoken language, one series of German dialogues from the Verbmobil appointment scheduling corpus was selected. Trivial utterances such as single words, noise and isolated repetitions were discarded; the remaining text contains 1,300 sentences. They are rather repetitive in both form and content.

3.2 Specification

3.2.1 Word definition

German texts are analysed sentence by sentence, with each token corresponding to one node in the dependency tree. An automatic tokenizer of German is maintained in the CDG distribution that is accurate to about one error in 20,000 tokens. Punctuation marks are considered individual tokens, and so are generally included when sentence lengths are given, but always form null dependencies rather than being part of the tree proper.

One of the tasks of the parser is to resolve categorial and morpho-syntactic lexical ambiguity: each word must be classified not only by its syntactic function, but also by its class as defined by the standard classification STTS (Schiller et al., 1999). Both the basic category classification established by the small tag set and the further morpho-syntactic distinctions specified by the large tag set are implemented. Each word in the lexicon bears the attribute \text{cat}, whose value is one of the 53 tags described by the STTS. Words which can fall into more than one of these categories are represented by multiple lexicon entries.

Words with the appropriate class also bear further features such as \text{number}, \text{case} and \text{gender} which distinguish inflectional variants. The parser must choose a single one\footnote{If the parser can prove that two or more variants will not be distinctive, i.e. any two analyses that differ only in this lexical variation will exhibit exactly the same set of constraint violations, analysis may actually remain ambiguous with respect to them (Foth, 1999a). However, this is a mere optimization to reduce running time; the parser could trivially be modified so that it always selects one of the equivalent alternatives before returning its result.} of these to represent each ambiguous word form. For instance, the common word ‘die’ is subject to three orthogonal dimensions of ambiguity (of category, case, and...}
number), and consequently has 12 different lexicon items. The extreme case of this is constituted by German adjectives; these obey four independent morphosyntactic dimensions and thus theoretically have 72 different feature combinations, which however are represented by just 5 surface forms. Experimentation has shown that no parsing accuracy is lost when some of these forms are merged into partially underspecified lexicon entries, and therefore the version of the lexicon used normally contains just 15 entries for each adjective instead of the maximal 72.

On the other hand, lexical ambiguity based on semantic differences is usually not represented. For instance, although the noun ‘Schein’ can have more than one distinct meaning\(^3\), such variants do not correspond to multiple lexicon entries. Since the parser does not itself create a semantic interpretation, it would usually have no basis on which to prefer one of these variants over the others, therefore such variants would merely introduce additional ambiguity into the parsing problem without contributing to accuracy in any way. However, variants that give rise to syntactic alternation are always treated as different words; for instance, there are separate entries for the masculine and neuter variants of the noun ‘Erbe’ (‘heir’/‘inheritance’).

### 3.2.2 Levels of analysis

Typically, non-punctuation words enter a syntactic dependency relation with exactly one other word, except for the finite verb of the main clause, which forms the root of the tree. Null dependencies can be established for more than one proper word in a sentence when it consists of fragments that cannot be analysed as belonging to the same structure; however, this is avoided even to the point of preferring non-projective to fragmented trees. For instance, in the sentence

“The Klage gegen eBay hatte Randall Stoner eingereicht, ein Fan der Musikgruppe Grateful Dead.”

(*The suit against eBay had been brought by Randall Stoner, a fan of the group Grateful Dead.*)

(heiseticker, item 13060)

the right extraposition “ein Fan...” is analysed as an apposition to the name “Stoner” rather than a fragment, even though this crosses the dependency relation between the parts of the auxiliary group.

However, some even more complicated extrapositions do lead to tree fragments:

“Dafür darf sie sogar ihre Maske zerreißen: einer der wenigen pathetischen Momente des Stücks.”

(*This even allows her to tear her mask: one of the few solemn moments of the piece.*)

(TIGER, sentence 35455 (shortened))

\(^3\)It is likely that the different meanings of ‘glow’, ‘appearance’, ‘certificate’, and ‘money bill’ are genetically related in the sense that each one developed from the previous one; nevertheless, in a synchronic setting they should be considered distinct.
The extraposition “Momente” cannot reasonably be analysed as a paraphrase of any of the previous noun phrases and therefore forms an additional tree root.

As well as a syntactic dependency, an extrasyntactic dependency can be established for each word. Currently, this option is only used in order to connect relative pronouns with their antecedents in the matrix clause. The extrasyntactic level is designated as \texttt{REF} because it only contains such reference relations, while the syntactic level is designated \texttt{SYN}.

### 3.2.3 Dependency labels

The syntactic level associates each dependency with one of 35 different labels in order to make finer distinctions than the subordination structure can express. An overview of the labels is given in Table 3.1. They can be roughly classified into the following groups:

1. Relations between function words that are really only morphosyntactic markers and normal content words. The label \texttt{KONJ} connects a subordinating conjunction with its associated final or infinite verb (where the verb is the regent). The label \texttt{PART} subordinates a circumposition with its corresponding preposition, while the label \texttt{PN} subordinates the kernel of a prepositional phrase to the preposition.

2. Relations internal to verb phrases. The label \texttt{AUX} connects the parts of a multi-word auxiliary expression, such as “könnte entstanden sein” (might have occurred). This is also the case if the words are distant from each other, as they usually are in German main clauses. The label \texttt{AVZ} connects a separable verb prefix to its finite verb.

3. Relations internal to noun phrases. The label \texttt{APP} connects the components both of multi-word expressions such as “Karl Meier” and of true appositions such as “Karl Meier, der Rennfahrer” (Karl Meier, the racing driver). The labels \texttt{DET} and \texttt{ATTR} are used for prenominal elements; they distinguish determining elements such as articles from mere attributes, usually adjectives. \texttt{GMOD} connects a genitive nominal modifier to another nominal element.

4. Verb arguments. The labels \texttt{ETH}, \texttt{EXPL}, \texttt{PRED}, \texttt{SUBJ}, and \texttt{SUBJC}, as well as all variants of the \texttt{OBJ?} label, connect elements that complement verbs to the corresponding verb. The true objects are distinguished by their grammatical category (preposition, clause, infinitive, or nominal), and the nominal objects are further distinguished by their syntactic case. Note that both subjects and subject clauses are considered arguments of the verb in the same way as objects.

5. Adverbial modification. The labels \texttt{PP} and \texttt{ADV} designate prepositional and other adverbial modification (called this although it does not necessarily occur
3.2. SPECIFICATION

<table>
<thead>
<tr>
<th>Label</th>
<th>Function</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;empty&gt;</td>
<td>used for punctuation</td>
<td>Hallo!</td>
</tr>
<tr>
<td>ADV</td>
<td>adverbial modification</td>
<td>Wie geht es dir?</td>
</tr>
<tr>
<td>APP</td>
<td>apposition</td>
<td>Artikel 3</td>
</tr>
<tr>
<td>ATTR</td>
<td>prenominal attribute</td>
<td>der goldene Hahn</td>
</tr>
<tr>
<td>AUX</td>
<td>auxiliary phrases</td>
<td>Du hast gewonnen.</td>
</tr>
<tr>
<td>AVZ</td>
<td>split verb prefixes</td>
<td>Lenken Sie nicht ab!</td>
</tr>
<tr>
<td>CJ</td>
<td>co-ordinated element</td>
<td>Obst und Gemüse</td>
</tr>
<tr>
<td>DET</td>
<td>determiner</td>
<td>der goldene Hahn</td>
</tr>
<tr>
<td>ETH</td>
<td>ethical dative</td>
<td>Daß mir das nicht wieder vorkommt!</td>
</tr>
<tr>
<td>EXPL</td>
<td>expletive pronoun</td>
<td>Es ist schlimm, was passiert ist.</td>
</tr>
<tr>
<td>GMOD</td>
<td>possessive modification</td>
<td>der Name der Rose</td>
</tr>
<tr>
<td>GRAD</td>
<td>nominal degree expression</td>
<td>zehn Jahre alt</td>
</tr>
<tr>
<td>KOM</td>
<td>comparison</td>
<td>weiß wie Schnee</td>
</tr>
<tr>
<td>KON</td>
<td>co-ordinating conjunction</td>
<td>Obst und Gemüse</td>
</tr>
<tr>
<td>KONJ</td>
<td>subordinating conjunction</td>
<td>Wenn es regnet, gießt es.</td>
</tr>
<tr>
<td>NEB</td>
<td>modal subclause</td>
<td>Wenn es regnet, gießt es.</td>
</tr>
<tr>
<td>NP2</td>
<td>stranded NP in co-ordination</td>
<td>Der Wanderer liebt die schöne Müllerin</td>
</tr>
<tr>
<td>OBJA</td>
<td>direct object</td>
<td>Öffnet das Tor!</td>
</tr>
<tr>
<td>OBJA2</td>
<td>second direct object</td>
<td>Nennt mich Ismael.</td>
</tr>
<tr>
<td>OBJD</td>
<td>indirect object</td>
<td>Öffnet dem König!</td>
</tr>
<tr>
<td>OBJG</td>
<td>genitive object</td>
<td>Wir sind nicht dieser Meinung.</td>
</tr>
<tr>
<td>OBJC</td>
<td>clausal object</td>
<td>Und er sah, daß es gut war.</td>
</tr>
<tr>
<td>OBJI</td>
<td>infinitive object</td>
<td>Es scheint nicht zu funktionieren.</td>
</tr>
<tr>
<td>OBJP</td>
<td>prepositional object</td>
<td>Achte auf den Zug!</td>
</tr>
<tr>
<td>PAR</td>
<td>parenthetic matrix clause</td>
<td>“Ich glaube”, sagte er, “das genügt.”</td>
</tr>
<tr>
<td>PART</td>
<td>discontinuous morphemes</td>
<td>Er lief auf den Turm zu.</td>
</tr>
<tr>
<td>PN</td>
<td>PP kernel</td>
<td>Spring durch den Reifen!</td>
</tr>
<tr>
<td>PP</td>
<td>prepositional modification</td>
<td>Spring durch den Reifen!</td>
</tr>
<tr>
<td>PRED</td>
<td>predicate</td>
<td>Das war erst der Anfang.</td>
</tr>
<tr>
<td>REL</td>
<td>relative clause</td>
<td>Hunde, die bellen, beßen nicht.</td>
</tr>
<tr>
<td>S</td>
<td>main clause</td>
<td>Not kennt kein Gebot.</td>
</tr>
<tr>
<td>SUBJ</td>
<td>surface nominal subject</td>
<td>Not kennt kein Gebot.</td>
</tr>
<tr>
<td>SUBJC</td>
<td>subject clause</td>
<td>Wer die Wahl hat, hat die Qual.</td>
</tr>
<tr>
<td>VOK</td>
<td>vocative</td>
<td>Herr, es ist Zeit.</td>
</tr>
<tr>
<td>ZEIT</td>
<td>nominal time expression</td>
<td>Er wurde 1960 geboren.</td>
</tr>
</tbody>
</table>

Table 3.1: Dependency labels employed in the grammar of German.
with verbs). The rarer labels \textit{ZEIT} and \textit{GRAD} are used for nominal elements with a temporal or measuring sense respectively.

6. Co-ordination. The label \textit{KON} is used both for asyndetic co-ordination and for subordinating a co-ordinating conjunction to the left conjunct. The label \textit{CJ} connects the right conjunct to the conjunction, while the label \textit{NP2} can be used in elliptical co-ordinations to connect a supernumerary or \textit{stranded} nominal element to the conjunction. The label \textit{KOM} is used instead of \textit{KON} for comparing rather than sense-neutral co-ordinations (those formed with words of the class \textit{KOKOM}).

7. Subordination of entire sentences. \textit{NEB} connects a normal subclause to its matrix clause; at both ends the finite verb is supposed to be the attachment point. \textit{REL} is used instead of \textit{NEB} for relative clauses. The label \textit{S} is used for the null dependency at the top of a main clause, but also for a subordinated clause in verb-second position (it could therefore also be classified among the verb arguments). The label \textit{PAR} is used for the inverse relation, when an embedded matrix clause is subordinated \textit{under} its object clause for structural reasons.

8. Textual macrostructure. When the intended hearer of a sentence is explicitly named, the label \textit{VOK} subordinates their name to the sentence itself. (This relation is not really part of syntactic structure; for instance, it does not obey the rules about German topological structure.) Finally, the empty string is used for the null subordination of punctuation marks.

A more detailed discussion of the differences between these labels is given in the annotation guide (Foth, 2004a). It should be understood that the precise label set is not the issue here; a somewhat larger or smaller set could be achieved with trivial modifications of the grammar. For instance, the labels \textit{AUX} and \textit{AVZ}, both of which form verb phrases, occur with disjunct sets of dependents. Therefore they could be unified to a label such as \textit{VP} without loss of expressivity, by replacing the expressions

\[ X\text{.label} = \textit{AUX} \text{ and } X\text{.label} = \textit{AVZ} \]

with

\[ X\text{.label} = \textit{VP & X\text{.cat} \neq \textit{PTKVZ}} \text{ and } X\text{.label} = \textit{VP & X\text{.cat} = \textit{PTKVZ}} \]

in all constraint formulas. The price of this simplification would be the additional category check in each of the constraints dealing with the generalized label.

It is often not entirely clear whether a phenomenon is a purely syntactical one (and thus should be dealt with at the syntax level) or involves extrasyntactic considerations. For instance, this model makes no attempt to distinguish between defining and non-defining relative clauses, or to delimit the scope of quantifier expressions explicitly. It is not claimed that the model is the perfect representation of German, or even the best achievable in WCDG. Rather, this overview is just intended to
demonstrate that the parser produces analyses with a considerable amount of detail, and can thus fairly be called a “deep” analyzer.

### 3.2.4 Subordination strategies

Often the preferable association between words that should be assumed in a dependency analysis is rather clear-cut. For instance, both subjects and objects are tightly coupled with the verbs that they accompany, so that they should form dependency relations, and since one verb can have more than one complement, it should be the regent and its complements, the dependents. Likewise, subclauses are traditionally seen as modifying the proposition of their associated main clause, so that the subclause should be considered the dependent. The grammar model tries to take the obvious choices where possible.

In other cases the association is obvious, but the direction of subordination is less clear. For instance, this model assumes that determiners modify their nouns as dependents, although there are also theories which postulate the inverse relationship, espousing ‘determiner phrases’ rather than ‘noun phrases’. Also, subordinating conjunctions are analysed as modifying the verb of the subclause that they start rather than as the head of the subclause; on the other hand, prepositions are assumed to dominate their embedded nouns rather than modify them like case markers.

Where no linguistic reason can be found to prefer one of several alternatives, a strategy is sometimes chosen because it leads to simpler constraints. For instance, the majority of German verb phrases contain several words because both modal and temporal markers are realized as auxiliary verbs rather than through inflectional variation. Either of the verbs could be chosen as the regent of the verbal complements; however, we choose to subordinate all subjects under the finite verb and all objects and adverbial modifiers under the full verb. This somewhat simplifies the writing of the constraints: agreement rules between the subject and the finite verb can be expressed with a unary constraint, while the type and number of complements should be checked with reference to the full verb, because the full verb determines the possibilities.

Even when no compelling reasons could be found for choosing one of several alternatives over the other, one of them has usually been selected and declared the only correct analysis. The reason for this is to avoid spurious ambiguity in the model (Komagata, 1997), that is, ambiguity that does not correspond to a clear ambiguity in the propositions that correspond to both versions. For instance, the classic example

“I saw the girl with the telescope.”

is commonly used because it allows two structurally different interpretations (they differ in who is holding the telescope). Therefore it is necessary to allow the attachment of the preposition to either the verb or the noun. But the alternatives of
placing the preposition ‘with’ above or below its associated noun ‘telescope’ imply no such difference in meaning; therefore, allowing both of them would merely introduce ambiguity into the problem artificially that the parser cannot resolve, thus making analysis unnecessarily hard. The same goes for the placement of determiners.

A more sensitive question especially in the context of dependency syntax is the representation of co-ordinated structures, because not only are there strictly opposing views on how it should be done, but it has even been argued that it cannot be done at all through normal dependency trees (Hesse and Küstner, 1985; Hudson, 1990). A grammar for parsing real-life language cannot afford to adopt this opinion; about 60% of the sentences in the available dependency corpora contain at least one co-ordinated structure. Therefore an asymmetric view of co-ordinations was taken (Mel’cuk, 1987): in asyndetic co-ordinations, the left element is assumed to dominate the right element directly, while each additional element is dominated by the preceding one. When a co-ordinating conjunction is present, it is dominated by the first element with the same label KON, while the second element is dominated by the conjunction with the label CJ. This decision should not be interpreted as an endorsement of the view that co-ordinations are intrinsically asymmetrical. Both alternatives to the representation of co-ordinations through dependency trees have known weaknesses; one of them had to be chosen in order to avoid spurious ambiguity as described above. There are still complicated ‘cluster’ co-ordinations which cannot be adequately represented by this model; consider the example:

“Ab dem 1. Oktober beträgt die monatliche Grundgebühr nur noch 24,90 Mark, der Minutenpreis für den Anrufer tagsüber 24, abends 12 Pfennige.”
(From October 1, the monthly fee will fall to DM 24.90, the price per minute to DM 0.24 in the daytime and to DM 0.12 in the evening.)

(heiseticker, item 5890)

Three different (though related) predictions are made, but only one verb is used to connect the compared elements; the alternative price options are simply appended without forming a complete sentence, so that this sentence must be analysed as containing several fragments. This is only one instantiation of the more general phenomenon of ellipsis. In general, elliptical constructions cannot be treated adequately unless a formalism can postulate empty elements, traces of syntactic transformations or the like. Since WCDG does not support such constructs, elliptical constructions are the greatest source of representational inadequacy in the grammar.

3.3 Implementation

The rules of lexical, structural, and label disambiguation are encoded in the form of about 1,000 binary and unary constraints. Most of these are set down in the file grammar/deutsch/Grammatik.cdg in the CDG distribution. The following section will give an overview of the types of conditions implemented, and their method of operation.
3.3. IMPLEMENTATION

3.3.1 Context-sensitive constraints

The precise syntax of constraint declarations will not be reiterated here; see Section 1.4.2 of Foth et al. (2005a), where it is explained in full. However, a general innovation in contrast to previous work in WCDG must be mentioned here. Maruyama (1990) assumed that all well-formedness conditions needed for describing natural language can be encoded into unary and binary constraints, which check one or two dependency relations respectively. An obvious difficulty arose with expressing valence conditions: it cannot be determined whether or not a word is modified by a specific complement unless all relations in a syntax tree are checked simultaneously. Maruyama suggested the use of an inverted ancillary level of description just for valence relations, which is coupled to the syntax level with a binary constraint. The presence of the complement on the syntactic level can then be checked with a unary constraint on the ancillary level.

Although this technique suffices for simple valence checks, it quickly becomes cumbersome for realistic grammars. For instance, many words require more than one complement, so that several ancillary levels become necessary. Some constructions even require specific markers that are not direct dependents, but merely have to occur somewhere in the subtree of a word (Foth, to appear). Therefore, the WCDG reference implementation was extended to allow operators in constraints which examine the entire context of the dependency edge on which the constraint was called. A constraint which uses such an operator is called a context-sensitive constraint, while other unary or binary constraints are also called pure constraints.

It must be stressed that this new kind of operator is primarily a convenience for the grammar writer and does not per se extend the formal power of WCDG; as Maruyama (1990) showed, his model of CDG was already capable of defining some context-sensitive languages. Although in theory, arbitrary computations could be performed during the call to a context-sensitive operator, they have so far only been used to perform simple checks on the neighbour edges of those named in a constraint signature. Two typical examples that are often used in the grammar discussed here are the new \texttt{is()} and \texttt{has()} operators.

In its simplest form, a call of the form \texttt{is(X-id,L)} checks whether the regent of the dependency edge \texttt{X} is labelled \texttt{L} or not; in other words, it tests the label of the edge above the edge \texttt{X}. For instance, it is used to enforce the German verb-second condition in main clauses; a simplified version of this constraint is given below:

\[
\{X/\text{SYN}/Y/\text{SYN}\} : \text{Vorfeld} : \text{order} : 0.1 : \\
X^{-}\text{cat} = \text{VVFIN} \rightarrow \neg \text{is(X-id,S)};
\]

Diagnosing a violation of the verb-second condition would normally require access to three dependency edges: the first pre-modifier of the finite verb, the second pre-modifier, and the subordination of the finite verb itself. However, the third edge is
of interest only with respect to its label: if it reads $S$ (main clause), then the co-
ocurrence of two pre-modifiers should be diagnosed. Rather than extend WCDG to
support ternary constraints directly, it is much simpler to write a binary constraint
that triggers when two pre-modifiers do in fact occur, and then check the label with
\texttt{is()}; this check can be done in constant time.

The \texttt{has()} operator has the opposite purpose: it checks directly whether or not a
word is modified by any edge with a specific label. An obvious application is to
express valence conditions succinctly:

\begin{verbatim}
{X:SYN} : Transitivität : exist : 0.1 : 
    X@valence = a -> has(X@id, OBJA);
\end{verbatim}

This constraint (also very much simplified) demands that any verb marked as taking
an accusative object does in fact have one. Obviously this formula is more expensive
to compute than the application of \texttt{is()} above, since all edges must be checked
before it can evaluate to ‘false’ (the answer ‘true’ might actually be given after the
first check). Also, both these and some other context-sensitive operators have more
complicated variants; typically they traverse the dependency tree recursively, and
check whether a remote regent or dependent satisfies a given condition. However, no
context-sensitive operator currently requires more than linear time (in the length of
the sentence) to operate.

Although this extension allows the flexible use of nonlocal information without sup-
porting constraints of a higher arity than two directly, it also has disadvantages: it
is not always the case that the entire context of a dependency edge is available for
checking. This is not a problem for transformation-based local search methods, since
they always deal with complete analyses by definition. But a complete search cannot
decide whether or not a context-sensitive constraint succeeds, because it typically
does \textit{not} operate on entire trees, but on subsets of complete dependency analyses.
Therefore the \texttt{netsearch} method of WCDG can only evaluate context-sensitive con-
straints after it has found a complete solution, which could degrade its performance as
valuable information about partial results is lost. This trade-off was not made lightly;
however, transformation-based local searches have long been the preferred solution
methods of WCDG, while the (theoretically) complete search is usually incomplete
in practice unless it is allowed to consume excessive time and space. Therefore a
further degradation to its effective precision was considered acceptable.

Many of the constraints employed are of considerable complexity. In contrast with
the two previous examples, the following examples in this section have \textit{not} been
simplified in any way for purposes of exposition; however, those constraints were
selected as examples that are self-contained enough to be explained on their own.
3.3.2 Hard constraints

Nearly half of the constraints are hard constraints; they describe configurations that should never occur in an analysis. As an example of a very simple hard constraint, here is the definition of what words can be analysed as a PP:

\[
\{X:SYN\} : \text{'PP-Definition'} : \text{init} : 0.0 :
\quad X.\text{label} = \text{PP} \rightarrow \text{isa}(X@,\text{Adposition});
\]

Note that the 'isa' operator is not a native WCDG construct, but a macro employed in this grammar to abbreviate frequently recurring constructs. The expanded form of this formula is

\[
X.\text{label} = \text{PP} \rightarrow \text{subsumes}(\text{Features}, \text{Adposition}, X@\text{cat});
\]

which in turn is a more efficient formulation of

\[
X.\text{label} = \text{PP} \rightarrow X@\text{cat} = \text{APPR} \mid X@\text{cat} = \text{APPO} \mid X@\text{cat} = \text{APZP} \mid X@\text{cat} = \text{APPRART} \mid X@\text{cat} = \text{PROAV};
\]

In other words, this constraint just states that a prepositional phrase must be headed by a word whose category is a type of preposition (the STTS distinguishes prepositions, postpositions, circumpositions and two kind of prepositions fused with words of another category). A definition constraint such as this exists for every syntactic edge label, and most of them express similar restrictions on the type of words that can bear that label.

The constraint that describes the possible subordination of prepositions to other words is much more complicated because of the various possibilities. The alternatives are described roughly in their order of perceived frequency:

\[
\{X:SYN\} : \text{'PP-Unterordnung'} : \text{init} : 0.0 :
\quad X.\text{label} = \text{PP} \\
\quad // 'Ich wohne<--PP--zu Hause.'
\quad \text{isa}(X\^,\text{Verb}) \mid \\
\quad // 'Der Alte<--PP--vom Berge sandte seine Assassinen aus.'
\quad \text{isa}(X\^,\text{Nominal}) \mid
\]
In this constraint, the expression $X@from$ denotes the time point at which the dependent of the edge $X$ starts, while $X^to$ is the time point at which it regent ends (in written input, the first word is defined to start at time point 0 and end at time point 1, and so forth). The formula $X^to = X@from$ therefore expresses that $X$ relates to directly adjacent words.

The most prevalent subordination is that of prepositions to verbs or nouns. Adjectives can also be modified by prepositions. All other cases are comparatively rare phenomena. For instance, the expression ‘wo zum Teufel’ idiosyncratically allows an interrogative pronoun to be modified by the preposition ‘zu’, therefore this combination has to be allowed (note that the English equivalent ‘what the hell’ contains a similar abnormal category combination). Also, some fixed phrases that are syntactically prepositional phrases are used with a general adverbial sense and can modify even other adverbials; thus, the expression ‘vor allem im Winter’ merely means ‘especially in winter’, although the word ‘vor’ usually has a temporal or local sense. Several other exceptional constructions are also explicitly licensed such as ‘eine bis zwei Stunden’ (‘one or two hours’) or ‘um 30 Prozent weniger’ (‘30% less’).

It can clearly be seen how this type of constraint becomes progressively longer as the grammar extends to deal with more cases and even idiomatic constructions. This is necessary to make sure that all cases considered correct are covered, and only those. Even when exceptions pile up so that ultimately most categories can be modified by PP dependencies under some circumstances, it would not be appropriate to simply
omit the subordination constraint; instead the possible cases should be described and restricted where this is possible. For instance, the construction \texttt{[preposition]} + \texttt{[quantified expression]} + \texttt{[comparative expression]} is only possible with the preposition ‘um’, and therefore should not be generally allowed. That this is enforced by a hard constraint does not mean that an expression such as \texttt{*bei 30 Prozent weniger}, which violates the lexical condition, cannot be analysed — the preposition could still be assigned a different label, or subordinated somewhere else. As a last resort, it could always form an uninterpretable fragment.

A drawback of the semantics of the constraint language as used by WCDG is the fact that there is no better way do deal with this kind of exception. The multiplicative combination policy dictates that what is disallowed by a hard constraint can never be allowed again by any other constraint; therefore, an exception to a hard rule like this \textit{must} be formulated within the rule itself and not in a separate constraint. This often leads to definition constraints that are so littered with exception specifications that the fundamental regularity becomes quite obscured.

A possible alternative would be to leave out all of the exceptional cases and instead make the constraint defeasible instead of hard. This would prefer the normal behaviour of prepositions where this is possible, but still allow the analysis of exceptional cases. However, this would allow \textit{all} regents uniformly, even those that cannot possibly be correct (such as articles or even punctuation tokens). It would also treat the idiomatic expressions as merely tolerated aberrations, where a native speaker would consider them perfectly correct, even preferable, despite their unusual category combinations. Therefore the general strategy in this grammar was always to describe the possible cases as closely as possible, so that the truly unwanted cases can be excluded as early as possible by hard constraints.

### 3.3.3 Defeasible constraints

Constraints that describe defeasible knowledge can vary from nearly universal principles to vague preferences. An example of a nearly universal constraint is the following \textit{normalization constraint}:

\[
\{X\text{ SYN/}/Y\text{ SYN}\} : \text{‘Adverb am Hilfsverb’} : \text{category} : 0.1 :
\begin{align*}
X\text{.label} &= \text{AUX} \& \text{isa(X@, Verb)} \\
\rightarrow & \quad \neg \text{edge}(Y,\text{Adverbiale_Unterordnung});
\end{align*}
\]

The operator \texttt{‘edge’} is a macro defined by the grammar, just like the \texttt{‘isa’} described above, but checks edge labels rather than word categories. The expansion of the conclusion of this constraint would be

\[
\neg(Y\text{.label} = \text{ADV} \mid Y\text{.label} = \text{PP} \mid Y\text{.label} = \text{ZEIT} \mid Y\text{.label} = \text{KOM})
\]
Normalization constraints are used to contain spurious ambiguity. As discussed in Section 3.2.4, adverbial modifiers in the middle field should normally modify the full verb, not because this is intrinsically better than the alternative, but because we have arbitrarily decided upon this policy. This rule is formulated as defeasible because there are some very rare circumstances in which this policy cannot be followed consistently, and which would be too difficult to describe as an exception. For instance, in the following example an entire subclause intervenes between the prepositional phrase and the full verb, so that it is forced to attach to the final verb instead:

“Die Bundesregierung kann im Verteidigungsfalle, soweit es die Verhältnisse erfordern, 1. den Bundesgrenzschutz im gesamten Bundesgebiete einsetzen.”
(During a state of war, the Federal Government may, if conditions necessitate this, 1. employ the Federal Border Guard in the entire area of the Federation.)
(Grundgesetz §115f)

It is somewhat unusual for a normalization constraint to be defeasible; most normalization rules can be written as hard constraints. The defeasible rather but strict constraints usually deal with grammatical rules that are considered to hold, but whose violation does not necessarily prohibit understanding. For instance, German subjects and predicative complements are not distinguished by case; therefore the general tendency is to mark the subject by placing it to the left of the predicative. This rule encodes the regularity for the case that both appear in the middle field, where it holds almost universally:

\[
\{X/\text{SYN}/\backslash Y/\text{SYN}\} \; : \; '\text{PRED-SUBJ-Reihenfolge}' \; : \; \text{order} \; : \; 0.1 : \\
\text{X.label} = \text{PRED} \; \& \; \text{isa}(X@,\text{Nominal}) \; \& \\
\text{Y.label} = \text{SUBJ} \\
\rightarrow \\
\text{distance}(X@id, Y@) < 1 \; | \\
\text{isa}(X@,\text{Pronomen}) \; | \\
\text{initial}(X@);
\]

Note that even this regularity conflicts with two other, more important ones: pronominal noun phrases should generally precede non-pronominal ones, no matter what their grammatical function, and noun phrases which contain interrogative or relative pronouns must form the first element of a subclause no matter what. In these circumstances, other, more important constraints regularly overrule this one; this alone would be enough to define the correct analysis of relative clauses, but this constraint also makes the exceptions explicitly, in order to avoid unnecessary contention between constraints.

Preference constraints encode generalizations that often hold but are easily overridden by other factors.

\[
\{X/\text{SYN}/\backslash Y/\text{SYN}\} \; : \; '\text{Subjekt-Position}' \; : \; \text{order} \; : \; 0.9 : \\
\]
3.3. IMPLEMENTATION

X.label = SUBJ & edge(Y,Nominalobjekt) ->
X@from < Y@from |
Y.label = OBJD |
Y@cat = PRF |
initial(Y@);

This constraint restricts the order of co-occurring subjects and other nominal objects. German prefers the order SVO, but in contrast to English this preference is very weak (see Section 2.7.3), and therefore the penalty for violating it is much closer to 1. For instance, in the following sentence

“Gleiches melden uns Leser aus dem ganzen Bundesgebiet.” (Readers from all over the country make similar reports.)

the more important agreement conditions between subject and verb easily override the normal ordering; native speakers interpret this sentence without even being aware of the inversion. Nevertheless, the rule, while defeasible, is not at all unimportant. Where no other syntactic clues are available, speakers of German assume the default ordering quite reliably:

“Die Verfassung lässt die Eigentumsordnung in den verschiedenen Mitgliedstaaten unberührt.” (The Constitution leaves unaffected the property regulations in the various member states.)

The question of whether the European Constitution or the preexisting local laws ultimately take precedence in property disputes is eminently important, nevertheless the disambiguation is entirely entrusted to the subject/object ordering preference.

Finally, there are constraints whose penalty depends on features of the edge that violates them. Typically, an edge is dispreferred the more the longer it is:

\[ \{X!REF\} : 'REF-Distanz' : dist : \text{gradient}(40) : \]
\[ \text{abs(distance}(X@id, X^id)) < 3; \]

Here, the operator ‘\text{gradient}’ is another macro defined by the grammar that specifies a variable penalty that depends on the length of the dependency edge in question. The expression \text{gradient}(40) expands ultimately to the formula

\[ 40/(40 + \text{abs(length}(X)) \]

The constraint expresses a rather stringent condition that the distance between a relative pronoun and its antecedent should be small. For instance, the following
example is difficult to understand because 10 words intervene between the words ‘T-DSL-Zugangs’ and ‘der’:

“Die Einführung des T-DSL-Zugangs für 9,90 Mark als Zusatzeption zu ISDN-300-oder ISDN-XXL-Anschlüssen, der sich mit T-Online flat kombinieren lassen soll, scheint für den 1. August geplant zu sein.”

(Introduction of the T-DSL rate for DM 9.90 on top of ISDN-300 or ISDN-XXL lines, which can be combined with T-online flat, is apparently planned for August 1.)

(heiseticker, item 9833)

Most other distance constraints are weaker than this one, since a great linear distance between regent and dependent is much more common for other relation types. For instance, the AUX relation typically connects words that are quite distant because they delimit the entire Mittelfeld consequently, the corresponding constraint has a gradient of 1000 rather than 40.

3.4 Operation

3.4.1 The numerical model

Recall that the penalty of a constraint contributes to the score of an analysis only if the analysis contradicts the constraint — more than once if more than one part of the analysis contradicts it. The score of an analysis is the product of all these individual penalties (or 1 if all constraints are satisfied). Of all possible analyses of a given sentence, the parser aims to construct the one with the highest score. As an example, we shall now consider in detail the analysis of the following sentence

“Niemand darf gegen sein Gewissen zum Kriegsdienst mit der Waffe gezwungen werden.”

(No one must be forced into armed service against his conscience.)

(Grundgesetz, §4)

See Figure 3.1 for the corresponding dependency tree that corresponds to the intended meaning. This analysis is not only the numerically optimal structure as defined by the constraints, but it also corresponds to the reading of the sentence preferred by an informed human reader. We will now give an informal argument why no other analysis can exist that scores higher; the names of the constraints which enforce the conditions cited will be given in parentheses.

To begin with, the finite auxiliary ‘darf’ requires an infinitive as a complement (‘Transitivität’). There are numerous exceptions to this general rule, but none of them applies to this analysis. For instance, a verb may lose its complement if it is co-ordinated and the complement modifies the left conjunct instead; but no conjunction occurs in this sentence, and there is no preceding verb which could serve to form an asyndetic co-ordination. The valence frame of the verb could also be changed by a
separable prefix: for instance, the modal verb ‘darf’ takes an auxiliary complement, but loses this valency when modified by the particle ‘heran’. But again, the utterance contains no word with the fitting category PTKVZ that could effect such a change. Likewise, the valence for a direct object disappears in a passive construction, but ‘darf’ is manifestly in the active voice.

The only infinitive in the sentence is the form ‘werden’. It follows that any analysis must either subordinate it under ‘darf’ with the label AUX, or incur the transitivity penalty. Much the same reasoning holds for the verb ‘werden’ itself; the only way of satisfying its requirement for a participle complement is to attach the preceding ‘gezwungen’ to ‘werden’, also with the label AUX.

Next, consider the three prepositions in the sentence. Each of them requires a nominal complement (‘PN fehlt’). Again, the requirement could be avoided if several of them formed a co-ordination, but asyndetic co-ordination between prepositions is not allowed without some sort of marker such as a comma (‘Komma für KON fehlt’). Each of the prepositions must therefore dominate one of the three nouns, or cause another large penalty. Definition constraints (‘PN-Stellung’) require that a preposition precedes its complement, therefore the pairing of nouns and prepositions can only be as illustrated.

Both of the determiners in the sentence are now within the scope of a preposition-complement relation. General rules of tree structure (‘Projektivität’) prevent a determiner from modifying any word outside this scope, and category constraints (‘DET-Definition’) forbid attachment to a preposition. Determiners might also refuse to subordinate altogether and form a fragment instead, but a separate constraint (‘Fragment’) punishes this possibility even more severely than any requirement constraint. Therefore both determiners must modify the following word to avoid all these penalties.
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Since all three nouns modify prepositions, none of them is available as a subject for the finite verb. The only remaining possibility without incurring another severe penalty (‘Subjekt fehlt’) is to make the pronoun ‘niemand’ the subject; this is also the only reasonable attachment left for that word, which would otherwise cause another fragment penalty.

The last remaining ambiguity is where to subordinate the three prepositions in the sentence. In general this is a notoriously difficult problem whose solution requires information from many different levels of linguistic description. In this case, however, the existing constraints suffice to make the correct decision. Each of the prepositions might either modify the verb phrase or a preceding noun. A default rule (‘Präпозиционалатtribut’) specifies that, *ceteris paribus*, a subordination under a verb is preferred to one under a noun. Normalization constraints (‘Adverb am Hilfsverb’) ensure that if the attachment is to the verb phrase, the full verb rather than the auxiliaries should be modified, so that two of three options for verb attachment can be discounted. All three prepositions, then, could modify the word ‘gezwungen’ and so complete a spanning tree that violates no important constraints.

The first preposition in fact has no other possibility than to modify the verb phrase as a ‘PP’. The preposition ‘zu’ could either do the same or modify the preceding noun; the default rule mentioned above would alone suffice to prefer the verb attachment. However, there is another and more important relevant rule: the lexicon specifies that the preposition ‘zu’ (unlike both other prepositions) can form a prepositional object for the verb ‘zwingen’. This is preferable both because it satisfies the (optional) valence of the verb, and because adjuncts receive a further small penalty (‘PP could be OBJP’) if they are homonymous to object prepositions, since for possibly idiomatic constructions, the idiomatic meaning is more likely than the non-idiomatic one.

A final consideration is now that if the last preposition ‘mit’ also modified the verb, it would follow its sibling object preposition; this is dispreferred (‘OBJP vor PP’) because complements generally appear closer to their regents than adjuncts. This dispreference is greater than the default rule against prepositions modifying nouns, and so the very best score is achieved by attaching ‘mit’ to the preceding noun.

We mention in passing some complications that arise in the actual implementation of this optimization problem. First and foremost, this discussion has tacitly assumed that all of the words do in fact belong to the category that the preferred analysis assigns to them. If, for instance, the word ‘werden’ were analysed as its homonymous finite variant, the entire chain of reasoning above would fall. We will see in Section 3.6 that this is in fact a major problem in practice. Section 4.1 describes how to resolve category ambiguity; the methods introduced there are sufficient to let this analysis (and most others) come out the preferred way.

There are also morphological variants below the category level for several words. However, all of these are resolved by agreement constraints: for instance, the preposition ‘gegen’ forces the determiner ‘sein’ of its dependent into the accusative case
rather than the homonymous nominative (‘DET-NP-Kasus’). In a similar way, the neuter noun ‘Gewissen’ selects the neuter variant of the word ‘sein’, which might otherwise be masculine (‘DET-Genus’). This word, in turn, is unambiguously a singular determiner, and therefore establishes that the word ‘Gewissen’ is a singular form as well, although it has a plural homonym (‘DET-Numerus’).

Finally, we have glossed over the possibility of extrasyntactic reference dependencies; these cannot not occur (‘REF-Definition’) because there are no relative pronouns in the sentence. Despite these minor complications, the grammar (in combination with part-of-speech tagging) successfully defines a unique structure that scores at least slightly better than any alternative, and corresponds accurately to the preferred reading of the sentence.

This discussion is not intended to give the impression that the described model of German is always as accurate as in this example. On the contrary, it contains various systematic weaknesses; see Section 3.6 for a fuller discussion. For instance, note that the subordination of the final preposition discussed above creates an ambiguity of meaning as well as structure: attaching it to the word ‘gezwungen’ after all would change the meaning of the sentence to “No one may be forced at gunpoint to join the army against their conscience.” By itself this is a plausible reading, since many people have indeed been forced at gunpoint to join an army; but the authors of this constitution doubtlessly meant that no one may be forced, by any means, into armed service, since that might violate their conscience. Therefore the purely syntactical distinction between object and adjunct prepositions does the right thing in this example; but it does so not through duplicating this last argument of the chain, since the necessary reasoning about background knowledge is far beyond the capability of the model. It is merely because this sentence follows the syntactic preference rather than violate it that the grammar rules correctly predict even this last attachment; it is easy to construct examples where the same rule causes a wrong subordination to be selected.

It should also be stressed that the type of demonstration of optimality sketched here does not directly correspond to any algorithm in the WCDG reference implementation. The fundamental process of weighing the violation of different constraints against each other is the same; but in our discussion, we cleverly considered only few words at a time, concluding that the optimal analysis would have to include a particular dependency. The conclusion then allowed us to dismiss many alternatives for the next subordination, and so on. Choosing the correct order in which to exclude the possible attachments was essential to arriving at a solution quickly. But this requires a process of meta-reasoning that is far more difficult than writing the grammar itself, even though it seems easy to those who are fluent speakers of the target language. Instead, all currently implemented algorithms conduct variants of a complete or incomplete search whose heuristic components are far simpler. Although this often has the same result (as in fact it does when the example sentence
is actually parsed), it can lead to search errors even in analyses where common sense suggests that the analysis should be easy.

3.4.2 The computational model

Figure 3.2 shows several intermediate results of the transformation algorithm when it is actually applied to the example sentence. The first analysis is the starting point of the transformation process; it was created by simply choosing the value with the highest unary score from each domain. As is to be expected, the resulting dependency tree violates many rules that cannot be formulated as unary constraints: it is not even a proper tree, since the last two words are subordinated under each other; the words ‘darf’ and ‘gezwungen’ both have multiple objects with the same label, which is not allowed; it postulates a direct object for a verb that is marked as a passive form, which never happens, and so forth. Usually, the first few transformation steps are dedicated to removing such obvious nonsensical combinations.

The second tree shows the first intermediate result that carries a score larger than 0; in other words, this is the first analysis that might (in theory) actually be correct. Certainly it looks much more like a sensible dependency tree in that it assigns a plausible interpretation to the first half of the sentence. However, despite great improvement in terms of the numerical model, there has been no progress at all in terms of accuracy: this analysis predicts the correct regent for 7 of the 13 tokens, but makes errors for 6 tokens; this is exactly the the same figure as for the nonsensical starting point, while the labelled accuracy has actually fallen by 1.

The worst conflict in the second tree is the lack of a complement for the preposition ‘mit’, and therefore this conflict is scheduled for correction next. The next step shows how the neighbouring noun is recruited to fill the valency; since this is in fact the correct subordination, the number of structural errors drops to 5. Now the worst conflict is the treatment of the full verb as a fragment.

The fourth tree shows how the parser manages to remove this conflict by interpreting the passive participle as an adverbial modifier. This construction is somewhat dispreferred and therefore introduces a new conflict, but is far preferable to a fragmented syntax structure, and so a new numerical optimum is achieved although the new subordination is no more correct than the old one. From our discussion above, we know that it would have been better to change the subordination to ‘werden’ rather than to ‘Waffe’, but repairing the entire verb phrase would require a longer sequence of steps before a numerical improvement is found. The algorithm took the smaller improvement because it could be reached directly, while the correct decision would have lead to a longer sequence of steps against the hill climbing criterion; the method never does this unless forced to by the tabu criterion.

Although the adverbial interpretation that was just introduced leads to a globally better score, it does so at the cost of introducing a new conflict. In fact, this conflict
niemand darf gegen sein Gewissen zum Kriegsdienst mit der Waffe gezwungen werden.

Figure 3.2: Intermediate results during transformational analysis of the same sentence.
causes the worst penalty of all remaining ones. Therefore the algorithm immediately tries to change this construction again. This time it is forced to take the longer sequence of steps that was rejected earlier, and find a new subordination for ‘gezwungen’. Note that five changes are necessary until a numerically better analysis (the fifth tree) is found; this involves lowering all three prepositions to satisfy the verb phrase normalization constraint mentioned earlier.

The analysis is now correct except for the word ‘mit’. At this point, the parser entertains precisely the alternative interpretation ‘forced at gunpoint’ considered in Section 3.4.1. The ordering preference between modifiers and adjuncts mentioned there is now the worst conflict in the analysis. The parser duly looks for a way to avoid it, and soon finds the correct analysis as in Figure 3.1; and so even the last error is corrected.

3.5 Limitations

Independent of processing difficulties such as lack of resources, which could at least theoretically be overcome by allowing more processing time and space, there are still some areas of language that are not satisfactorily addressed even in the declarative model. Perhaps the most relevant of these for practical application would be the question of dialectal and individual variation. Phenomena such as reordering or lexical selection are dealt with by graded constraints and lexicon templates⁴; but dialectal variation can gradually transform an entire language, by mutually comprehensible shifts, into a totally different one. At some point a fixed grammar must abandon the goal of covering all possible variations, and be prepared to declare utterances to be not sufficiently standard language to be analysed.

For instance, the phrase traditionally spoken at carnival sessions, “Wolle mer nei-lasse?” would, in the standard dialect of German, be spelt “Wollen wir ihn herein-lassen?” (Shall we let him in?). This phrase cannot be adequately analysed; neither of the closed-class words is in a form that the lexicon recognizes, and hypothesizing new closed-class lexicon items is not attempted. The infinitive has been elided to the point that it does no longer bear the characteristic infinitive ending ‘-en’, and therefore it can likewise not be analysed even as an unknown verb. Although a limited kind of support for such speech could be achieved by extending the lexicon, the task would be open-ended. At the moment it can be analysed merely as a string of foreign-language material.

A different kind of borderline case are transcripts such as the ones of plenary sessions of the German national parliament. Although the representatives’ speeches contain well-designed language, the corpus overall is full of interjections, abbreviations and

⁴For instance, see Section 3.6.3 for performance on biblical German, which obeys systematically different ordering rules.
isolated noun phrases which are of little interest, and overlap in a way that makes it difficult even to delimit the individual sentences uttered:


A similar effect occurs when tabular material is for some reason included into running text:

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Model</th>
<th>Speed</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Coppermine 600 MHz</td>
<td>P III-600EB</td>
<td>4.5 x 133</td>
<td>$455</td>
</tr>
<tr>
<td>Intel Coppermine 600 MHz</td>
<td>P III-600E</td>
<td>6 x 100</td>
<td>$455</td>
</tr>
<tr>
<td>Intel Pentium-III 600 MHz</td>
<td>P III-600B</td>
<td>4.5 x 133</td>
<td>$465</td>
</tr>
<tr>
<td>Intel Pentium-III 600 MHz</td>
<td>P III-600</td>
<td>6 x 100</td>
<td>$465</td>
</tr>
<tr>
<td>AMD Athlon 600 MHz</td>
<td>(6 x 100)</td>
<td></td>
<td>$419</td>
</tr>
</tbody>
</table>

Such language can be analysed as a long string of noun phrases, but in the end there is little point in analysing it at all; the data are presented much better in their original tabular form.

### 3.6 Evaluation of the current state

A purely linguistic model of a language can be evaluated on qualities such as perspicuity, coverage, or predictive power. However, a computational model must also be able to prove its ability to analyse new text successfully in order to be considered practically useful. This section has a threefold purpose: existing work in broad-coverage parsing of German is reviewed; our own system is applied to similar tasks, and its accuracy is compared to previously published results; and those errors that our parser makes are investigated more closely, particularly with respect to possible improvements.
3.6.1 Related work

Most systematic evaluations of automatic parser have focused on the processing of English, and even a particular corpus of English: it has become almost mandatory to run a system on the Wall Street Journal section of the Penn Treebank (Bies et al., 1995) and report the results. For statistical models, even the partitioning of this corpus into training, development and testing data has become ritualized: approaches as diverse as Magerman (1995); Eisner (1996); Collins (1999); Charniak (2000); Clark et al. (2001); Klein and Manning (2003); Henderson (2003) all use the same setup. This has the obvious advantage that the proposed algorithms can be directly compared with respect to their success. On the other hand, it means that the majority of world-wide parsing research has been conducted on only a single language: the variety of English used in the Wall Street Journal to report on business transactions. Also, the particular formalization as nested constituency structures has repeatedly been criticized as limiting and not rich enough for useful applications of parsing. As a result, many parsers that solve the standard task well are not necessarily very good at parsing other texts (Gildea, 2001).

There is no standard task for German parser evaluation that is as rigidly defined as this; in fact, there are very few evaluations of broad-coverage parsers of German at all. In an early attempt to construct a general parser of German from a tree bank, Fissaha et al. (2003) extracted an unlexicalized PCFG from the first 18,000 sentences of the NEGRA corpus. Through the judicious use of parent encoding (the projection of the category and function of a phrasal node onto the pre-terminal nodes), f-scores around 70% of all constituents were achieved on the test set, however, coverage was only 70% of all sentences. Dubey and Keller (2003) reimplemented the statistical model from Collins (1999) and parsed the next-to-last 1,000 sentences of the NEGRA corpus with it\(^5\). They found that this model is much less successful on the German corpus than it was for the Penn Treebank: the labelled recall and precision of NEGRA constituents was only 68.6%/66.9% rather than the figures near 90% so often published for English, even though the NEGRA sentences are 25% shorter on average.

There could be many reasons for these disappointing results; both the properties of the language itself and of the particular annotation model espoused by the NEGRA specification could be at fault. For instance, PCFG parsers are systematically more suited to configurational languages than to languages such as German in which considerably more freedom is possible in word order (Levy and Manning, 2004); a WSJ parser can assume that any preverbal noun phrase is a subject without making many errors, while in German this assumption is quite inappropriate.

On the other hand, the details of the phrase structure as specified in the NEGRA annotation specification could be subtly different, so that the same similarity model does not work equally well on them. A model that was developed by repeatedly

\(^5\)Only the 968 sentences shorter than 41 words were analysed.
testing it on the WSJ corpus, even on a held-out test set, might have developed so as to take maximum advantage of the information in that type of tree structure. This effect is perhaps not very surprising, but it should be kept in mind, since one of the major points usually advanced in favor of statistical parsers is that they can be easily retrained for new languages, given enough data; these results show how far real-life results can fall behind this ideal, even when porting between languages such as German and English, which are quite closely related as languages go.

There is probably some truth to both explanations. However, a broad-coverage parsing system cannot change the language itself to suit its own limitations, and therefore only the second one can be leveraged to improve the results. Dubey and Keller (2003) in fact concluded that the particular conditional model developed for the Penn Treebank is systematically suboptimal for analysing NEGRA phrase structure; the rules in the NEGRA corpus are said to be substantially ‘flatter’, so that they are less suited to be captured by the lexical head-to-head bigrams that Collins defined. They replaced these bigrams with sister-to-head bigrams instead, and raised the result to 73.9%/74.2%. In later work (Dubey, 2005) a labelled f-measure of 76.2% was achieved through sophisticated smoothing methods.

Schiehlen (2004) parsed the same set of sentences and solved the problem in a different way: rather than adapting the similarity model of his parser, he systematically transformed the tree bank in ways that allow the model to learn salient differences better. The parser was then trained on the enhanced versions of the training set and applied to the test set; its output was subjected to the inverse transformation, and finally compared to the original trees in the test set. Generally, these transformations introduced finer subdivisions of the set of phrase node labels. For instance, German can express possession both with the genitive case or with the preposition ‘von’; when those prepositional phrases that actually express possession rather than locality were given a special category label, accuracy improved. Altogether, the parser improved from an f-score of 78.1% to 81.7% when measuring the task of building dependency structure labelled by the grammatical functions of NEGRA.

Most other published results cannot be directly compared to our experiments because they either do not address the full parsing task, or do not report the accuracy of their results. For instance, Langer (2001) states only that the ‘Gepard’ system can analyse 33.5% of all sentences from authentic newspaper articles, but not how faithful the analysis is. Braun (2003) reports a precision/recall of 86.7% and 87.3% respectively on a test set of 400 sentences, but only for the simpler task of determining the boundaries of topological fields.

### 3.6.2 Experiment

We shall now review the performance of our WCDG of German as it is. Although the NEGRA corpus is no longer the largest corpus of German available (Brants et al., 2002), for purposes of comparison we follow the examples cited in Section 3.6.1 and
take the dependency versions (see Section 3.1) of sentences 18602 through 19601 of the NEGRA corpus as our test set. Each sentence in the test set is analysed by transformation-based search as described in Section 2.5.3. To minimize the amount of search errors in the results, we set an extremely long timeout value of 1,000 seconds for each parsing run; this is enough for over 90% of all runs to terminate on their own, usually long before the time limit.

In the interests of comparability, for the time being we also retain the assumption of Fissaha et al. (2003) and Dubey and Keller (2003) that the syntactic category of each token is known in advance. This is of course unrealistic, particularly for a grammar intended to provide very broad coverage; methods to replace this unwarranted assumption with a stochastic predictor will be developed in Section 4.1.4.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Length</th>
<th>Instances</th>
<th>structural</th>
<th>labelled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 – 10</td>
<td>340</td>
<td>95.0%</td>
<td>93.4%</td>
</tr>
<tr>
<td></td>
<td>11 – 20</td>
<td>323</td>
<td>91.7%</td>
<td>90.0%</td>
</tr>
<tr>
<td></td>
<td>21 – 30</td>
<td>229</td>
<td>90.7%</td>
<td>89.3%</td>
</tr>
<tr>
<td></td>
<td>31 – 40</td>
<td>76</td>
<td>87.3%</td>
<td>85.8%</td>
</tr>
<tr>
<td></td>
<td>≤40</td>
<td>968</td>
<td>90.9%</td>
<td>89.4%</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>32</td>
<td>84.7%</td>
<td>83.4%</td>
</tr>
<tr>
<td>overall</td>
<td>1,000</td>
<td>90.4%</td>
<td>88.8%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Results of applying the handwritten grammar to NEGRA test set.

The results of this initial experiment are given in Table 3.2. Out of the 16,690 tokens in the test set, 15,068 are assigned the correct regent; 14,829 of these also receive the correct edge label. This corresponds to a structural accuracy of 90.4% and a labelled accuracy of 88.8%.

3.6.3 Comparison

An exact comparison with previous work is difficult for several reasons. First of all, the parsers described in Fissaha et al. (2003); Dubey and Keller (2003) operate on phrase structures, while we run and evaluate on dependency edges. As discussed in Section 2.6, a comparison of accuracy figures between dependency and constituent recall or precision is not necessarily meaningful even for the same corpus, and even though dependency and constituent structure are in principle similar in their expressiveness. The task solved by either parser might be harder or easier, depending on details of the annotation guidelines.

It should be noted that we perform dependency evaluation because this is the natural thing to do for a parser that operates in dependency space, and not in order to avoid the mismatch of the PARSEVAL metrics to parsers with partial (Kübler and Telljohann, 2002) or particularly rich structures (Bangalore et al., 1996). Since the
NEGRA corpus was intentionally written to contain rather flat phrases (Skut et al., 1997), it does not encode many of the subtle structural distinctions that e.g. a full X-bar representation could make. This could indicate that retrieving its structures is not as different from directly constructing word-to-word subordinations as it could be; however, this could only be confirmed by control experiments in which the same text is analysed with a PCFG parser under different annotation schemes. Finally, it should be noted that we parse all 1,000 sentences, and not just the ones shorter than 41 words, so the most closely comparable figures from our experiments would be the labelled accuracy of 89.4% and not the overall 88.8%.

In contrast, the work by Schiehlen (2004) analyses all 1,000 sentences; it also follows Lin (1995) in using word-to-word dependencies for evaluation, although the parser operates in phrase structure space. However, a unique analysis is not guaranteed for all input, so that precision and recall are reported rather than only the accuracy; therefore we can only compare our accuracy of 88.8% to the reported dependency f-score of 81.7%. On the other hand, his experiment did not assume that syntactic categories are known in advance. We will show in Section 4.1 that this distinction explains only a small part of the difference.

A second problem is that the experiment we conducted does not accurately measure the accuracy of the WCDG model itself; as discussed in Section 2.7.3, search errors resulting from the incomplete solution methods employed will distort the measurements. In contrast, most statistical language models do allow a complete search to be performed, and indeed are chosen with this property in mind.

Since there are many more wrong than correct assignments, it is to be expected that search errors will decrease rather than increase the measured accuracy. Therefore the model itself can be expected to be somewhat more accurate than our measurements indicate. However, they correctly describe the performance of the complete WCDG system, including grammar and search methods, and are therefore adequate for comparing its practical use to other parsers. We will reconsider the distinction in Section 3.6.4 when discussing possible improvements to the entire system.

Perhaps the most important barrier to a direct comparison is the fact that WCDG differs from all these systems in its different methodology: in the terms of Bangalore et al. (1995), it is a hand-crafted wide-coverage grammar, while the other approaches were statistically induced corpus grammars. It is not entirely clear whether such different systems can be meaningfully compared by a direct juxtaposition of accuracy figures. On the one hand, a grammar learnt from a particular corpus is by definition corpus-dependent; it can be expected to achieve its best results on the same corpus, provided that the corpus is homogeneous enough that regularities from the training set recur in the test set. Because a wide-coverage grammar is expected to deal with different domains and text types, its task is more difficult, and it should be expected to be at a disadvantage when compared against a corpus-dependent parser.

On the other hand, a hand-written parser might enjoy a different subtle advantage. A statistically induced parser is expected to observe a strict discipline in distinguishing
between training, development, and testing material (Callison-Burch and Osborne, 2003). The system should be written so that it can learn properties observed in the training set, and variants of the similarity model should be selected by optimizing performance on the development set, while the published results should be measured on a test set that is disjunct from either. This ensures that the parser makes useful generalizations about its observations instead of simply memorizing what it sees. Of course, research does not stop after measuring: for instance, the decision of Dubey and Keller (2003) to switch the type of the bigrams used for conditioning might be regarded as infringing upon this separation, since it was inspired by results on the test set, and not the development set, but if so, it was clearly a minor and necessary breach.

A hand-written parser cannot observe the same strict discipline, since corpus acquisition, annotation specification, and rule development all take place in the same brain. In particular, the NEGRA corpus was already known to the author when the rules of the WCDG of German were developed. In an expressive formalism such as WCDG it would have been very easy to tune the grammar rules so that they perform especially well on the intended test set. In theory, rules could even be written that detect specific features of individual sentences, and enforce the correct analysis for them; but even without such blatant cheating, unconscious bias could very well have similar effects. In other words, it must be verified that the advantages of greater expressivity that a handwritten system brings were not used to compromise its general applicability.

To prove that the WCDG of German is not simply a NEGRA test set grammar in disguise, it would in principle be sufficient to declare that the constraints themselves are available for public inspection, and that none of them are tailored particularly towards constructions from this corpus. We do in fact claim precisely that. Nevertheless, some further points should be made:

- Regular development work did not use the NEGRA corpus, but the other sections of the dependency corpus, mainly the ‘heiseticker’ sentences.

- The DEPSY tool used for converting NEGRA structures into dependency trees was developed on the first 3,000 sentences of NEGRA, and then applied to the test set. Although its output was manually reviewed to ensure they conform to the WCDG model as well as possible, fewer than 1% of all subordinations were changed during this post-editing, so that this stage cannot introduce major bias.

- No part of the specification of German was changed to facilitate NEGRA parsing. For instance, labels in the NEGRA corpus without a direct counterpart in our model, such as the RE label for ‘repeated elements’, were not added to the label set, but mapped to structures already covered by the grammar. The WCDG label ‘OBJP’ to distinguish object from adjunct prepositions was introduced before its addition to the TIGER annotation guidelines.
3.6. EVALUATION OF THE CURRENT STATE

The most decisive evidence that the system presented here is a broad-coverage parser is of course obtained by applying it, unchanged, to other corpora. In order to provide this evidence, four other sections of our dependency corpus were parsed under precisely the same conditions as in the previous experiment:

1. The 2003 revision of the German federal constitution (Grundgesetz)
2. The first 10,000 sentences of online newscasts (heiseticker)
3. The book of Genesis as translated into German in 1960 (Genesis)
4. 9,547 sentences from a contemporary fantasy novel (wyvern)

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Length</th>
<th>Instances</th>
<th>structural</th>
<th>labelled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grundgesetz:</td>
<td>1 – 10</td>
<td>409</td>
<td>97.2%</td>
<td>95.6%</td>
</tr>
<tr>
<td></td>
<td>11 – 20</td>
<td>327</td>
<td>96.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td></td>
<td>21 – 30</td>
<td>221</td>
<td>92.7%</td>
<td>92.0%</td>
</tr>
<tr>
<td></td>
<td>31 – 40</td>
<td>95</td>
<td>88.6%</td>
<td>87.6%</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>102</td>
<td>83.1%</td>
<td>81.6%</td>
</tr>
<tr>
<td>overall</td>
<td>18.4</td>
<td>1,154</td>
<td>90.7%</td>
<td>89.6%</td>
</tr>
<tr>
<td>heiseticker:</td>
<td>1 – 10</td>
<td>2,519</td>
<td>95.0%</td>
<td>94.0%</td>
</tr>
<tr>
<td></td>
<td>11 – 20</td>
<td>3,976</td>
<td>93.8%</td>
<td>93.0%</td>
</tr>
<tr>
<td></td>
<td>21 – 30</td>
<td>2,499</td>
<td>91.7%</td>
<td>90.6%</td>
</tr>
<tr>
<td></td>
<td>31 – 40</td>
<td>806</td>
<td>89.3%</td>
<td>87.7%</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>200</td>
<td>85.4%</td>
<td>83.6%</td>
</tr>
<tr>
<td>overall</td>
<td>17.3</td>
<td>10,000</td>
<td>92.0%</td>
<td>90.9%</td>
</tr>
<tr>
<td>Genesis:</td>
<td>1 – 10</td>
<td>1,106</td>
<td>97.1%</td>
<td>95.7%</td>
</tr>
<tr>
<td></td>
<td>11 – 20</td>
<td>873</td>
<td>94.2%</td>
<td>92.4%</td>
</tr>
<tr>
<td></td>
<td>21 – 30</td>
<td>456</td>
<td>92.4%</td>
<td>90.5%</td>
</tr>
<tr>
<td></td>
<td>31 – 40</td>
<td>169</td>
<td>91.1%</td>
<td>89.1%</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>105</td>
<td>88.4%</td>
<td>85.6%</td>
</tr>
<tr>
<td>overall</td>
<td>15.9</td>
<td>2,709</td>
<td>93.0%</td>
<td>91.2%</td>
</tr>
<tr>
<td>wyvern:</td>
<td>1 – 10</td>
<td>3,905</td>
<td>97.2%</td>
<td>95.2%</td>
</tr>
<tr>
<td></td>
<td>11 – 20</td>
<td>3,966</td>
<td>94.8%</td>
<td>92.9%</td>
</tr>
<tr>
<td></td>
<td>21 – 30</td>
<td>1,299</td>
<td>92.7%</td>
<td>91.0%</td>
</tr>
<tr>
<td></td>
<td>31 – 40</td>
<td>295</td>
<td>89.7%</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>82</td>
<td>86.7%</td>
<td>84.1%</td>
</tr>
<tr>
<td>overall</td>
<td>13.8</td>
<td>9,547</td>
<td>94.2%</td>
<td>92.3%</td>
</tr>
</tbody>
</table>

Table 3.3: Parsing results on other text types.

Table 3.3 shows the results of these control experiments. The foremost observation to be made is that other text types can be parsed with similar success; the attachment...
accuracy is above 90% in all cases. There is also a clear trend that longer sentences are more difficult to parse, both within each corpus and when comparing between them. However, parsing difficulty could also be related to different predominant constructions in different types as well as to sheer length; it seems plausible that law texts intended to be understood only after painstaking analysis would employ more complex constructions than dialogue-oriented trivial literature (Sampson et al., 1988), and in fact some figures exhibit this trend even when comparing results for sentences of comparable length. Comparing these results with the those in Table 3.2, we see that the NEGRA test set in fact obtains the lowest figures, although at 16.7 words its sentences are not the longest on average. This shows that if our grammar contains any bias towards a particular text type, it is certainly not towards the newspaper articles from NEGRA.

Despite these various uncertainties, we feel justified in saying that our approach retrieves the syntax structures of German better than any previously described automatic system.

### 3.6.4 Error analysis

We have seen that despite competitive accuracy, the syntax analyses that WCDG computes still contain errors; and because of the infeasibility of combinatorial optimization in general, we cannot easily determine whether the search algorithm or the language model was responsible for any particular misanalysis. Nevertheless, we would like to know at least roughly how many mistakes are due to search and to model errors, so that we can direct our efforts for improvement either at the constraints or at the algorithms.

It is easy to find clear instances of *modelling errors* in the experimental results. Consider the analysis of the sentence

"Außerdem erhält der Bauträger ein Darlehen von 579000 Mark."

(The contractor is also loaned DM 579,000.)

(NEGRA, sentence 18602, simplified for exposition)

in Figure 3.3. The word ‘von’ is misattached so that the interpretation becomes ‘the contractor receives a loan from the DM 579,000’, which is obviously not the intended meaning. For this short sentence, the optimization problem can be solved exactly, and it turns out that this analysis does in fact carry the highest possible score. The intuitively preferred attachment of ‘von’ to ‘erhält’ scores slightly lower because of a general preference for attaching prepositions to verbs rather than nouns. Although helpful in general, the rule fails for this particular example.

Modeling errors occur either because the grammar writer has made a mistake in judging the relative merits of two alternatives, or because the necessary distinction cannot be made with the means at hand. In the first case, the mistake can often be corrected, while in the second case, only a general appraisal is possible of what
kind of distinctions the grammar can or cannot make. For instance, a grammar that employs sortal restrictions could be able to resolve the ambiguity between subjects and objects when one of the readings is semantically unlikely, while a pure surface syntax description could not. A domain-specific grammar could even include rules to distinguish between interpretations when both are equally plausible, but one is known to actually hold in the restricted domain. In this way, even a model known to be imperfect can still merit a limited amount of trust in its predictions, as long as one is aware of the limitations.

On the other hand, search errors are more difficult to combat. There is no obvious way in which a search error could be reliably corrected without performing extensive analysis of the typical behaviour of an algorithm on a set of problems. Also, search errors do not occur in particular areas of representation only; when an incomplete solution method computes a suboptimal analysis, it effectively ignores some of the rules that the grammar writer set, and any particular rule might be ignored (although it is likely that rules with higher penalty values will be ignored more often).

For an instance of a search error that leads to a wrong analysis, see the analysis of the sentence

“Fehlbeträge seien allerdings noch in Australien, Südafrika, Japan und bei der Medizintechnik in Großbritannien zu verzeichnen.”

(However, deficits were still registered in Australia, South Africa, Japan and in the medical technology department in Great Britain.)

(NEGRA, sentence s19099)

in Figure 3.4. The resulting interpretation is the very strange “But in Australia, deficits are South Africa, Japan, and to register in the medical department in Great Britain.” The syntax structure returned by the parser assumes that the name ‘Japan’ and the verb ‘verzeichnen’ are co-ordinated, which is a violation of type constraints and does in fact incur a strong penalty according to the grammar. Such an obviously questionable result is only returned if no better analysis could be found at all. Comparison with the preferred reading in Figure 3.5 shows that it contains no fewer than seven structural errors, and none of the intermediate solutions carry a higher score.
Breaking out of this local maximum would therefore require taking a great number of correct heuristic steps, and in this case the transformation algorithm happened to miss at least one of the necessary repairs.\footnote{This example is both typical and atypical of the behaviour of the investigated grammar of German. The failure to connect the full verb ‘verzeichnen’ with its linearly distant regent ‘seien’ is indeed one of the more common errors made by the parser. On the other hand, such search errors usually occur in the analysis of longer utterances than this; this atypically short example was selected mainly because its tree still fits on one page.}

An important question would now be: how many of the 1622 errors were search errors, and how many were model errors? If the great majority of the errors were model errors, improving the grammar rules would have to be the priority; but if the majority were search errors, better search algorithms would appear more promising. The problem, of course, is that this ratio cannot easily be computed, precisely because the computation is infeasible in general, and can only be performed for short sentences in isolation.
The problem is compounded because search and model errors can occur independently of each other:

- If the search returns an analysis that has a lower score than the annotation, this proves that a search error has occurred. But we cannot know whether a complete search algorithm would have returned the desired analysis, or whether a modelling error might not have been uncovered in this problem instance as well.

- If the result has a higher score than the annotation, this proves that the model contains at least one error, because it does not predict the highest score of all for the desired analysis. But again, there might be a third analysis with an even higher score that the search did not find.

- Likewise, if the search returns the desired analysis, it might still have overlooked another analysis that carries a higher score; in other words, a search error could have canceled out a modelling error.

Nevertheless, by comparing the scores of the parsing results to the scores of the respective annotation, we can at least give lower bounds for the number of sentences which are affected by model errors, and the number of runs in which search errors occurred. It turns out that of the 1,000 parsing runs, 125 resulted in an analysis that carried a lower score than the hand annotation, but 467 found an analysis that scored higher than the annotation. This somewhat corroborates the hypothesis that with the almost unlimited parsing time, search errors do not constitute the predominant error source of errors, and that the model itself has an accuracy closer to the observed 90% than to 100%.

We can also undertake an active search for model errors with the following experiment:

1. Create an instance of the parsing problem for each sentence.

2. Use the hand annotation to find the problem state that corresponds to the intended analysis.

3. Start the transformation algorithm.

If the language model were absolutely perfect, this experiment would result in a dependency accuracy of 100%, since transformation cannot find a wrong analysis that scores better than the hand annotation, and since we start out with the annotated analysis there is no possibility of missing it. In fact, whenever the algorithm achieves an improvement over its starting point this proves that there is an error in the language model with respect to this particular sentence.
If the dependency accuracy is close to 100%, it would speak for a rather reliable language model in that the numeric optimum is usually not very different from the annotation. On the other hand, if the value is lower, perhaps even lower than the accuracy measured previously, this would show that there are a great many misanalyses resulting from model rather than search errors.

It turns out that in many cases, transformation does find an analysis that is numerically better than the hand annotation: the idealized experiment results in a dependency accuracy of 93.8%/92.6%. Remember that this does not necessarily mean that the modelled optimum is off by 6.2% on average; there might always be yet another analysis, even better than the one computed here, that we did not find. This hypothetical analysis might be more or less accurate than the result that was returned; we know only that it is not identical to the annotated analysis, since it has a different score.

All we can strictly prove with this experiment is that for many sentences (430 out of 1,000), the language model is not entirely correct and could be improved. On the other hand, the clear rise in dependency accuracy indicates that the incomplete search was also a source of errors in the previous experiment. This corroborates what earlier investigation of individual parsing errors already suggests: both model errors and search errors contribute measurably to the errors that the WCDG of German makes, and could benefit from systematic improvement. Therefore both new rules and new heuristics for guiding the search among a particular rule set could be useful.
Chapter 4

Enhancing WCDG With Statistical Information

This chapter discusses statistical enhancements to WCDG for three separate purposes:

1. For comparison to related work, we conducted all experiments in Section 3 under the simplifying assumption that the syntactic category of each word is known in advance. This is not only at odds with a proper parser evaluation, since it presupposes some of the information that a parser is supposed to compute, but is also untenable in general: it is only practicable when annotations of each input sentence are in fact available; but a general parsing system must be able to cope with unannotated input. The impact that the assumption has on the accuracy figures in Section 3 is measured. Statistical methods are discussed that allow WCDG to operate on raw text instead.

2. The language model defined by our constraints was found to have systematic weaknesses that cannot easily be mended by writing more constraints. Statistical methods are proposed that help improving the model in key places, thus reducing the number of errors in the numerical model.

3. WCDG learns nothing from previous parsing runs; every sentence is interpreted anew, as if the language were reconstructed from first principles every time it was used. Statistical methods might help to steer the search, thus avoiding some of the search errors previously observed.
4.1 Category information for parsing

4.1.1 Realistic WCDG parsing

The assumption from Section 3 that the syntax category of each word is known in advance is not tenable in practice; it was only introduced in order to make the comparison to previous work on broad-coverage parsers, which is already rather different, slightly more adequate. For realistic evaluation, this assumption must be discarded. Our first task, then, is to repeat the evaluation while allowing all category variants that our lexicon of German covers, and leave it to the parser to determine the most appropriate category for each word.

A note is in order about just how broad this coverage is. Since we want to guarantee robust processing for the parsing of completely unrestricted input, our lexicon has to deal with the fact that its open-class word lists are almost certainly incomplete. In order to ensure complete lexical coverage nonetheless, it contains various template entries for open word classes. For instance, these templates allow the parser to interpret unknown words as nouns (if they are capitalized), or as verbs (if they bear one of the characteristic suffixes). But there are also word classes such as NE (proper name) or FM (foreign-language material), which in theory can be instantiated by every string. For instance, the German pronoun ‘ich’ belongs to the closed class PPER (personal pronoun), and almost invariably the word ‘ich’ is in fact an instance of this pronoun. However, a parser can never be absolutely certain of this. The string might also denote the Integrated Controller Hub on some integrated circuits — and in fact, it sometimes does\(^1\). In such instances, the word must properly be tagged as NE instead.

Allowing cases like these increases the size of each parsing problem immensely, because it introduces many alternatives that are almost always wrong. If every token can theoretically belong to the class NE, then every sentence might in theory be a single long compound name. This would usually result in an almost completely wrong analysis, since the linear structure of noun phrases is very different from the typical tree shape of normal sentences. In the previous experiments, this problem did not occur because the homonyms with implausible categories were excluded from the start.

To counter the increase in categorial ambiguity, we preventively reduce the coverage of the lexicon so that only completely unknown words can belong to any open word class, while known words are supposed to be completely known, i.e. not to have any open-class homonyms.\(^2\) For instance, if any of the sentence in the test set did contain an instance of ‘ich’ as a proper noun, this would not be covered. This should avoid the pathological possibilities discussed above while still combining a reasonable

\(^1\)See http://www.intel.com/design/chipsets/dataabts/290655.htm.
\(^2\)This is accomplished by setting the templates variable to a lower level in the cdg program.
coverage of most input, and providing a reasonably fair test for the system on unseen input.

<table>
<thead>
<tr>
<th>Length</th>
<th>Instances</th>
<th>structural</th>
<th>labelled</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 10</td>
<td>340</td>
<td>84.6%</td>
<td>79.6%</td>
</tr>
<tr>
<td>11 – 20</td>
<td>323</td>
<td>76.2%</td>
<td>72.0%</td>
</tr>
<tr>
<td>21 – 30</td>
<td>229</td>
<td>70.0%</td>
<td>65.9%</td>
</tr>
<tr>
<td>31 – 40</td>
<td>76</td>
<td>67.9%</td>
<td>64.0%</td>
</tr>
<tr>
<td>&gt;40</td>
<td>32</td>
<td>64.0%</td>
<td>59.2%</td>
</tr>
<tr>
<td>overall</td>
<td>1,000</td>
<td>72.6%</td>
<td>68.3%</td>
</tr>
</tbody>
</table>

Table 4.1: Results of parsing without known categories.

When parsing the same test set as before under these changed conditions, we obtain the results given in Table 4.1. The degradation in parsing accuracy is dramatic; far from being superior, WCDG now falls behind previous work. As an example of an error that is now made, consider:

“Lamari hatte in der Lockerbie-Frage einen unnachgiebigen Standpunkt vertreten.”

*(Lamari had taken an intransigent position on the Lockerbie question.)*

(NEGRA, sentence 18780)

Figure 4.1 shows the annotated analysis, and below that the analysis computed by the parser in this run. The only difference hinges on the syntactic category of the word ‘der’; it should be an article (**ART**), but the parser interpreted it as a substituting pronoun (**PDS**). As a result the structure of the prepositional phrase ‘in der Lockerbie-Frage’ has become inverted, with ‘der’ dominating ‘Frage’ instead of vice versa, and both words have received the wrong regent. This results in a structural (and labelled) accuracy of 8 out of 10 (rather than 10 out of 10, as before).

This error is characteristic of the overall results in several respects. First of all, it causes the accuracy figures to fall drastically; in fact, the drop of 20% corresponds quite accurately to the overall drop from 90.4% to the 72.6% observed now. This is despite the fact that logically, the analysis is essentially unchanged. Note that the decision to place determiners below their associated nouns was taken consciously in order to avoid spurious ambiguity (see Section 3.2.4), but is essentially arbitrary; according to other theories of syntax which espouse ‘determiner phrases’ rather than ‘noun phrases’, the lower version should in fact be assumed, and would correspond exactly to the desired interpretation.

Of course, this is not the only type of error that occurs when we compare the results to the previous experiment. Many similar systematic misinterpretations of category can be discerned. Also, we must expect that the much greater average size of the optimization problem has once again increased the noise introduced by search errors. However, the mistaking of a definite article for a demonstrative pronoun is in fact
Lamari hatte in der Lockerbie-Frage einen unnachgiebigen Standpunkt vertreten.

Figure 4.1: A misanalysis due to category ambiguity.
the most common category confusion by far, and is almost universally accompanied by at least two subordination errors. (In contrast, of all the demonstrative pronouns in the test set, only one is mistaken for something else by the parser.)

Finally, this error is characteristic in yet another way: it should be easy to correct. Although it is indeed possible for a demonstrative pronoun to precede a noun directly, this is extremely rare compared to the normal case, an article preceding a noun. In our dependency corpus, the difference is in fact about four orders of magnitude; even a very simple empirical model should be able to capture such a strong preference against the pronoun reading. Fortunately, such models have in fact been developed and investigated quite thoroughly. In fact, automatic category classification (part of speech tagging, POS tagging) is one of the tasks in natural language processing to which computers have been applied with the most success.

4.1.2 Definition of the part-of-speech tagging task

Formally, the task of a tagger consists in mapping the words of a given text to a string of tokens that classify each word as belonging to one or more syntactical categories. Typically, the possible tokens form a comparatively small, closed set that implies only a broad classification (Santorini, 1990; Schiller et al., 1999), but sometimes detailed morphosyntactic information is included in the tags, which leads to many hundred or even thousand possible types (Chanod and Tapanainen, 1995; Hajič, 1998). The mapping need not be bijective; if no sufficient evidence can be found to decide unambiguously for any single class, a tagger may produce more than one possibility (multi-tagging) (Voutilainen, 1995). Its performance must then be given as a pair of precision and recall values, rather than simply its error rate.

A typical tagging problem for English would be

Net was aided by a lower income tax rate.

According to the guidelines set down by Santorini (1990), the correct system response is

JJ VBD VBN IN DT JJR NN NN NN .

The mapping in this case indicates that “lower”, “tax” and “rate” are respectively an adjective, a noun, and another noun, although all three could be verbs in a different context. Obviously this kind of information is valuable for further analysis, since it can be used to exclude many theoretically possible structures and so reduce the ambiguity considerably.

As with many areas of language analysis, the problems encountered in part-of-speech tagging range from the trivial to the intractable. Compared to other levels of analysis,
a high percentage of decisions can be made with near-certainty even with very basic means such as a simple table lookup, but there are also ambiguities that require much more effort for resolution. In some cases a full syntactic analysis may be required; in others even this may not be sufficient, since the input is genuinely ambiguous.

4.1.3 Previous work on part-of-speech tagging

The history of part-of-speech tagging clearly shows a trend towards data-driven models that continues to this day. A comprehensive dictionary of a natural language often provides enough information to make the majority of all classification decisions in a text, since there is only one possible decision. For instance, every occurrence of ‘the’ in an English text can be classified by simply looking it up. The ratio of trivial decisions is not quite so favorable when counting types rather than tokens because the unambiguous words tend to belong to the smaller closed classes of a language. Nevertheless, even in terms of types over 50% of all decisions are typically trivial (DeRose, 1988).

The first published methods of automatic category assignment combined dictionaries of known words with suffix analysis to deal with unknown words (Klein and Simmons, 1963; Greene and Rubin, 1971). However, they already contained some empirical elements as well. When sequences of more than one ambiguous word were encountered, the possible $n$-tuples were first enumerated completely. Then a corpus of tagged text was searched for those tuples in order to decide which of the candidates should be assumed. The unspoken assumption is, of course, that a category sequence which has occurred once is more likely to recur than one which has not.

Leech et al. (1983) were the first to use both relative tag frequencies, which could distinguish between possible but unlikely and actually likely tags for a particular word, and collocational probabilities, which judge the probability that two particular categories would appear next to each other. Both refinements are useful for resolving ambiguities that remain after dictionary lookup. For instance, the English word ‘meter’ can be a noun or a verb, but the noun reading is much more frequent; therefore choosing this reading is preferable if no other evidence is available. But if the preceding word has a unique category, it can offer even stronger evidence either way: for instance, a preceding ‘I’ strongly suggests the verb reading, while a preceding ‘the’ suggests the noun reading. While the older context frame rules could only take a decision when all but one sequence were impossible, probabilities made it possible to decide between multiple sequences that are all possible but not equally so.

While Leech et al. (1983) used relative tag frequencies only to manually enforce a dispreference for certain tag/word pairs, the collocational probabilities were automatically computed from a preexisting tagged corpus. The algorithm was able to resolve ambiguous sequences of arbitrary length; however it took exponential time and space
to do so because of its over-complicated probability model, and also employed various other special components and rules that were created entirely manually.

The algorithm VOLSUNGA (DeRose, 1988) finally implemented an almost completely empirical approach, and was written explicitly with this goal. It used dynamic programming in combination with a simpler model of sequence probabilities to reduce time and space requirements to a linear function of input length. At the same time it achieved the same accuracy as earlier results.

Since this publication, both the means of n-gram probabilities and the preference for automatically derived parameters have almost universally been employed. Most of the known methods of machine learning have been applied to the problem, such as (in alphabetical order) Hidden Markov Models (Cutting et al., 1992), loglinear models (Toutanova et al., 2003), Maximum Entropy calculation (Ratnaparkhi, 1996), n-gram counts (Church, 1988; Lezius et al., 1998), neural networks (Schmid, 1994a; Ma et al., 1999), statistical decision trees (Schmid, 1994b), or support vector machines (Giménez and Márquez, 2003). Altogether the means used for the task of part-of-speech tagging English have proven much more varied than the results: various different probabilistic algorithms have been published that achieve an accuracy of about 97% for arbitrary English text, but none that consistently improves on that number.

However, despite the palpable success of statistical part-of-speech tagging there are still projects that perform category classification in a rule-based paradigm. Voutilainen (1995) describes a system that uses only hand-written declarative rules to analyse English texts. Categorial ambiguity is reduced in several steps: lexicon lookup, morphological analysis, and cyclical application of rules defining contexts that exclude a particular category. Altogether, this system assigns the correct category to 99.7% of all tokens; however, 3–7% of all tokens receive more than one category, i.e., the precision is considerably lower. Further stages of analysis, in particular a deeper syntactic analysis, can lower the categorial ambiguity to almost 1, while accuracy remains significantly above 99%.

This method of part-of-speech tagging has the usual disadvantages of hand-written, rule-based systems: EngCG required years of effort by trained language experts to write, and it cannot easily be transferred to other languages. It is also not generally available, since only the overall approach was published and not the actual rules. Nevertheless this and other results (Chanod and Tapanainen, 1994) indicate that for the most reliable analysis possible, human expert knowledge is still irreplaceable, even in a domain as restricted as this one.

This is particularly true if categorial disambiguation is not undertaken as an aim in itself, but in connection with other processing. The most common use of category symbols is certainly as an aid to full syntactic analysis. Many methods of parsing rely on them to work, e.g. to decide whether or not a particular production rule

\[ \text{\footnotesize The authors now offer their language processing systems commercially.} \]
can apply to a certain pair of words (de Marcken, 1990; Weischedel et al., 1993). Other systems are made practicable only by prior part-of-speech tagging, or even dispense with the words themselves and only use category symbols (Charniak et al., 1996). This is often the case when a broad-coverage parser is to be applied to long input sequences: Langer (2001) reports several dozen possible analyses for a German sentence composed of only twelve words, and millions of analyses are not uncommon for realistic sentences. In these cases, part-of-speech tagging can be employed as a filtering step that marks at least some of the wrong analyses as unlikely. These analyses can then be either be suppressed or dispreferred if the need arises.

The combined advantages of efficiency, high accuracy, and immediate benefit through disambiguation were such that part-of-speech preprocessing very quickly became a standard component of automatic parsing: while Charniak et al. (1996) stated that “it is still uncommon actually to read of a tagger used with a parser”, only a few years later parsers without a part-of-speech tagger were uncommon enough that the fact had to be mentioned explicitly (Braun, 2003).

Of course, it is only helpful to employ a dedicated part-of-speech tagger in a general language analysis system if this actually improves the overall performance, e.g. with respect to efficiency or accuracy. If a parsing system were able to parse untagged input reliably, no tagging component would be needed, since category assignment is a proper subtask of the one solved by a parser: most definitions of syntax trees encompass category and morphosyntactic features. But generally applicable parsers are usually not able to guarantee perfect retrieval of all word categories, any more than they can retrieve syntax structures perfectly, therefore external helper programs that exceed the parser’s ability in some restricted area can often be actually found. In particular, parsers can usually profit from the help that part-of-speech tagging provides.

Several reasons can be given for this. Concentrating on a subtask of language analysis often allows more effort to be expended on it; for instance, most statistical part-of-speech taggers will acquire preferences not only for sequences of categories but of category/token pairs, while full parsers are not always easily lexicalized. Also, some parsers fail to produce any output for input that does not conform to their model of language, while the typical part-of-speech tagger will simply assign the most probable category sequence, no matter how improbable it may be in absolute terms.

Although not all of these arguments apply to our case (WCDG itself is quite robust in the sense that no input is rejected outright), the same tendency can be observed. If we measure the accuracy of the last parsing experiment only in terms of category assignment, it turns out that only 89% of all words are classified correctly as a by-effect of parsing. This is far below what dedicated algorithms can achieve, so that importing more reliable category predictions could yield a benefit to the overall system.
4.1.4 Part-of-speech tagging for WCDG

The preceding examples suggest quite forcefully our WCDG of German would benefit from a component for category classification that is external to the optimization problem itself. Although the typical category ambiguities in German text are different from those in English (see Section 4.1.6), the accuracy achievable by part-of-speech taggers seems quite similar for both languages; Brants (2000b) reports an accuracy of 96.7% for the NEGRA treebank.

The TnT program that Brants described is not only accurate and very fast, but it is also freely available for research purposes. It also uses precisely the same set of syntactic tags as our grammar and ships with a precompiled model of German categories; if we switched tag sets it would also allow retraining. If the program is run with its own model of German on the example sentence of the previous section, its output is the following:

```
<table>
<thead>
<tr>
<th>Token</th>
<th>Tag</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lamari</td>
<td>NE</td>
<td>1</td>
</tr>
<tr>
<td>hatte</td>
<td>VAFIN</td>
<td>1</td>
</tr>
<tr>
<td>in</td>
<td>APPR</td>
<td>1</td>
</tr>
<tr>
<td>der</td>
<td>ART</td>
<td>1</td>
</tr>
<tr>
<td>Lockerbie-Frage</td>
<td>NN</td>
<td>1</td>
</tr>
<tr>
<td>einen</td>
<td>ART</td>
<td>1</td>
</tr>
<tr>
<td>unnachgiebig</td>
<td>ADJA</td>
<td>1</td>
</tr>
<tr>
<td>Standpunkt</td>
<td>NN</td>
<td>1</td>
</tr>
<tr>
<td>vertreten</td>
<td>VVPP</td>
<td>0.761</td>
</tr>
<tr>
<td></td>
<td>VVINF</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td>VVF N</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>ADJD</td>
<td>7.938e-03</td>
</tr>
<tr>
<td></td>
<td>$.</td>
<td>1</td>
</tr>
</tbody>
</table>
```

All ten words are in fact correctly classified; in particular, the word ‘der’, which might conceivably be an article or a demonstrative or relative pronoun, is resolved to be unambiguously an article. Only the word ‘vertreten’, which might be a past participle, an infinitive, a finite verb, or a deverbal adjective, is in fact classified as all four, although with different degrees of certainty. TnT is configured so that it emits all possible tags which are found in a beam search with a constant beam width; in this case all four probabilities were comparatively close to each other, although the correct reading VVPP is still the most probable.

Obviously this kind of information could have been used to avoid the parsing error for this sentence, if the constraint grammar had access to it. With a view to further applications of the same principle, a rather general system of predictor components was added to the implementation that allows arbitrary programs to be called when a sentence is analyzed. It comprises the following:

- A new command ‘predict’ is added to the CDG command language that registers an external predictor program (or turns it off again, if desired). Whenever
a sentence is to be analysed, this program is called on the string of words that constitute the sentence; the output of the program must consist of tab-separated key/value pairs for each word in the sentence. Each word in the parsing problem is then decorated with the relevant key/value pairs.

For instance, TnT with its recommended parameters could be registered as a predictor with the command line

```
cdgp> predict tagging 'tnt -v0 -z200 models/negra.tnt -'
```

- A new operator ‘predict’ is added to the constraint language, which returns these predictions. Since there can be more than one predictor in operation at a time, it is a ternary operator; for instance, within a constraint formula the term

```
predict(X@id, P, K)
```

would return the value that the program registered under the name ‘P’ returned for the word in question under the key ‘K’. This operator can then be used in constraints that allow or forbid constructions based on the output of external programs. When no value has been predicted for a particular key, 0 is returned.

It remains to be decided how to combine the predictions made by the n-gram tagger with the penalties on constraints in the WCDG. The obvious thing to postulate about tagger scores is to demand that they should be high; this suggests writing a constraint with a variable penalty that depends on the output of the tagger:

```
{X:SYN} : tagger : POS : [ predict(X@id, POS, X@cat) ] :
    predict(X@id, POS, X@cat) = 1.0;
```

This constraint reads the prediction made by the category tagger (registered under the name POS) for the category that the dependent of the current syntax edge in fact has (X@cat). If the value is 1, the constraint is satisfied and has no effect. If the value is lower than 1, the constraint fails, and the dependency edge receives a penalty that corresponds to the prediction. Note that when no prediction has been made for a particular key, the predict() function returns 0. This means that category variants which were not mentioned by TnT at all are in fact excluded totally, since the ‘tagger’ constraint equates to a hard constraint in such cases. Thus, the wrong analysis of ‘der’ as a pronoun cannot be selected.

A minor point to consider here is that TnT returns *probabilities* while WCDG uses *penalties*. The predictions that are made for a word must sum to 1, so when more than one prediction is made, they must all be lower than 1. But in WCDG, any
score below 1 indicates some sort of error; when TnT is uncertain about a category, all possibilities would be marked as wrong (although not to the same degree). This would be inappropriate, since the values express *uncertainty* rather than *incorrectness*. Although this does not change the nature of the optimization problem, it is still undesirable from the grammar writer’s point of view for several reasons:

- Since one of the category variants *must* be correct, there is no point in expressing a preference against it. While it is by no means certain that the category with the highest value according to TnT is indeed correct, this is at least possible. On the other hand, assuming that all categories are wrong cannot possibly be true.

- Constraint violations drive the transformation process; therefore a tagger constraint that cannot be satisfied at all would cause repair attempts that cannot succeed, and merely take up time for no gain.

- Generally, a problem that has no solution with a high score is somewhat more difficult to analyse than one that does (Foth, 1999b), because the probability that cautious pruning can reduce the size of the problem rises with the score of the optimal analysis.

Therefore, rather than using the output of TnT directly as predictions, we normalize it by dividing all values by the highest value. This leaves the relative preferences among alternative categories unchanged, but avoids any penalty in the most common case that the most probable category is indeed selected.

\[
\begin{array}{llll}
\text{Accuracy} & \\
\text{Length} & \text{Instances} & \text{structural} & \text{labelled} \\
1 - 10 & 340 & 94.3\% & 92.4\% \\
11 - 20 & 323 & 90.8\% & 88.8\% \\
21 - 30 & 229 & 88.6\% & 86.8\% \\
31 - 40 & 76 & 86.7\% & 85.0\% \\
>40 & 32 & 82.4\% & 80.6\% \\
\hline
\text{overall} & 1,000 & 89.0\% & 87.1\%
\end{array}
\]

Table 4.2: Parsing results with the tagger constraint.

Table 4.2 shows the results of the parsing with the additional tagger constraint. In comparison with Table 4.1 and Table 3.2, we see that the statistical tagging component improves parsing accuracy almost to the level of the initial experiment where category ambiguity was artificially excluded.
4.1.5 Previous work on part-of-speech tagging for WCDG

Wide-coverage WCDG parsing as discussed here clearly falls into the class of approaches that are made feasible only by reliable part-of-speech tagging. All previous work in WCDG dealt with much more restricted subsets of German. For instance, the system described in Menzel and Schröder (1998) did not cover relative or demonstrative pronouns at all, and therefore did not have to distinguish them from articles.

The integration of part-of-speech tagging into WCDG as a prediction component was first described by Foth and Hagenström (2002). The first experiment described there used a grammar fragment tailored to simplified utterances from Verbmobil dialogue. This corpus consisted predominantly of short exchanges such as the following:

(“How about July, then?” — “I still have time at the beginning of July.”)

This grammar achieved a structural dependency accuracy of 96.3% on its test set of 222 sentences. The addition of a tagging constraint did not improve this value, but it reduced the time spent by the transformation algorithm by up to 50% (for the largest problems) while achieving similar accuracy. Various variants of tagger integration were investigated; running TnT in its multi-tagging mode and normalizing its predictions as described previously achieved slightly better results than gradating its influence through a more complicated penalty formula.

The second experiment was conducted on a very early version of the grammar of German described here, which already covered a much wider variety of syntactic phenomena and was also able to cover unknown names, nouns and adjectives. In this case, reliable part-of-speech information proved to be even more valuable, approximately halving the error rate for structural attachment.

While the utility of part-of-speech classification judgements is apparent, it is not immediately obvious why employing an external utility is the best way to obtain them. Since WCDG in principle allows arbitrary conditions to be expressed, could not the same result be obtained by writing CDG constraints on the categories of adjacent words? Although some of the more obvious regularities could probably be captured, this is not an attractive option for several reasons:

1. WCDG constraints are capable of relating at most two dependency edges to each other, but category disambiguation frequently involves considering at least three adjacent words in an input string. Even algorithms that base their calculation on trigram possibilities take more context into account indirectly. This is not possible in WCDG without introducing completely new operators.

2. Perfectly usable part-of-speech taggers are already available, and it is not certain that re-implementing them as WCDG formulas would achieve a comparable accuracy. In fact, since all constraints are evaluated in a single dimension,
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this would make it impossible to measure the accuracy of part-of-speech tagging independently from syntax analysis.

3. Calling an external utility for obtaining category probabilities ensures that the necessary computations are performed only once, while constraint formulas can be evaluated many times during a disambiguation process.

4.1.6 POS tagging as an error source

The positive effect of external part-of-speech tagging on parsing has been confirmed various times. The work reviewed in Section 4.1.4 showed that this also applies to WCDG: the ambiguity reduction provided by a tagger is helpful enough that it outweighs the disadvantage incurred by individual tagging errors, even if these lead to a worse result for some parsing runs. Nevertheless, its effect is usually better the better it is at its own task, since errors in the first step can directly cause processing failures at later stages. It is not unusual for authors of broad-coverage grammars to state that they are the single largest source of misanalyses in their system (Bangalore et al., 1996; Bleam et al., 2001; Dubey, 2005).

Foth and Hagenström (2002) also noted the problem of tagger errors. It was shown for an example analysis that WCDG can accommodate erroneous tagging decisions if the correct category is not excluded altogether; although the annotated analysis was incorrectly penalized, it was still the best analysis numerically, although it became more difficult for the solution algorithm to find. However, no systematic investigation into all occurring errors was made.

It is easy to find individual instances of parsing errors that can be explained through tagger errors. Consider the following example:

“Als Miete werden angeblich nur etwas mehr als 60 Mark pro Quadratmeter und Monat berappt.”

(The rent is said to be just slightly above 60 DM per square meter and month.)

(NEGRA, sentence 19454)

The preferred analysis is shown in Figure 4.3. But in our experiment, the part-of-speech tagger classifies the first word ‘als’ as a subordinating conjunction (KOUS), while actually it should be tagged as a comparator (KOKOM). Figure 4.2 shows the resulting analysis. As a result of the tagging error, the first three words of the sentence are incorrectly assumed to form a subordinated clause (even though there is no main clause to subordinate it to). The object of the comparison, the word ‘Miete’, cannot attach to its true regent, and has been parsed as the subject. In turn, the true subject ‘Mark’ is ousted from this position, and has to attach as a right extraposition. Also, the full verb ‘berappt’ cannot form the correct auxiliary phrase with the verb ‘werden’, because this would violate the canonical word order for German subclauses; instead it subordinates as an adverbial modifier.
Figure 4.2: A misanalysis due to a tagging error.

Figure 4.3: The correct analysis of the previous sentence.
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Altogether, the error has caused six words to be attached to the wrong regent (note that the mis-tagged word ‘als’ itself is attached correctly, although not with the correct label). This confirms the plausible assumption that the beneficial effect of including statistical information can sometimes turn into a disadvantage: although tagging errors are perhaps not the most common source of errors in our system, they can cause disproportional damage in individual cases.

In the terms of Section 3.6, it is not clear whether such effects should be viewed as search errors or model errors. The intention of part-of-speech preprocessing was to guide the parser through an overly large search space, in order that it should take less effort to find the solution that would have been found anyway, i.e. to avoid search errors arising from the incomplete algorithms. But in order to achieve this effect, the tagger scores change the very evaluation function that we wanted to optimize, so that technically, errors committed because of wrong part-of-speech tags are modelling errors. It is perhaps best to classify them as a separate category of imperfection: errors due to a failure of heuristics, the dark side, as it were, of the trade-off that we make in including statistical information sources into our handwritten parser.

Since it is characteristic of heuristics that they occasionally fail, a residue of such errors must be expected. Nevertheless we should ask at least the following questions:

1. What proportion of parse errors is due to failed heuristics?
2. Can we reduce these errors without losing the benefit of statistical information?

4.1.7 Correction of part-of-speech tagging errors

The error discussed in Section 4.1.6 is characteristic of the failures of statistical components in that it is clearly due to the simplistic assumptions used in creating them. In the case of TnT, the assumption is that local context is always sufficient to disambiguate word classes. The sentence concerned contains strong indicators against the classification of ‘als’ as a subordinating conjunction: it contains no second verb, and the first verb is not marked with a comma. However, apparently the local context was not large enough to capture them. This kind of error cannot easily be avoided with n-gram models, since there is no limit on how far the second verb that justifies assuming a subclause might be removed from the conjunction; a global perspective on the entire sentence would be required to detect both indicators. But the number of parameters required for an n-gram similarity model rises so quickly with n that this sort of global model is infeasible to compute (and would require immense amounts of training material).

4"Heuristics are bug-ridden by definition. If they didn’t have bugs, then they’d be algorithms.” — anonymous
It has previously been suggested to take active measures in order to correct errors that \(n\)-gram taggers typically make. For instance, Briscoe and Carroll (1995) describe a combination of PCFG and unification grammar that is ultimately intended to achieve an accuracy comparable to that of part-of-speech taggers. Their grammar “incorporates some rules specifically designed to overcome limitations or idiosyncrasies of the tagging process”; in other words, it contains workarounds for known tagger bugs.

While these authors incorporate known weaknesses of part-of-speech tagging directly into their language model and so create a rather tight coupling of part-of-speech tagging and parsing, it seems more natural to directly improve part-of-speech tagging for the sake of a parser, rather than change one’s parser to suit an ideosyncratic part-of-speech tagger. Wauschkuhn (1995) describes the addition of statistical part-of-speech tagging to a partial parser of German and discusses its effect on coverage and ambiguity reduction. In addition to problem-specific aspects, he also proposes various more general steps that could improve the collaboration between part-of-speech tagging and partial parsing. His first recommendation is that “frequently repeated tag errors must be recognized”, since his tagger has an error rate of 4% and often causes even partial parsing to fail. An obvious solution would be to repeat failed parsing runs without the part-of-speech tagger. However, he also recommends that either the tagger should be improved with respect to these cases, or multitagging should be employed for known difficult decisions. The tagger could even be restricted to predicting only those parts of speech that actually can be decided on the basis of the considered context.

Schmid (1996) discusses various measures to improve tagging accuracy for German, which differs considerably from the corresponding in English (a productive morphology increases the number of model parameters considerably, and much less training material is available). After evaluating the improvements, he notes that 20% of all remaining errors are confusions between finite and infinite verbs. Special postprocessing is suggested for filtering out such errors.

Both these authors note that even though the overall problem is comparable, the distribution of errors encountered in German part-of-speech tagging is very different from that for English. For instance, German capitalization almost entirely eliminates ambiguity between nouns and verbs. On the other hand, certain types of distinction that are very important for German sentence macro-structure are difficult to get right for automatic taggers. For instance, infinitives most often occur when a finite auxiliary verb precedes, but the distance between the two is usually too great for an \(n\)-gram tagger to learn. At the same time, the resulting wrong predictions are serious impediments for any parser that relies on them, since the correct type of verb phrase cannot be built.

It seems worthwhile, therefore, to actually perform postprocessing such as the one advocated by Schmid. For instance, the knowledge that a finite verb form is more probable when a subordinating conjunction precedes it can be cast into a simple rule
that looks for such conjunctions and then changes the final ‘infinite’ tag to ‘finite’ in
the hope that this will be correct.

In order to have a larger base of examples than the 1,000 example sentences parsed
in the previous experiment, we take 10,000 sentences of the ‘heiseticker’ corpus that
have manually created annotations, and note the manually disambiguated part-of-
speech tags in them. The unmodified model of TnT for German is now applied to
these sentences and then compared to the manually annotated part-of-speech tags.
Since this corpus is markedly different from TnT’s training material, we would expect
a degradation against the previously reported 96.7% accuracy, and in fact it does
occur: only 94.7% of all words are assigned the correct tag.

<table>
<thead>
<tr>
<th>actual:predicted</th>
<th>instances</th>
<th>actual:predicted</th>
<th>instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM:NN</td>
<td>1359</td>
<td>FM:ADJD</td>
<td>98</td>
</tr>
<tr>
<td>FM:NE</td>
<td>1296</td>
<td>FM:CARD</td>
<td>94</td>
</tr>
<tr>
<td>NN:NE</td>
<td>971</td>
<td>VVPP:VVFIN</td>
<td>73</td>
</tr>
<tr>
<td>NE:NN</td>
<td>687</td>
<td>ADJA:VVFIN</td>
<td>70</td>
</tr>
<tr>
<td>KOKOM:APPR</td>
<td>454</td>
<td>ADJD:VVPP</td>
<td>63</td>
</tr>
<tr>
<td>VVINF:VVFIN</td>
<td>354</td>
<td>CARD:NE</td>
<td>60</td>
</tr>
<tr>
<td>VVFIN:VVINF</td>
<td>247</td>
<td>ART:PRELs</td>
<td>59</td>
</tr>
<tr>
<td>PIS:ADV</td>
<td>164</td>
<td>PIDAT:PIAT</td>
<td>56</td>
</tr>
<tr>
<td>PRELS:ART</td>
<td>163</td>
<td>NE:ADJD</td>
<td>54</td>
</tr>
<tr>
<td>ADJD:ADV</td>
<td>151</td>
<td>KOKOM:PWAV</td>
<td>53</td>
</tr>
<tr>
<td>VVFIN:VVPP</td>
<td>146</td>
<td>FM:PPER</td>
<td>50</td>
</tr>
<tr>
<td>KON:ADV</td>
<td>143</td>
<td>FM:XY</td>
<td>50</td>
</tr>
<tr>
<td>ADV:APPR</td>
<td>134</td>
<td>NE:ADJA</td>
<td>50</td>
</tr>
<tr>
<td>NN:ADJA</td>
<td>123</td>
<td>NN:ADJD</td>
<td>48</td>
</tr>
<tr>
<td>VAFIN:VAINF</td>
<td>117</td>
<td>ADV:PIAT</td>
<td>43</td>
</tr>
<tr>
<td>FM:ADJA</td>
<td>107</td>
<td>VVINFIN:VVPP</td>
<td>43</td>
</tr>
<tr>
<td>ADJA:NN</td>
<td>100</td>
<td>VFIN:VMINF</td>
<td>41</td>
</tr>
</tbody>
</table>

Table 4.3: The most common errors committed by TnT on 175853 words of German.

What is more interesting is the distribution of error types that we encounter (see
Table 4.3). First of all, it differs clearly from that observed in Section 4.1.1. There,
the most common error by far was to mistake a definite article for a demonstrative
pronoun, since all of their forms are identical in German. TnT only rarely makes this
mistake, since the immediate context quite strongly indicates the correct choice for
this distinction: articles very typically precede nouns or adjectives, while substituting
pronouns do not. However, definite articles are also systematically homonymous with
relative pronouns, whose typical context is much more similar, and consequently the
two classes are confused much more often. It is illuminating to study examples of
those rare cases where TnT does mistake an article for demonstrative or vice versa:
“Der Adapter ersetzt das bisher in die Konsole integrierte Modem.”
(This adapter replaces the modem previously built into the console.)
(heiseticker, item 10083)

“Für die verladende Wirtschaft bedeutet das Kostensenkungen, für die Reeder Zugang zu neuer Ladung und bessere Auslastung der Kapazitäten”, sagt Giesenkirchen.
(This means cost savings for the shipping industry and access to new types of freight and better capacity utilization for ship owners, says Giesenkirchen.)
(heiseticker, item 10976)

Both of these mispredicted (highlighted) words occur in an untypical context (an article far removed from its noun, a substituting pronoun preceding a noun) and require detailed syntax analysis to get correct. This demonstrates that part-of-speech tagging is of value for WCDG primarily because it contributes knowledge from a primarily sequence-oriented paradigm, and so can achieve synergy with a structural analyzer that is quite unconcerned by mere adjacency.

Some of the prevalent types of error that do occur are clearly due to systematic differences between the training and test sets. For instance, foreign-language phrases are much more common in technical articles than in general newspaper copy. Expressed in numbers, only 0.1% of all words in the NEGRA corpus bear the category FM, but 0.2% of the words in the ‘heiseticker’ corpus do. This leads to a lower probability of predicting this category, particularly for unknown words; and indeed, many instances of FM are not recognized by TnT. In fact the four most common error classes are all confusions between the categories FM (foreign-language material), NN (normal noun) and NE (proper noun). These categories are very difficult to distinguish without detailed morphological tests that TnT does not make, especially if the word form has never been encountered in training. However, none of these errors is likely to cause much trouble for a parser, since all of these categories perform much the same duties in German.

The next most common error, KOKOM mistagged as ADV, results from a modelling difference between the 1995 Version of the STTS (which tags the comparator ‘als’ as KOKOM) and the training material of TnT’s training corpus (which apparently assumed it to be APPR), and can indeed be trivially corrected.

The next two errors show the verb confusion mentioned earlier, which results from the fact that every German infinitive has a homonym among the plural forms. This type of error is crucially different from the previous one, since finite and infinite verbs do not fulfill the same syntactic roles: while a finite verb almost always heads a full

---

Note that German capitalizes both proper and normal nouns.
The main benefit of distinguishing FM from NN at all is that FM tokens might on occasion perform other functions than that of an NP, e.g. as an adverbial: ‘Sie verbreitete die Nachricht en passant.’ NE tokens differ from NN tokens in that they often occur without a determiner.
sentence, an infinite verb implies the presence of at least one other superordinated verb in the sentence; also, the possible type and order of their dependents is different. Interestingly, this sort of error is not mentioned by Brants (2000a): the different environments in which finite and infinite verbs occur appear to be so distinctive that human annotators have no trouble distinguishing them. An n-gram model, on the other hand, cannot capture the necessary conditions well. This error, then, is an example of a real limitation of the tagger, rather than just a reflection of an insufficiently detailed annotation specification. It is also likely to cause much more problems for parsing, since one misinterpretation might lead to another, as an entire clause is mis-analysed.

The prediction mechanism introduced in Section 4.1.4 is general enough that arbitrary programs can be specified as information source. We can therefore replace TnT itself with a helper application that first passes its input along to TnT, and then performs postprocessing on the output. An experiment was conducted as follows:

- The sequence of tokens was approximately segmented into ‘clauses’ by regarding all instances of sentence-internal punctuation as clause boundaries.
- Transformation rules were then applied on the string of tokens that detect common indicators of tagging errors. For instance, the occurrence of two finite verbs in the same clause is a very strong indicator that at least one of them has been mis-tagged. Conversely, an infinitive occurring with no finite verb but preceded by a subordinating conjunction is more likely to be a finite verb.
- Rules could investigate either just the current clause or the entire string; e.g. the conjunction ‘noch’ can be distinguished from the adverb ‘noch’ by the fact that it must be preceded by ‘weder’, no matter how far back.
- Altogether, 40 sequentially applied rules were used. Examples of simple and more complicated rules are given in Table 4.4.

As Table 4.5 shows, a distinction such as that between VVFIN and VVINF can indeed be improved by such relatively simple postprocessing; the number of errors of this type is reduced by over 70%. More often than not, the remaining errors instances are due to the inaccurate determination of clause boundaries (since not every punctuation character actually starts a new clause) and secondary errors (for instance, if the subordinating conjunction that would have triggered a correction was itself mis-tagged). Only the great minority of cases really are more complicated than the rules assume. Since our postprocessing does not address the most numerous errors, but only those that were suspected to be particularly harmful to syntax analysis, the overall tagging performance does not rise by the same amount; in fact it only increases to 95.7%, i.e., the error rate is reduced by only 17%.
CHAPTER 4. ENHANCING WCDG WITH STATISTICAL INFORMATION

<table>
<thead>
<tr>
<th>Error type</th>
<th>Correction rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>KOKOM:ADV</td>
<td>If ‘als’ is tagged ‘ADV’, change the tag to ‘KOKOM’</td>
</tr>
<tr>
<td>ADV:APPR</td>
<td>Always tag the sequence ‘nach wie vor’ as ‘ADV KOKOM ADV’</td>
</tr>
<tr>
<td>KON:ADV</td>
<td>If ‘noch’ is tagged ‘ADV’, and ‘weder’ precedes, change the tag to ‘KON’</td>
</tr>
<tr>
<td>PRELS:ART</td>
<td>If a phrase starts with a definite article (‘ART’), and ends in a verb-final auxiliary phrase, change the ‘ART’ to ‘PRELS’</td>
</tr>
<tr>
<td>VVFIN:VVINF</td>
<td>If a full verb infinitive occurs in a phrase that does not contain either an auxiliary verb or an immediately preceding infinitive particle, change ‘VVINF’ to ‘VVFIN’</td>
</tr>
</tbody>
</table>

Table 4.4: Example postprocessing rules for POS tagging of German.

<table>
<thead>
<tr>
<th>actual:predicted</th>
<th>instances</th>
<th>actual:predicted</th>
<th>instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM:NN</td>
<td>1359</td>
<td>ADV:PIA</td>
<td>62</td>
</tr>
<tr>
<td>FM:NE</td>
<td>1296</td>
<td>CARD:NE</td>
<td>60</td>
</tr>
<tr>
<td>NN:NE</td>
<td>971</td>
<td>PIDAT:PIAT</td>
<td>56</td>
</tr>
<tr>
<td>NE:NN</td>
<td>687</td>
<td>NE:ADJD</td>
<td>54</td>
</tr>
<tr>
<td>ADJD:ADV</td>
<td>149</td>
<td>KOKOM:PWAV</td>
<td>52</td>
</tr>
<tr>
<td>PRELS:ART</td>
<td>125</td>
<td>FM:PPER</td>
<td>50</td>
</tr>
<tr>
<td>NN:ADJA</td>
<td>123</td>
<td>FM:XY</td>
<td>50</td>
</tr>
<tr>
<td>VVFIN:VVFIN</td>
<td>109</td>
<td>NE:ADJA</td>
<td>50</td>
</tr>
<tr>
<td>FM:ADJA</td>
<td>107</td>
<td>NN:ADJD</td>
<td>48</td>
</tr>
<tr>
<td>ADJA:NN</td>
<td>100</td>
<td>ADV:APPR</td>
<td>45</td>
</tr>
<tr>
<td>FM:ADJD</td>
<td>98</td>
<td>ADV:PIAT</td>
<td>43</td>
</tr>
<tr>
<td>FM:CARD</td>
<td>94</td>
<td>VVINF:VVPP</td>
<td>41</td>
</tr>
<tr>
<td>VVFIN:VVPP</td>
<td>84</td>
<td>VVPP:VVFIN</td>
<td>38</td>
</tr>
<tr>
<td>VVFIN:VVINF</td>
<td>73</td>
<td>FM:ADV</td>
<td>36</td>
</tr>
<tr>
<td>APPR:ADV</td>
<td>68</td>
<td>PTKVZ:APZR</td>
<td>34</td>
</tr>
<tr>
<td>ART:PRELS</td>
<td>68</td>
<td>KOUI:APP</td>
<td>33</td>
</tr>
<tr>
<td>ADJD:VVPP</td>
<td>64</td>
<td>FM:PRF</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 4.5: The most common errors on the same corpus after postprocessing.
4.1.8 Experiments

Although encouraging, this experiment does not prove very much taken by itself: it is not surprising that a handcrafted correction rule can indeed correct the error that inspired it. The rise in overall tagging accuracy merely shows that the correction rules do not inadvertently introduce more errors than they correct. In other words, they are specific enough that they apply to the observed examples. For a meaningful evaluation, we should also test whether the rules are also general enough that they are useful in other contexts.

A more useful evaluation is to measure the effect of our postprocessing on the data used in Section 3.6. When TnT is applied to these 1,000 sentences, it achieves an accuracy of 97.2%, which is significantly higher than its result on the previous corpus, and indeed higher than its own documentation reports. This is to be expected, since we are now applying it to a section of its own training set. However, the distribution of serious errors is quite similar to what we measured previously on news ticker sentences (see Figure 4.6).

Note that we use a version of the NEGRA corpus that was systematically transformed by us into a dependency treebank that conforms to our dependency model of German. For instance, this includes changing the tag \texttt{APPR} to \texttt{KOKOM} when applied to the word ‘wie’, since this is what our lexicon says. This is why the error \texttt{KOKOM:APPR} reappears in this table, although it would not count as an ‘error’ in comparison with the original NEGRA corpus. The next most common serious error is again the confusion between finite and infinite verbs, which occurs 19 and 12 times, respectively. Postprocessing reduces these numbers to 9 and 3. Altogether, the postprocessing increases the tagging accuracy to 97.7%; this is a smaller improvement than measured in the previous experiment, since the basis of comparison is higher.

The most important experiment, of course, is to find out how much the improvement of the part-of-speech tagger increases the parsing accuracy. Table 4.8 collates the earlier experiments with two new configurations. Experiment 1 repeats the overall results of Table 4.1 (no part-of-speech preprocessing at all); experiment 2 corresponds to Table 4.2 (plain TnT). The new experiment 3 employs TnT with postprocessing; the difference between the results of experiments 2 and 3 should clarify whether part-of-speech tagging errors really are a problem. Experiment 4 gives a soft upper bound for what experiment 3 might have achieved: it uses an oracle function that looks up the annotated category for each word and then manipulates the output of TnT so that additional predictions are inserted with the value 1 where they are missing; in other words, it simulates what would have happened if TnT were imperfect but our postprocessing perfect (i.e. if it added the correct tag in every case). Finally, experiment 5 repeats the unrealistic results of Table 3.2, where categories were known in advance, as an absolute upper bound to the utility of part-of-speech tagging. For each experiment the structural and labeled accuracy is shown, as well as the reduction in the attachment error rate measured against the baseline experiment 1.
<table>
<thead>
<tr>
<th>actual:predicted</th>
<th>instances</th>
<th>actual:predicted</th>
<th>instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN:NE</td>
<td>45</td>
<td>PIS:ADV</td>
<td>7</td>
</tr>
<tr>
<td>KOKOM:APPR</td>
<td>38</td>
<td>PWS:PRES</td>
<td>7</td>
</tr>
<tr>
<td>FM:XY</td>
<td>36</td>
<td>ART:PRES</td>
<td>5</td>
</tr>
<tr>
<td>ADJD:ADV</td>
<td>29</td>
<td>VMINF:VMPIN</td>
<td>5</td>
</tr>
<tr>
<td>FM:NE</td>
<td>28</td>
<td>PIAT:PIDAT</td>
<td>4</td>
</tr>
<tr>
<td>NE:NN</td>
<td>20</td>
<td>PIS:ART</td>
<td>4</td>
</tr>
<tr>
<td>VVFIN:VVFIN</td>
<td>19</td>
<td>PTKVZ:ADJD</td>
<td>4</td>
</tr>
<tr>
<td>ADV:APPR</td>
<td>16</td>
<td>VVFIN:VVPP</td>
<td>4</td>
</tr>
<tr>
<td>KON:ADV</td>
<td>12</td>
<td>$.:$(</td>
<td>3</td>
</tr>
<tr>
<td>VVINF:VVFIN</td>
<td>12</td>
<td>APPR:KOKOM</td>
<td>3</td>
</tr>
<tr>
<td>ADJD:VVPP</td>
<td>11</td>
<td>APPR:APPR</td>
<td>3</td>
</tr>
<tr>
<td>PRELS:ART</td>
<td>11</td>
<td>KOKOM:KOKOM</td>
<td>3</td>
</tr>
<tr>
<td>ADJA:NN</td>
<td>10</td>
<td>KOUI:APPR</td>
<td>3</td>
</tr>
<tr>
<td>ADV:PIAT</td>
<td>8</td>
<td>KOUS:APPR</td>
<td>3</td>
</tr>
<tr>
<td>VAFIN:VAINF</td>
<td>8</td>
<td>NN:NNE</td>
<td>3</td>
</tr>
<tr>
<td>VVFIN:VVPP</td>
<td>8</td>
<td>PIDAT:PIAT</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.6: The most common tagger errors on 1,000 sentences from the NEGRA corpus.

<table>
<thead>
<tr>
<th>actual:predicted</th>
<th>instances</th>
<th>actual:predicted</th>
<th>instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>KOKOM:APPR</td>
<td>4</td>
<td>KOUI:APPR</td>
<td>4</td>
</tr>
<tr>
<td>TM:XY</td>
<td>36</td>
<td>PIAT:PIDAT</td>
<td>4</td>
</tr>
<tr>
<td>ADJD:ADV</td>
<td>29</td>
<td>PTKVZ:ADJD</td>
<td>4</td>
</tr>
<tr>
<td>FM:NE</td>
<td>28</td>
<td>VVFIN:VVPP</td>
<td>4</td>
</tr>
<tr>
<td>NE:NN</td>
<td>20</td>
<td>VVFIN:VVPP</td>
<td>4</td>
</tr>
<tr>
<td>ADJA:NN</td>
<td>10</td>
<td>APPR:ADV</td>
<td>3</td>
</tr>
<tr>
<td>ADJD:VVPP</td>
<td>10</td>
<td>APPR:KOKOM</td>
<td>3</td>
</tr>
<tr>
<td>VVFIN:VVFIN</td>
<td>9</td>
<td>APZR:APPR</td>
<td>3</td>
</tr>
<tr>
<td>ADV:PIAT</td>
<td>8</td>
<td>KOUS:KOKOM</td>
<td>3</td>
</tr>
<tr>
<td>PIS:ADV</td>
<td>7</td>
<td>NN:FM</td>
<td>3</td>
</tr>
<tr>
<td>PRELS:ART</td>
<td>7</td>
<td>NN:NNE</td>
<td>3</td>
</tr>
<tr>
<td>PWS:PRES</td>
<td>7</td>
<td>PIDAT:PIAT</td>
<td>3</td>
</tr>
<tr>
<td>ART:PRES</td>
<td>6</td>
<td>PTKVZ:APZR</td>
<td>3</td>
</tr>
<tr>
<td>PIDAT:PIAT</td>
<td>6</td>
<td>VMINF:VMPIN</td>
<td>3</td>
</tr>
<tr>
<td>ADV:APPR</td>
<td>5</td>
<td>VVFIN:VVPP</td>
<td>3</td>
</tr>
<tr>
<td>NN:ADJA</td>
<td>5</td>
<td>ADJA:PIDAT</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.7: Effect of postprocessing on the same problem.
4.1. CATEGORY INFORMATION FOR PARSING

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Tagger</th>
<th>accuracy</th>
<th>error rate reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>none</td>
<td>72.6%/68.3%</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>TrnT</td>
<td>89.0%/87.1%</td>
<td>59.9%/59.3%</td>
</tr>
<tr>
<td>3</td>
<td>TrnT + corrections</td>
<td>89.3%/87.5%</td>
<td>60.9%/60.6%</td>
</tr>
<tr>
<td>4</td>
<td>TrnT + oracle</td>
<td>89.7%/88.0%</td>
<td>62.4%/62.1%</td>
</tr>
<tr>
<td>5</td>
<td>oracle only</td>
<td>90.4%/88.8%</td>
<td>65.0%/64.7%</td>
</tr>
</tbody>
</table>

Table 4.8: Effect of POS preprocessing on parsing the test set.

The first conclusion is that the primary benefit of category prediction is having it at all, while the minutiae of various refinements matter much less. Comparing experiments 1 and 2 shows that using TrnT to predict syntactic categories reduces the error rate for syntax attachments by 60%. In comparison, second-guessing its output has only improved this figure to 61%.

To put this figure into perspective, one must compare experiment 1 with experiments 4 and 5. Only the configuration of experiment 4 is remotely realistic (the recall of a tagger can be raised through multi-tagging while retaining an adequate precision, although hardly to 100%); and this experiment shows a reduction of 62% in the rate of attachment errors. This means that our postprocessing rules achieve about half of what would theoretically be possible, and therefore, further work on rule-based tagging might yield some improvement.

On the other hand, many instances in which the rules fail to correct a tagging error cannot be tackled at all with the simple transformation patterns that were used. At the same time, the overall effect of tagger postprocessing parsing accuracy, while significant, is not very large. In fact, even the idealized experiment 5 only achieves an error rate reduction of 65%. This indicates that part-of-speech tagging can be only one component in the search for a truly reliable broad-coverage parser, and we have already nearly exhausted its potential.

We can now answer the questions asked on page 103:

1. At most 0.7% of all dependencies are misattached because of wrong predictions by the part-of-speech tagger.

2. We can reduce this figure to 0.4% with simple rules, and still benefit from the advantage of ambiguity reduction through category predictions.

In other words, tagging errors as discussed in Section 4.1.6 are certainly disruptive in the individual case, but they are not a major source of parsing errors; their influence is small both in terms of absolute dependency precision, and when compared with the overall benefits of tagging. In fact, part-of-speech tagging must be viewed as an ‘enabling’ technology, that is, one that moves broad-coverage parsing with WCDG from the theoretically possible to the practical. All further experiments will employ the hybrid tagger in addition to the components discussed there.
4.1.9 Comparison

The idea of part-of-speech tagging by successive transformation rules is not original; in fact, a tagger has previously been described that uses only transformation rules rather than a two-step approach (Brill, 1995). In this implementation, the rules were learnt automatically by providing the general format of possible pattern-action rules, and always choosing the one that improves tagging accuracy on the training corpus most. The major difference to our experiment is that Brill’s rules are learnt entirely automatically from corpus data, and therefore require no human intervention to write. However, this also means that every conceivable rule of a valid form has to be tried out in every step, which leads to very large search spaces even for simple rules. Therefore, the format of Brill’s possible rules is much more restricted than in our approach which can condition on any feature of the input. Even so, a purely transformation-based tagger requires very long training times.\footnote{Tagging itself can be optimized to linear run-time by converting the completed tagger to a finite-state machine (Roche and Schabes, 1995).} The advantage of this approach is that no human expertise is necessary at all except for defining the format of possible rules; therefore it can carry over to any language for which there is a large training corpus.

The advantage of the hybrid system described here is that a relatively small number of rules that directly deal with errors actually observed can measurably improve tagging performance over a purely statistical method. Although this means additional effort over simply reusing existing taggers, it is still much less effort than it would have taken to write the entire analyzer by hand. Since we have concentrated on only those errors that are particularly disruptive to syntax analysis, the benefit is in fact larger than the gain in tagging accuracy reflects: although the category accuracy of the new tagger is only slightly better than in the original one, we were able to avoid half of the parsing errors caused by tagger errors.

4.2 Chunk parsing

4.2.1 Definition

The notion of chunks was originally proposed by Abney (1989). A chunk is defined as a sequence of a content word and its associated function words, such as “the bald man”, “was sitting”, or “on his suitcase”. The central assertion is that human hearers process utterances as a sequence of chunks, where analysis of one chunk is largely independent of one another. Although some psychological evidence is cited for the existence of chunks (they are directly related to the assignment of stress in spoken language), their main motivation is to allow more efficient parsing.

According to Abney, the arrangement of words within chunks rigidly adheres to simple patterns that can easily be captured by context-free rules, while the attachment
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of chunks to each other is considerably freer. For instance, lexical preference is a factor only in chunk attachment, and not in chunk delimitation. By distinguishing two stages in a parser, efficient techniques can be used for initial segmentation, while complications such as subcategorization are only necessary in the second stage. The scheme also reduces processing ambiguity in several ways. For instance, long noun phrases can be left unspecified with respect to their internal structure, since all possibilities are syntactically acceptable. Also, because of the two-stage strategy, the ambiguity of chunk delimitation is not multiplied with attachment ambiguity. Automatic parsers have since implemented the technique and found that it does contribute to more efficient parsing (Basili et al., 1998; Bartolini et al., 2004).

A chunk parsing component would seem very useful for a WCDG parser. Syntactic ambiguity ‘on the small scale’ contributes a considerable part of the ambiguity that so often threatens to overwhelm the selection process with its many possibilities. If sentences could be reliably partitioned into chunks with (say) three words each, and dependencies had to connect only chunks rather than individual words, this would reduce the number of dependency edges that have to be considered in the first place dramatically. For instance, a sentence with nine words would no longer allow $9 \times 8 = 72$ structurally different attachments between words, but only $3 \times 2 = 6$ different attachments between chunks. This is a reduction by over an order of magnitude, and since sentences are longer than nine words on the average, the computation would be even more favorable. Such a huge ambiguity reduction could allow the parser much more time to search for meaningful alternatives rather than keep rejecting word-to-word dependencies that should never have been allowed in the first place.

There is, of course, a catch to this hypothesis: Abney explicitly assumes that chunks cannot contain each other. For instance, the sentence “The bald man / was sitting / on his suitcase” contains three chunks, which cover the entire sentence but do not overlap. Language is assumed to be fundamentally not a sequence rather than a structure composed of chunks. This property is adduced to explain why English allows the construction “the man proud of his son”, but not “the proud of his son man”.

Unfortunately, this is not at all true of German. Consider the sentence


(The Constitution and [the laws created] [by organs] [of the Union] [in the exercise] [of the authority vested] [in the Union] take precedence over the laws of the member states.)

(European Constitution, §I-6)

In the marked place, no fewer than three noun phrases are nested within each other; each of the lower noun phrases is licensed by a participial adjective which itself modifies the next noun. Note how the English gloss does separate these constructions
into a plain sequence of chunks. In German, however, all three are actually nested within each other, so that the first article modifies the last noun. Analysing this sentence in terms of chunks would force us either to include all words from ‘das’ to ‘Recht’ into a single chunk, which largely defeats the purpose of two-stage processing, or to assume chunks such as “das”, which contain only a meaningless article. Of course, this could actually be done if one is merely interested in the potential algorithmic advantages, and not in the linguistic theory behind them. But reducing a sentence to very small chunks defeats the purpose of two-stage processing just as much as postulating very large chunks: allowing very long or even nested chunks makes the first stage (chunk delimitation) much more difficult, while trivial chunks such as “das” essentially transfer all work to the second stage.

This type of construction is not easy to understand even for native speakers, and is predominantly found in formal written language, but a broad-coverage analyzer cannot simply ignore it. Therefore, chunk boundaries cannot be used as hard filters in the same way as in English without the risk of reduced coverage. On the other hand, using chunk analysis as a guide rather than a filter does not reduce the problem size at all; it can only allow better navigation through the unchanged search space. Therefore it remains to be seen whether automatic chunk detection can be of any help for the German WCDG.

### 4.2.2 Integration into WCDG

While a part-of-speech tagger predicts only features about individual words, chunk parsing goes one step further and makes predictions about the relations between words. It does not explicitly suggest particular dependencies, but places restrictions on which dependencies can be established. How should these restrictions be expressed as WCDG constraints?

The original exposition (Abney, 1989) assumed that dependencies would be established between chunks rather than words. This cannot be implemented directly, since WCDG deals only with words and not with higher-order structures. Instead, it must be assumed that every chunk is represented by a *head word*, and that to subordinate a chunk means to subordinate its head word to a word outside the chunk. In contrast, all other words in the chunk must have their regents within the chunk. If we assume that the extent of each chunk is attached by the predictor under the keys ‘start’ and ‘end’ at each word, and the head word is marked by specifying the key ‘head’, the chunk principle can be cast into a single constraint:

```plaintext
{X!SYN} : chunker : 0.9 :
    X^from < predict(X@id, CP, start) | X^to > predict(X@id, CP, end) <-> predict(X@id, CP, head) = 1;
```
(In plain words: if a word is attached to a regent outside its own chunk, it must be a head word, and vice versa.)

The computation above assumed a stronger restriction: namely, that the regent of one head word must be another head word (in fact it assumed only head words can be modified at all, whether within or across chunks). However, this would contradict other modeling decisions already made in the grammar. For instance, in our model a complex auxiliary group such as “verkauft worden seien” (had been sold) forms a chain where the word ‘verkauft’ modifies the next word ‘worden’, rather than the head word ‘seien’. Several other constructions also contradict the head attachment principle. However, in all of these cases the grammar already contains normalization constraints (although not always hard constraints) that enforce the opposite decision, so that a reduction of problem size is nevertheless achieved.

### 4.2.3 Experimental setup

For our experiments we employ the decision tree analyzer *TreeTagger* (Schmid, 1994b), which is freely available for research purposes. In addition to part of speech and lemma information, it is also capable of predicting chunk boundaries for running text. It contains a pre-computed model of German that inserts markers for nominal, verbal and prepositional chunks. However, it does not explicitly mark head words. Since a wrapper program is required anyway in order to transform the output of TreeTagger into the format that the WCDG predictor interface expects, we can assign the task of computing head words to this wrapper. Noun chunks are assumed to have the first word as their head, while verb phrases take the finite verb as head word. In prepositional phrases the first or last word is considered the head word, depending on whether a preposition or a postposition is present.

<table>
<thead>
<tr>
<th>Length</th>
<th>Instances</th>
<th>Structural</th>
<th>Labelled</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 10</td>
<td>340</td>
<td>94.8%</td>
<td>92.8%</td>
</tr>
<tr>
<td>11 – 20</td>
<td>323</td>
<td>91.9%</td>
<td>90.0%</td>
</tr>
<tr>
<td>21 – 30</td>
<td>229</td>
<td>89.3%</td>
<td>87.8%</td>
</tr>
<tr>
<td>31 – 40</td>
<td>76</td>
<td>86.9%</td>
<td>85.2%</td>
</tr>
<tr>
<td>&gt;40</td>
<td>32</td>
<td>83.4%</td>
<td>81.2%</td>
</tr>
<tr>
<td>overall</td>
<td>1,000</td>
<td>89.8%</td>
<td>88.0%</td>
</tr>
</tbody>
</table>

Table 4.9: Parsing results with the chunk constraint.

Table 4.9 shows the results of adding this constraint to the grammar and parsing the same sentences as before. Overall, the structural accuracy improves from 89.3% to 89.8%. Although this is a significant improvement, it is not a very big one: the attachment error rate decreases by only 5%.
There could be three different reasons why chunk predictions do not help our parser very much.

1. The ‘bad idea’ theory: Perhaps the predictor does not tell the parser anything that it does not already know. If WCDG tends to make errors in attaching head words to each other rather than in establishing the chunk-internal structure, then additional knowledge of chunk boundaries is of little use no matter how accurate it is, and we can never expect much help from a chunk predictor at all.

2. The ‘bad integration’ theory: The predictions might be integrated with the parser in a suboptimal way. Making the constraint too strong risks total failure of parsing if the input does contain errors; leaving it too lax could lose the guiding influence of the predictor entirely. There is no strong reason that the chosen constraint penalty of 0.9 should be the best one, except that it worked well in a much earlier version of the grammar.

3. The ‘bad input’ theory: the predictions themselves might be too unreliable to provide a benefit. A mispredicted chunk boundary can impede parsing just like a word misclassified by part-of-speech tagging, because it will punish at least one dependency edge that is required to construct the correct analysis. Indeed, in previous experiments it was found that errors in the chunk boundary assignments diminish the benefit of the component more than errors in part-of-speech tagging (Daum et al., 2003).

<table>
<thead>
<tr>
<th>penalty</th>
<th>real chunks</th>
<th>ideal chunks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>88.7%/86.9%</td>
<td>90.4%/88.6%</td>
</tr>
<tr>
<td>0.1</td>
<td>89.1%/87.2%</td>
<td>90.5%/88.7%</td>
</tr>
<tr>
<td>0.5</td>
<td>89.5%/87.7%</td>
<td>90.3%/88.5%</td>
</tr>
<tr>
<td>0.9</td>
<td>89.8%/88.0%</td>
<td>90.1%/88.4%</td>
</tr>
</tbody>
</table>

Table 4.10: Effects of chunk accuracy and integration strength.

The second and third theories can easily be tested: as with part-of-speech tagging, we can replace the TreeTagger with a simulated chunker that never makes mistakes at all, and observe the effect on parsing accuracy. Also, we can try different penalties for the integration constraint to see what effect they have. Table 4.10 shows the results of two series of experiments with different penalties, and with real chunks as obtained from TreeTagger as well as with ‘ideal’ chunks that are simply read off the annotation.

It can be seen that when using TreeTagger as a chunk predictor, the rather loose integration resulting from a constraint penalty of 0.9 is in fact the best value of those tested. Apparently, when more attention is paid to the predicted chunk boundaries,
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the benefit of knowing the micro-structure of a sentence quickly turns into a disadvantage, as wrong predictions become harder and harder to overrule. Somewhere between a penalty of 0.5 (mild recommendation) and 0.1 (serious rule), parsing accuracy actually falls below the level measured without chunk parsing.

On the other hand, if we eliminate the influence of wrong predictions by simulating an ideal predictor, accuracy tends to rise with a tighter integration. However, it does not rise very far at all; the best measured figure of 90.5% structural accuracy is only slightly above the figure for perfect part-of-speech information shown in Table 3.2. This means that the first theory remains as the most fitting explanation: WCDG does not receive a large benefit from a chunk predictor because it does not make many errors below the chunk level as it is.

4.3 Supertagging

Part-of-speech tagging for natural language processing was a success story both in terms of solving the task itself and in leveraging it to aid full parsing. It was therefore natural to investigate whether the expressivity of such tags might profitably be extended to predict more than just syntactic categories.

4.3.1 Definition

The first application of this idea was reported by Joshi and Bangalore (1994), who used corpus statistics to predict the elementary trees of Lexicalized Tree-Adjoining Grammar (LTAG). The lexicon of this grammar formalism associates words not just with categories, but with tree fragments which must be combined by substitution and adjunction operations. This leads to a much higher lexical ambiguity than with ordinary part-of-speech tags, since the lexicon has to make distinctions not only between the noun and verb readings of an ambiguous word, but also between transitive and intransitive verb readings, between head and modifier nouns, etc. Statistical methods were used to resolve this ambiguity; up to 77% of elementary trees could be predicted correctly, and this resulted in a speedup of the parser proper of 87%. Prediction methods were later refined (Bangalore and Joshi, 1999) to the point where up to 92% of supertags could be predicted correctly.

The authors noted that supertagging in this domain amounts to ‘almost parsing’, since after determining a supertag sequence for a sentence, little ambiguity remains about the final tree structure. Nasr and Rambow (2004) quantify this claim by measuring the dependency accuracy of a parser that is supplied with perfect supertags, and find it to be 97.7% on the WSJ test set.

Another formalism that has profited from supertag predictions is Combinatorial Categorial Grammar (CCG). Clark and Curran (2004) modify a maximum entropy tagger to predict supertags suitable for their CCG parser, and conclude that it is only
through supertagging that their probability model can be trained at all on present-day hardware.

4.3.2 Supertags in WCDG

LTAG and CCG somewhat resemble each other in their general approach: they explicitly aim to provide linguistically adequate analyses of language, and for the purpose they use at least partly hand-written grammars that are more expressive than classical CFGs. They also define computational problems whose exact solution requires more complex algorithms than the polynomial-time methods usually employed. Finally, they profit from supertag information not just as a performance-enhancing component, but actually as an enabler that makes parsing practically feasible in the first place.

WCDG shares most of these features, and as we have seen, it also greatly profits from tagging techniques. In particular the XTAG system, as described by Bangalore et al. (1995), is conceptually rather similar to WCDG; for instance, their lightweight dependency analyzer uses global heuristics (such as ‘prefer arguments over adjuncts’ or ‘prefer low to high PP attachment’) for ranking alternative parses, which serve much the same function as WCDG’s preference constraints, and in fact have direct equivalents in our grammar. It seems likely that WCDG could also profit from tagging at a higher level than mere syntax categories.

But in contrast to the previous examples, it is not immediately obvious how precisely to define a ‘supertag’ for a dependency parser, since WCDG does not operate on ready-made tree fragments, but on individual dependency edges only. Obviously, to have an impact beyond that already measured for part-of-speech tagging, words have to be classified into finer classes than syntax categories, but a trade-off is to be expected between expressiveness and predictability: a small number of classes may not be able to capture all trends that could be exploited by machine learning, but a large number of classes may lead to very sparse data that cannot be accurately learnt at all.

The minimal useful description of a tree fragment could be the syntactic label under which a word is subordinated; for words such as articles, not much benefit is to be expected from knowing that they will be labelled ‘DET’, since not many alternatives are available, but nouns and pronouns, for instance, could profit from being pre-tagged as subjects or objects (see p. 46). Another valuable piece of information would be to know the direction of a dependency (whether the word is subordinated as a pre- or post-modifier). For further distinction one could also tag each word with the labels of its dependent words. Again, pre-modifiers and post-modifiers could either be distinguished or treated uniformly. A supertag that describes the entire local environment of a word in this way would be roughly as informative as an elementary tree in LTAG.
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An investigation into different variants of supertag definitions for WCDG was previously conducted by Foth et al. (2005b). Ten different supertag definitions were used which ranged from predicting just the syntax label of each word (model A) to predicting the label and direction of the word and all of its both adjuncts and complements (model J). As an example, consider the example sentence for POS tagging in Figure 4.3 (Section 4.1.6). Figure 4.4 shows the correct supertags that should be assigned to each word under the models A, B, F and J. Model A describes only the label of the dependency between each word and its regent, while model B describes the label and the direction of the dependency (represented here through a stylized tree fragment). Model F also describes the complements of each word, i.e. those words that depend on it in an obligatory relation. In the example, the complements of the comparator, the auxiliary verb, the preposition and the conjunction are depicted as dependencies below the primary dependency edge. Finally, Model J also describes the adjuncts of each word, and therefore all dependents are depicted.

Note that while in this figure the supertags resemble fragments of the dependency tree, they do not describe the local environment of each word quite as exhaustively as LTAG supertags would do. For instance, some models describe dependents, but do not distinguish between pre- and post-modifiers (C,D,G,H). Both the models F and J do make this distinction: for instance, the supertags of the word ‘Als’ express the fact that the dependent with the label CJ is a post-modifier. However, the relative order among several pre-modifiers is never described: the J-supertag of the word ‘werden’ describes two post-modifiers labelled SUBJ and AUX, but not the order in which they occur. Multiple dependents with the same label are also not explicitly represented: the word ‘mehr’ has two different pre-modifiers labelled ADV, but even the J-supertag does not express this.

<table>
<thead>
<tr>
<th>Model</th>
<th>edge label</th>
<th>edge direction</th>
<th>dependent labels</th>
<th>dependent directions</th>
<th>#tags</th>
<th>Supertag accuracy</th>
<th>Component accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>yes</td>
<td>no</td>
<td>none</td>
<td>no</td>
<td>35</td>
<td>84.1%</td>
<td>84.1%</td>
</tr>
<tr>
<td>B</td>
<td>yes</td>
<td>yes</td>
<td>none</td>
<td>no</td>
<td>73</td>
<td>78.9%</td>
<td>85.7%</td>
</tr>
<tr>
<td>C</td>
<td>yes</td>
<td>no</td>
<td>obligatory</td>
<td>no</td>
<td>914</td>
<td>81.1%</td>
<td>88.5%</td>
</tr>
<tr>
<td>D</td>
<td>yes</td>
<td>yes</td>
<td>obligatory</td>
<td>no</td>
<td>1336</td>
<td>76.9%</td>
<td>90.8%</td>
</tr>
<tr>
<td>E</td>
<td>yes</td>
<td>no</td>
<td>obligatory</td>
<td>yes</td>
<td>1465</td>
<td>80.6%</td>
<td>91.8%</td>
</tr>
<tr>
<td>F</td>
<td>yes</td>
<td>yes</td>
<td>obligatory</td>
<td>yes</td>
<td>2026</td>
<td>76.2%</td>
<td>90.9%</td>
</tr>
<tr>
<td>G</td>
<td>yes</td>
<td>no</td>
<td>all</td>
<td>no</td>
<td>6858</td>
<td>71.8%</td>
<td>81.3%</td>
</tr>
<tr>
<td>H</td>
<td>yes</td>
<td>yes</td>
<td>all</td>
<td>no</td>
<td>8684</td>
<td>67.9%</td>
<td>85.8%</td>
</tr>
<tr>
<td>I</td>
<td>yes</td>
<td>no</td>
<td>all</td>
<td>yes</td>
<td>10762</td>
<td>71.6%</td>
<td>84.3%</td>
</tr>
<tr>
<td>J</td>
<td>yes</td>
<td>yes</td>
<td>all</td>
<td>yes</td>
<td>12947</td>
<td>67.6%</td>
<td>84.5%</td>
</tr>
</tbody>
</table>

Table 4.11: Definition of different supertag models.

Foth et al. (2005b) retrained the program ThT (which was already used in Section 4.1) with supertags rather than categories as its input, and measured the precision of its predictions. The same test set as in this work was used, and the rest of the NEGRA and TIGER corpora was used as the training set in each case. Table 4.11 shows the
result of predicting supertags for each definition. Several different observations can be made:

- As the complexity of supertag definitions rises, the number of actually occurring tags also increases, but the training set becomes sparser. For model A supertags, which consist only of edge labels, evidence can be found for all 35 possible events; but model J supertags could theoretically occur in millions of varieties, of which less than 13,000 are observed.

- The accuracy of prediction tends to fall with the size of the tag set, from well above 80% to well below 70%.

- However, some predictions are much easier to make than others. Model B, which predicts only the label and subordination direction of each word, reaches a lower accuracy for the same training set than model C, which predicts the label of each word and the labels of its complements (but not adjuncts), even though the number of occurring supertags is much lower. (This is probably at least partly due to the semi-free word order of German.)

To abstract away from the general difficulty of predicting large tag sets, one can define a more fine-grained measure that distinguishes between completely correct, partially correct and completely wrong predictions. In our experiments, each supertag must make up to four independent partial predictions about a word $w$:

1. What label does $w$ bear?
2. Is $w$ a pre-modifier, a post-modifier, or a sentence root?
3. Which types of pre-modifiers occur under $w$?
4. Which types of post-modifiers occur under $w$?

We define the component accuracy of a predicted supertag as the number of its correct partial predictions divided by the number of all partial predictions that it makes. For model A, with only one component, the component accuracy of a single supertag is always 0 or 1, and is identical to the supertag accuracy; but for model B, with two components, a supertag can exhibit a component accuracy of 0.5. This reflects more closely the intuitive appraisal that a supertag which gets the label right and the direction wrong is at least half-correct, and better than a supertag that gets both wrong. For the more complicated models C, D, G, and H, the set of occurring modifier labels is also counted as one partial prediction, but the set must be entirely correct; a partially correct set is still treated as an incorrect partial prediction. For the models E, F, I, and J, pre-modifiers and post-modifiers are counted as two predictions, so if a model J supertag fails to predict one post-modifier,
its pre-modifier prediction can still be correct. The models C–J thus each have two to four components whose prediction is measured separately.

The component accuracy of an entire supertagger run can be straightforwardly defined as the average of the component accuracy of each predicted supertag. Under this measure, the intermediate models C–F achieve the highest accuracy; obviously, up to a point the richer information in the neighbouring supertags counteracts the general difficulty of predicting large tag sets.

Foth et al. (2005b) used the predictions made by the retrained TnT to add new constraints to WCDG and measured the effect on parsing accuracy. It was found that parsing benefits most from the most complex supertag variants, even though the precision of the supertags themselves is not the highest observed.

The previous work used supertag predictions to augment the grammar in a sentence-specific way for each parsing run; for instance, constraints such as ‘the second word is labelled DET’ or ‘the fourth word has a pre-modifier labelled OBJA’. This allowed only a fixed set of sentences to be analysed. With a general predictor as developed in Section 4.1.4, the retrained supertagger can be applied to arbitrary input; its output is used by generic constraints that check the label, direction etc. of every edge in the tree in a uniform way.

Consider again the tree in Figure 4.3. Assuming the most complex supertag definition, and in the absence of prediction errors, the following predictions should be made about the word ‘werden’:

- Its syntactic label is S.
- It has no regent.
- It is modified by a KOM edge to its left.
- It is modified by a SUBJ and an AUX edge to its right (but not necessarily in this order).

The first two predictions can be straightforwardly translated into two isolated predictions, but the other two introduce a complication: the set of possible pre- and post-modifier combinations of a given word would be impractically large if it were treated as a single prediction, since even disregarding order there is an exponential number of combinations. It is much easier to treat the occurrence of each modifier as a separate prediction which can be checked individually. On the other hand, this would theoretically require 70 individual predictions to be made and 70 new constraints to be checked for each word (twice the size of our label set). As a compromise, we make only a fixed number \( n \) of predictions on either side and ignore the rare cases when a word has pre- or post-modifiers with more than \( n \) different labels.

In the example, the supertag for the word ‘werden’ would be translated into the following predictions for \( n = 4 \):
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- label: S
- direction: N
- pre1: KOM
- pre2: none
- pre3: none
- pre4: none
- post1: SUBJ
- post2: AUX
- post3: none
- post4: none

The prediction ‘none’ is to be interpreted as ‘fewer than i different labels were predicted on this side’. These predictions can now be trivially checked by general constraints; as an example, the check of the predictions ‘label’ and ‘pre1’ can be performed in the following way:

\[
\{X!SYN\} : \text{’ST:label’} : \\
\quad \text{predict}(X@id, \text{ST}, \text{’label’}) = X.label;
\]

\[
\{X:SYN\} : \text{’ST:missing left dep’} : \\
\quad \text{predict}(X@id, \text{ST}, \text{pre1}) \neq \text{none} \\
\quad \rightarrow \\
\quad \text{has}(X@id, \text{predict}(X@id, \text{ST}, \text{pre1}));
\]

A recurring question is of course how much weight to give these constraints. Since Foth et al. (2005b) obtained the best results with a constraint penalty of 0.9, we reuse this value in the following experiments. For comparison with other work, we also perform a control experiment in which perfect supertags are assumed; to measure the maximal benefit that supertagging can theoretically provide, we then re-run this experiment with a penalty of 0, and finally we observe the effect of this penalty when using real supertags again. Since a very few of the sentences in our test set do actually contain words with more than four different modifications on one side, we increase the value of \(n\) to 6 in the experiments with perfect supertags, in order to avoid forbidding the correct structure with a hard constraint; the real supertags are still trained and tested with a value of \(n = 4\).

The most important of the results in Table 4.12 is certainly that of experiment 2: even automatically computed supertags are very valuable to WCDG parsing accuracy, in
Table 4.12: Effects of supertagging on parsing the test set.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Supertags</th>
<th>Penalty</th>
<th>Accuracy</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>on covered sentences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>none</td>
<td>-</td>
<td>89.3%/87.5%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>real</td>
<td>0.9</td>
<td>91.9%/90.5%</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>ideal</td>
<td>0.9</td>
<td>97.2%/96.7%</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>ideal</td>
<td>0.0</td>
<td>98.5%/98.4%</td>
<td>99%</td>
</tr>
<tr>
<td>5</td>
<td>real</td>
<td>0.0</td>
<td>91.4%/90.3%</td>
<td>16%</td>
</tr>
</tbody>
</table>

Table 4.12: Effects of supertagging on parsing the test set.

The effects of supertags have often been investigated under the assumption that the correct supertags are available to the parser; the consistent result has been that perfect supertagging would almost eliminate the need for full parsing (Bangalore and Joshi, 1999; Nasr and Rambow, 2004). Experiment 3 confirms this assessment; when the predictions extracted from supertags are consistently correct, the attachment error rate drops to 2.8%. It can be reduced to a mere 1.5% by making the supertag constraints hard, so that they overrule most other rules. The remaining errors are mainly due to two phenomena: first, even our complex supertag model does not entirely determine syntax structure; for instance, if two nearby words both carry several adverbial pre-modifiers, then at least one of the adverbs can be mis-attached and still satisfy all predictions. This could be avoided only by an even finer supertag set that predicts both the order and number of each type of modifier for each word. Second, hard supertag constraints can sometimes conflict with hard part-of-speech tagging predictions; if the part-of-speech tagger makes an error that causes the predicted edge label to become impossible, then the priority between the two hard constraints is not well-defined, and the parsing problem can even become unsolvable. Note that only 99% of all sentences could be analysed in experiment 4.

Making the relevant constraints hard corresponds to the more usual use of supertags as a filtering rather than a guiding component: usually, the elementary trees predicted by the supertaggers are the only ones that the parser may use. This means that discarding a necessary supertag altogether prevents the parser from ever finding the correct solution. As a countermeasure, more than one supertag is often fed into a parser, for instance the n most probable ones according to the statistical model (Bangalore and Joshi, 1999), or even all those which cannot be proved to be irrelevant (Boullier, 2003). Our experiment 5 simulates this mode of operation, but not the
countermeasure: the real supertagger is integrated with hard constraints, but with the minimal value of \( n = 1 \). Although this still results in an accuracy improvement over the baseline experiment, far too many parsing problems become impossible to solve; the coverage drops to only 16%, which is quite inadequate for our goals. A larger value for \( n \) would probably be more useful; however, this would require a much more complicated translation process from a set of supertags to an ensemble of alternative predictions, and also more complex constraints to check them. As with other sources of statistical knowledge, the better solution seems to lie in not giving the predictions too much weight in the first place.

4.4 PP attachment

4.4.1 Structural predictions

All oracles discussed so far were variants of classifiers which sort words in the input into one of several classes: part-of-speech tagging sorts words into syntactic categories; chunk parsing sorts them into chunk heads, chunk-start words, chunk-stop words and chunk-internal words; and even supertagging ultimately only sorts words into much finer classes. Each of these classifications proved useful as an aid to parsing, but none actually predicted the word-to-word subordinations themselves, which parsing is supposed to construct.

Often the choice is obvious, given the prediction. A supertag specifying ‘this word is modified by a preceding determiner’ is usually selected because an article immediately precedes, and the recommendation can only be followed by in fact subordinating that article to the word. But there are also subordinations that still allow a considerable amount of ambiguity even if all predictions are followed. Relations such as adverbial modifiers, relative clauses, or co-ordinations typically have more than one possible attachment point in a sentence; therefore predictions about the precise regent of individual words could be valuable.

For instance, the hard definition constraints about modifiers are predominantly category-based (for instance, adverbial modifiers can modify verbs, nouns and adjectives), which usually means that more than one regent remains possible. Our model of German as it is attempts to define a ranking even between such ambiguities, but often it cannot make informed choices and has to rely on general principles that have many exceptions. For instance, a very weak rule is to prefer a closer regent over a distant one. This principle is in fact implemented as a preference constraint, and it is a useful one because overall, it tends to disambiguate correctly more often than not, but there are still very many cases where it predicts the wrong regent.

It seems likely that rules of an intermediate nature — specific predictions about word-to-word relations that are not absolute, but more reliable than our very vague preferences — could help analysing such modifiers correctly. This would require a
closer distinction between words than that based on their category; in other words, it would require \textit{lexicalized} rules.

### 4.4.2 Prepositions as an error source

As a promising candidate for modifiers that could profit from lexicalized preferences, we now develop a component that helps disambiguate the regents of prepositions. Not without reason has this task been a poster child of syntactical ambiguity. The array of statistical methods that have been applied to solving it is almost as varied as for part-of-speech tagging: it includes handwritten deterministic rules (Whittemore et al., 1990), maximum-likelihood estimates from supervised learning (Hindle and Rooth, 1991), maximum-entropy models (Ratnaparkhi and Roukos, 1994), transformation-based learning (Brill and Resnik, 1994), statistical decision trees (Stetina and Nagao, 1997), and neural networks (Sopena et al., 1998). Various knowledge sources have been used to obtain the necessary estimates, such as as annotated text (Collins and Brooks, 1995), unannotated text (Ratnaparkhi, 1998), web search engine queries (Pavia and Aït-Mokhtar, 2003), parallel corpora (Schwartz et al., 2003), or machine-readable thesauruses (McLauchlan, 2004). Even the best efforts so far achieve less than 90% of accuracy on unseen input.

<table>
<thead>
<tr>
<th>Label</th>
<th>occurred</th>
<th>retrieved</th>
<th>percentage</th>
<th>no. of errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET</td>
<td>2350</td>
<td>2350</td>
<td>100.0</td>
<td>0</td>
</tr>
<tr>
<td>PN</td>
<td>1725</td>
<td>1684</td>
<td>97.6</td>
<td>41</td>
</tr>
<tr>
<td>PP</td>
<td>1695</td>
<td>1133</td>
<td>66.8</td>
<td>562</td>
</tr>
<tr>
<td>ADV</td>
<td>1235</td>
<td>936</td>
<td>75.8</td>
<td>299</td>
</tr>
<tr>
<td>SUBJ</td>
<td>1210</td>
<td>1130</td>
<td>93.4</td>
<td>80</td>
</tr>
<tr>
<td>ATTR</td>
<td>1143</td>
<td>1106</td>
<td>96.8</td>
<td>36</td>
</tr>
<tr>
<td>S</td>
<td>1142</td>
<td>997</td>
<td>87.3</td>
<td>145</td>
</tr>
<tr>
<td>AUX</td>
<td>635</td>
<td>595</td>
<td>93.7</td>
<td>40</td>
</tr>
<tr>
<td>OBJA</td>
<td>604</td>
<td>522</td>
<td>86.4</td>
<td>82</td>
</tr>
</tbody>
</table>

Table 4.13: Attachment accuracy by annotated label on the test set.

The amount of work that has been expended on the task indicates how difficult it is; we can confirm this difficulty for our parser by measuring how well it does on particular types of relations. Table 4.13 measures the structural accuracy of the experiment from Table 3.2 conditioned on the \textit{annotated} label of each word. For instance, the most common type of edge, annotated with the empty string as a label, occurs only with punctuation; since there is virtually no ambiguity about which words are or are not punctuation, all 2350 cases were correctly left unattached. Similarly, the label ‘DET’ labels the dependency between a determiner and its noun, which is very easy to retrieve: of the 2030 words labelled ‘DET’ in the test set, the parser attached 2001 correctly.
In contrast, the label ‘PP’ exhibits the lowest structural recall of all important dependency types. Note that this figure applies in the context of parsing entire sequences and cannot directly be compared with most previous work on prepositional attachment, where only two possible regents are allowed in the first place, of which one is always correct. The WCDG parser has to select the correct regent for a preposition from all words in each sentence. This kind of situated PP attachment accounts for the largest number of attachment errors in absolute terms: roughly one word in 30 is a preposition that the parser attaches incorrectly. This means that information about PP attachment could add up to 3% to the overall structural accuracy. The next most serious problem is the similar adverb attachment, which contributes about half as many errors.

4.4.3 Possible disambiguation criteria

The principal reason for the comparatively poor performance on PP subordination is of course the wide range of possibilities that the individual preposition faces in many utterances. Modern German exhibits some features that particularly contribute to the difficulty. For instance, German prepositions can attach to adjective, noun and verb phrases, both to the left and to the right. Also, the separable verbs of German add a particular complication: the presence or absence of a particular prefix can influence the meaning and hence the behaviour of a full verb considerably, so that a verb attachment cannot adequately be judged by considering only one dependency relation at a time.

Nevertheless, speakers of German are probably not more confused about the relations of prepositions in a sentence than speakers of other languages. A variety of factors from different levels of understanding contributes to their ability to disambiguate PP attachment successfully.

- Syntax:
  (*SEGA has announced that sale of its internet-enabled console Dreamcast will begin on October 14th.*)
  (heiseticker, item 6018)
  Although prepositions can attach both to preceding and to following words, and to both nouns and verbs, attachment to a following noun is unusual. Therefore the marked prepositional phrase is more likely to modify the verb.

- Topological fields:
  “Die Version für Windows NT soll im November folgen.”
  (*The Windows NT version will follow in November.*)
  (heiseticker, item 6486)
Both the subject ‘Version’ and the preposition ‘für’ could plausibly modify the verb ‘soll’, but not both: since only one constituent usually precedes the finite verb, the preposition must be assumed to modify the subject rather than the verb.

- Default reasoning:
  “Ich behalte die Karte für morgen.”
  (I keep the ticket for tomorrow.)
  (constructed)
  The speaker might be talking about a dedicated ticket for tomorrow’s event, or about a generic ticket that may or may not get used tomorrow. Although both interpretations are plausible, the latter one appears to be preferred. This accords with the overall preference for verb attachment that treebank statistics predict.

- Idiomatic expressions:
  “Die Kommission achtet auf die Anwendung dieses Artikels und erlässt erforderlichenfalls geeignete Europäische Verordnungen oder Beschlüsse.”
  (The Commission attends to the application of this article and issues appropriate European ordinances or resolutions if necessary.)
  (European Constitution, §III-166)
  Since the verb ‘achten’ can form an idiomatic group with the preposition ‘auf’, it is likely that a co-occurrence of both actually is an instance of that idiom, because non-idiomatic homonyms are generally less frequent than their idiomatic counterparts (Nunberg et al., 1994).

- General lexical preference:
  “Für das Paket zahlte die Telekom damals einen Betrag von drei Milliarden Mark.”
  (Telekom had paid DM 3,000,000,000 for the bundle.)
  (heiseticker, item 19998)
  Here the preposition ‘von’ has no obvious role to play when combined with the verb ‘zahlen’, because payment does not involve an obvious ‘topic’ slot that a monetary amount could fill. However, it is often used to specify the amount of the sum of money itself. Therefore, noun attachment is more likely in this case despite the global preference for verb attachment.

  We see that the preference of particular lexical items to combine with each other is not at all limited to idiomatic expressions, but can also disambiguate between two free combinations that are equally possible but not equally salient.

- Named entities:
“Davon sind 12 Prozent bei der Kreditanstalt für Wiederaufbau geparkt.”
(12% of these reside with the Kreditanstalt für Wiederaufbau.)
(heiseticker, item 18197)

This utterance will invariably be understood as a noun attachment by anyone who is familiar with the governmental agency ‘Kreditanstalt für Wiederaufbau’.

- Style:

“Außerdem verpflichtete sich das Unternehmen, insgesamt rund 8 Millionen weitere Aktien von Lycos Europe für 10 Euro pro Aktie zu zeichnen.”
(The company also pledged to tender 8,000,000 additional shares of Lycos Europe for €10 a share.)
(heiseticker, item 13982)

Here, the combination of ‘Aktie and ‘für’ is highly salient, but the noun attachment would create a noun phrase with a repeated element (‘shares for 10 € per share’), which is considered bad style. If this reading were intended, the formulation should have been “für jeweils 10 Euro” (‘for 10 € each’).

“AT&T verlangt daher von der FCC, dass diese Behörde der Fusion von Time Warner und AOL nur zustimmt, wenn Time Warner einwilligt, die 25.5 Prozent von TWE von AT&T zurückzukaufen.”
(Therefore, AT&T demands that the FCC should allow the merger between Time Warner and AOL only if Time Warner agrees to buy back the 25.5% of shares in TWE from AOL.)
(heiseticker, item 13059)

Both marked prepositional phrases could fittingly modify the preceding noun ‘Prozent’ or the following verb ‘zurückzukaufen’, but they should not modify the same word; if there really were two different sellers, good style requires the use of explicit co-ordination (or at least a comma) rather than two parallel prepositional qualifications. Therefore the usual interpretation would be that the first preposition subordinates under the preceding noun and the second, under the following verb (the inverse distribution is prohibited by the projectivity principle).

- Semantic weakness:

“Das viel zitierte “Ende des PC” kommt nach Meinung von Barrett jedenfalls nicht so bald.”
(According to Barrett, the “end of the PC”, often predicted, will not arrive in the near future.)
(heiseticker, item 18674)

Here, the expression ‘nach Meinung’ (‘following the opinion’) is a strong indicator of noun attachment of the following preposition: its compositional meaning has faded, and it functions merely as a synonym for ‘according to’. This meaning requires an argument, which is supplied by the preposition ‘von’; the use of
‘nach Meinung’ without either a genitive or prepositional subordination would be unacceptable to almost the same degree as the use of a preposition without a kernel. Note that both the preposition and the noun behave quite normally with other words; the effect is characteristic only of the entire phrase and not of either of its components.

- World knowledge:

“Bereits in wenigen Monaten steht nämlich der Übergang zu einer im 0,13-µm-Prozess gefertigten Pentium-4-Version (Codename ‘Northwood’) an, die nur in Mainboards mit dem neuen µPGA-478-Sockel arbeiten wird.”

(The transition to a version of the Pentium 4 produced with the 0.13µm process (code-named ‘Northwood’), which will only work in main boards with the new µPGA 478 socket, is already scheduled in a few months’ time.)

(heiseticker, item 17254)

Here, the attachment of ‘mit’ to ‘Mainboards’ leads to the interpretation of the sentence given in the gloss. Attaching it to ‘arbeiten’ would mean that the new processor version will only co-operate with the new socket if it is used within a main board (implying that it might be useful even without a main board, just not in tandem with the new socket). This is obviously not the intended meaning, since computer processors cannot operate at all unless inserted in a main board, and in that case they do not co-operate with a socket, but reside within it. However, a very detailed representation of technical knowledge and advanced reasoning capabilities would be necessary for a parser that could duplicate this argument.

This list of factors in determining prepositional phrase attachment, by no means complete, conveys an impression of the manifold criteria that a perfect language analysis system would have to employ. The actual state of the art is, of course, more limited: so far, our model of German employs only the first five of these criteria for disambiguation.

Syntactical aspects can be dealt with most easily; for instance, it suffices to write a rule that constrains preposition-to-noun subordination to instances where the preposition follows the noun. Also, in the context of a particular partial syntax tree, many more attachments are ruled out by the general projectivity and topology constraints. Similarly, default reasoning can be incorporated into a rule set by simply writing a weak constraint that is conditioned merely on the category of the attachment point.

A far greater effort has to be made to incorporate lexical preferences. The information that a particular prepositional attachment has idiomatic status depends crucially

---

8As usual, the prohibition is not absolute. For one, the ordering requirement might be violated in spontaneous speech with little loss in acceptability, and a grammar might want to capture this flexibility. Also, prepositions are allowed to precede nouns if both are part of an argument cluster within an elliptical co-ordination. Nevertheless these conditions are comparatively easy to describe compared with the vaguer criteria given above.
on the identity of both the preposition and the regent involved (and to a lesser degree upon the identity of the kernel noun). In the compilation of our verb lexicon, valence information was added manually to each of the about 8,000 German verbs covered there. About 200 of them were judged to form clear idiomatic expressions together with specific prepositions. But lexicalized rules are not only necessary to describe idiomatic associations. It is rather plausible intuitively that one of the two different situations that correspond to such an attachment ambiguity would be inherently more likely, as in the last example above. Furthermore, simplified versions of the attachment problem have often been solved solely on the basis of the main content words involved, i.e. disregarding the complete sentence (Hindle and Rooth, 1991; Ratnaparkhi and Roukos, 1994; Brill and Resnik, 1994; Collins and Brooks, 1995). It turns out that over 80% of these simplified problems can be solved correctly. This is a strong confirmation of the hypothesis that the words directly involved in a PP attachment are by far the most important factors to be considered.

4.4.4 Machine Learning for PP attachment

When the lexicon of German was compiled, a strict separation was maintained between adjunct and complement prepositions, reflected in different syntactic edge labels (PP versus OBJP). The identification of prepositional complements is a difficult task and subject to much individual disagreement; for instance, Albert et al. (2003) give six pages of possible criteria to distinguish the two, and ultimately refer to an extensive list of confirmed prepositional objects as the final test. The available lexicon takes a cautious approach and only considers very clear cases of idiomatic collocation to be prepositional objects; the great majority of all prepositional attachments are considered normal modifiers (PP). Therefore, even though OBJP edges are slightly preferred by the grammar, so far this criterion has little influence on overall disambiguation.

For instance, the compound verb ‘anfangen’ (to start) can take a direct object that denotes what is started. Alternatively, it can take the preposition ‘mit’ to express the same thing, but only if no direct object is present. This is a clear indicator of a non-compositional meaning, and therefore the lexicon specifies that ‘anfangen’ can take a prepositional object if the preposition is ‘mit’. Currently the only effect that this has on parsing is a slight preference for the attachment of ‘mit’ to ‘anfangen’, if both occur in the same sentence. This arises because complements are punished less than modifiers by the general distance constraints, and therefore an OBJP subordination will usually carry a better score than any PP subordination in the same sentence.

All other German prepositions are considered interchangeable with respect to this verb, which is surely an oversimplification. However, because of the sheer number of different verbs and prepositions a detailed description of general verb/preposition preference would be much more time-consuming than the restricted set of object relations. It would also be much more prone to individual error and revision, since all
the easy cases are already done. Clearly, these circumstances provide a good opportunity for machine learning: if enough data can be exploited, the association between prepositions and content words could be taken into account by a variable-strength constraint which is instantiated by values estimated from previous observations.

Throughout the following discussion we will use the following (constructed) example:

"Die Firmen müssen noch die Bedenken der EU-Kommission gegen die Fusion ausräumen."

(The companies have yet to address the Commission’s concerns about the merger.)

(constructed)

The preposition ‘gegen’ here has three superficially plausible attachment points (‘Bedenken’, ‘EU-Kommission’, or ‘ausräumen’), but the intended reading is almost certainly ‘Bedenken gegen die Fusion’ (concerns about the merger). Note how this contradicts the more general heuristic decision rules: the attachment is to a noun rather than to the verb, and in fact to the more distant of the two nouns. Nevertheless, most informants would unhesitatingly choose the longer subordination, presumably because of world knowledge, which we cannot easily represent. However, it certainly seems as if a lexical preference exists between the two words ‘Bedenken’ and ‘gegen’ that is quite independent of the particulars of European economic policy, and that we ought to be able to measure in other German texts.

The obvious method of measuring the attraction of a word for another is to count how often each of them occurs, and how often the two form a dependency relation. When we examine all manually annotated dependency trees of German at our disposal, we do in fact find that neither ‘ausräumen’ nor ‘Kommission’ are ever modified by the preposition ‘gegen’, but ‘Bedenken’ is modified by it eight times. This seems to support our intuitive judgement, but care has to be taken to verify that the argument is valid. For instance, the collocation ‘Bedenken’+’gegen’ might occur more often than ‘ausräumen’+’gegen’ simply because the word ‘Bedenken’ is more common than ‘ausräumen’. It turns out that the word ‘Bedenken’ on its own is, in fact, more frequent than ‘ausräumen’, but it is also much less frequent than the word ‘Kommission’; this strengthens the case for the inferred association between this specific word and the preposition. To formalize the argument, an association between a word $w$ and a preposition $p$ should be considered stronger the more frequent it is ($f_{w+p}$), but weaker the more frequent its component words are in the first place ($f_w$, $f_p$). We can normalize the obtained value by division with the number of all words $t$, and obtain a measure of lexical association strength:

$$LA(w,p) := \frac{f_{w+p}}{f_w \cdot \frac{f_p}{t}}$$

The denominator of this expression is the expected value of co-occurrence between two words, that is, the number of times we would expect them to co-occur if there were no lexical preferences at all, while the numerator is the actually observed value.
If the ratio is much higher than 1, we can assume that the words are in fact positively correlated, while a number close to 0 indicates that the two words are particularly unlikely to form a subordination.

In our example, the desired subordination ‘Bedenken’+‘gegen’ achieves a strength of 4.97, while both alternatives score 0. This measure, then, provides us with an objective reason for preferring the desired dependency in the example sentence, one that can be implemented in a parser without asking a native speaker for advice. We can add this sort of preference to our grammar by writing a new constraint with a penalty that varies with the measure of lexical association strength:

\[
\{X!SYN} : 'PP-attachment' : stat : [ predict(X@id, PP, X^from) ] : \\
X.label = PP \mid X.label = KOM \\
-> \\
predict(X@id, PP, X^from) = 1;
\]

This assumes that the result of these frequency calculations is made available to WCDG through a predictor program ‘PP’, which compares the evidence for all possible subordinations and makes corresponding predictions, scaled to the interval [0..1], that can be used as constraint penalties.

So far we have only considered supervised learning: heuristics about creating subordinations were derived from observing previous attachments. However, the amount of labelled training data available for this task is comparatively small. Annotating syntax structure is a rather expensive task, and is feasible only in limited amounts. The 100,000 syntax trees we have available are simply not enough to measure many common collocations: although we can make a case for a near-idiomatic combination such as ‘Bedenken’+‘gegen’, the similar ‘Bedenken’+‘wegen’ is not attested in our data at all, and therefore cannot be measured. Even the evidence for the example pair is rather marginal; eight occurrences could well be a chance result rather than the strong association we look for, particularly since all eight stem from the same area of the ‘heiseticker’ corpus (reporting about intended mergers during the 2000 dot.com bubble). If this section of our corpus had ended 20% earlier, we would not have a single instance to go on.

It is therefore inevitable that we should also consider unsupervised learning. This adds another level of uncertainty to the method: we can only count co-occurrences rather than attested relations, which may or may not indicate a lexical association. However, since WCDG is perfectly capable of profiting from uncertain knowledge, it will certainly be preferable to no knowledge at all. The upside of using raw text is that it can be obtained in far larger quantities, so that many more instances can be found.

For our experiments, we use the machine-readable corpus of back issues of the German daily newspaper tageszeitung, which can be licensed for research purposes. This
contains about 18,000,000 sentences with 295,000,000 words, which is more than two orders of magnitude more text than our dependency corpus; for instance, it contains the word ‘Bedenken’ 9,618 times, rather than just 37 times.

An important question is now which of the co-occurrences in raw text we should assume to be actual subordinations, and which must be considered accidental. A valuable indicator could be the order of words; for instance, dependency relations generally tend to occur between near rather than remote co-occurrences, and prepositions usually attach only two preceding rather than to following nouns. Following Volk (2001), we filter the set of possible subordinations as follows:

1. Prepositions are considered possible verb modifiers if they occur within 11 words on either side.
2. Prepositions are only considered possible noun modifiers if they occur immediately after the noun.
3. To counter the bias against nouns that step 2 introduces, the counts of prepositions immediately after nouns are artificially inflated by a factor of 5.

To reduce the parameter space as much as possible, we reduce each word to its lemma before counting it, so that ‘ausräumen’, ‘ausgeräumt’ and even the separated form ‘räumt...aus’ are counted as instances of the same verb. Of course, in raw text this information is not as certain as in our annotated sentences; for instance ‘ziehen’ could be the infinitive of the full verb ‘ziehen’, or the (very rare) imperfect finite form of the verb ‘ziehen’. Where we detect such possible conflicts, we inhibit the stemming algorithm so that counts of the two verbs will not be mixed up. For the same reason, we use the WCDG lexicon to undo noun compounding: both marked and unmarked compounds of known nouns are reduced to the base noun, on the assumption that lexical association is influenced much more by the base noun than by prefixes. Both ‘EU-Kommission’ and ‘Untersuchungskommission’ can therefore profit from evidence obtained about the base noun ‘Kommission’.

As expected, this larger corpus contains many more instances of the pairs in question. The lexical association strength for the intended ‘Bedenken’+ ’gegen’ is in fact 24.79, that is, these words co-occur much more often than they should if there were no lexical preferences. The strength of association with the word ‘Kommission’ is only 0.66, and that of the word ‘ausräumen’ is 1.66. These figures are encouraging: even though we can only observe co-occurrence of words, rather than confirmed subordinations, the data confirm our intuitive judgement, in fact even stronger than in the supervised case.

\[9\] Preliminary experiments showed that reassembling separable verbs can be performed with 99% accuracy by simply associating each separated prefix with the nearest preceding full verb.
4.4.5 Experiment

In order to turn corpus counts into an actual predictor for the sake of WCDG, several implementation details have to be determined. It is probable that each of these could have a measurable impact on the accuracy of the predictions in themselves; nevertheless we do not attempt to optimize all parameters of the predictor, since this would require many additional runs across the entire training corpus. Instead we aim only for choices that are good enough to result in a positive benefit to syntax analysis, with the understanding that an improved predictor might yield better results.

First of all, should we base our decisions on unsupervised or supervised counts? We have seen that unsupervised counts can make predictions for more of the word combinations that might occur, but on the other hand supervised counts guarantee that we really are counting syntactic dependencies, and not co-occurrences that might be caused by misleading indirect correlation. In order to exploit both knowledge sources, we test possible preposition-word pairs first against the supervised counts. If the hypothetical regent word has occurred fewer than 1,000 times altogether, we switch instead to unsupervised counts. (This threshold value is the first of the several parameters that could probably be optimized for some additional benefit.)

The lexical association strength as defined in Section 4.4.4 is then computed for each possible regent of each preposition. A problem occurs when we have no evidence at all for a particular combination: should we assume that the words are in fact infinitely unlikely to modify each other, or that there is in fact some affinity that our data were too sparse to measure? Once again we attempt a compromise: if the expected number of co-occurrences is below 4, we assume that we have indeed measured a total lack of attraction; otherwise we back off from the identity of the regent to its part-of-speech tag, which always furnishes enough counts to have a rough idea of its behaviour.

In order to be used as a constraint penalty, the LA scores must then be transferred into the narrower range between 0 and 1. Since lexical attraction is, at best, a weak preference that can be preempted by many other language rules, and we expect a decisive influence only when no other important rules apply, it seems advisable to choose penalties generally close to 1. We choose the following mapping:

\[
p(w, p) = \frac{\max(1, \min(0.8, 1 - (2 - \log_3(\text{LA}(w, p))/50)))}{c}
\]

The lexical association strength contributes only logarithmically to the attachment preference. Overall, the possible penalties range from 0.8 to 1.0. The normalization constant \(c\) is chosen so that the highest of all values is exactly 1, as with part-of-speech tagging; this ensures that the preferred interpretation of a PP attachment incurs no penalty at all.

Some individual peculiarities of German must also be taken into account. For instance, the words ‘durch’ and ‘von’ are syntactically prepositions, but they also
function as passive morphemes (German has no synthetic passive voice), and then modify all past participles indifferently; therefore we exempt these subordinations altogether from penalty calculations.

Besides adding the new constraint ‘PP attachment’ to the grammar, we also disable several of the existing constraints that apply to prepositions, on the assumption that our lexicalized model is more exact than the very general preferences made so far. For instance, the global preference for verb attachment to noun attachment was essentially a primitive unlexicalized approximation of the new constraint, whose task is now taken over entirely by the statistical predictor. We also assume that lexical preference exerts a stronger influence on attachment than mere linear distance when both can apply to a configuration; therefore we change the distance constraint so that it exempts prepositions from the normal distance penalties imposed on adjuncts.

<table>
<thead>
<tr>
<th>Class</th>
<th>without</th>
<th>with</th>
<th>change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–10</td>
<td>94.4%</td>
<td>94.9%</td>
<td>+0.6%</td>
</tr>
<tr>
<td>11–20</td>
<td>91.1%</td>
<td>93.0%</td>
<td>+2.0%</td>
</tr>
<tr>
<td>21–30</td>
<td>89.0%</td>
<td>90.5%</td>
<td>+1.7%</td>
</tr>
<tr>
<td>31–40</td>
<td>87.0%</td>
<td>86.7%</td>
<td>−0.4%</td>
</tr>
<tr>
<td>&gt;40</td>
<td>81.9%</td>
<td>84.7%</td>
<td>+3.3%</td>
</tr>
<tr>
<td>all</td>
<td>89.3%</td>
<td>90.6%</td>
<td>+1.5%</td>
</tr>
</tbody>
</table>

Table 4.14: Syntactical attachment accuracy without and with PP predictions.

Table 4.14 compares the results of parsing the test set with and without the new predictor. The most important result is that accuracy increases in almost all classes (only the second longest class of sentences, with only 76 instances, shows a slight decrease), and the overall attachment accuracy improves by 1.5%. This is a considerable improvement from our simple predictor, even if it is somewhat less than half of the 3% that we computed as the theoretical maximum benefit we could have achieved.

A brief closer look at the effects of the new constraint is therefore in order. The very first sentence of the test set furnishes both positive and negative examples:

“In Rosbach kann die Stadt das Baugrundstück im Wert von 870000 kostenfrei zur Verfügung stellen, außerdem erhält der Bauträger ein Darlehen von 579000 Mark.”

(The city of Rosbach can supply the plot worth [DM] 870,000 free of charge; the contractor is also loaned DM 579,000.)

(NEGRA, sentence 18602)

The analysis without PP predictions contained two errors, both of them concerned with prepositions: the words ‘zur’ and ‘von’ were misattached. Both errors are corrected by the additional information because the collocations ‘Darlehen’+‘von’ and ‘zu’+‘stellen’ are rather strong, in fact almost idiomatic, and unsupervised learning has retrieved strong preferences for them. On the other hand, the augmented grammar also makes a new error: the word ‘im’ is attached to ‘stellen’ rather than the
correct ‘Baugrundstück’, since the verb ‘stellen’ (*put*) is strongly attracted to the local preposition ‘in’.

This example alone points out at least two different weaknesses that hamper our simple model of PP attachment. Most importantly, it assumes that only the preposition itself and not its kernel NP influences the attachment preference. This is manifestly false: the complete phrase ‘im Wert von’, which simply means *worth* can be expected to exhibit a much stronger, in fact almost idiomatic, attraction for the noun ‘Baugrundstück’ than for the verb ‘stellen’; this effect would reverse the error if it could be learnt automatically. We have disregarded such context effects only because for our data sets, counting entire prepositional phrases would increase the parameter space to the point where all counts can no longer easily be kept in RAM, and the extraction tools would have to be thoroughly rewritten. For optimal performance a PP attacher should certainly condition at least on the kernel noun of every preposition, and in fact most specialized work on PP attachment does exactly that.

A second weakness that contributes to this error is that we assume all prepositions with the same base form to be equivalent. Again this is generally true, but obviously untrue in this case. The form ‘im’ is used only as the dative variety of ‘in’ with masculine or neuter nouns, and therefore only if the preposition is used in the *essive* (local) sense, while the strong attraction of ‘stellen’ for ‘in’ stems mainly from the *lative* (directional) sense. Again, distinguishing between both varieties would probably have lessened the misleading attraction and reversed the error. Unfortunately, the preposition ‘in’ is atypical in this regard with its special forms ‘im’ for essive and ‘ins’ for lative use. Most other prepositions do not allow such deductions to be made easily in raw text because they have only one form, and therefore our counts ignored the distinction.

Yet another systematic weakness occurs only for the unsupervised predictions. We have seen that in the initial example sentence, unsupervised learning correctly preferred the desired pair ‘Bedenken’+‘gegen’, but in fact it also computed a LA above 1 for the wrong pair ‘ausräumen’+‘gegen’, although no common constructions spring to mind where these two words are indeed subordinated under each other. When we check the evidence for this figure, we find that it exclusively derives from cases in which ‘ausräumen’ and ‘gegen’ co-occur, but do not form a dependency relation; that is, the score obtained for this pair was based *entirely* on failed heuristics.

Many of these cases are sentences which combine all three words: the verb ‘ausräumen’ has a high lexical preference for the noun ‘Bedenken’, which in turn has a preference for the preposition ‘gegen’. It is therefore likely that ‘ausräumen’ and ‘gegen’ will often, in fact almost always, occur in the same sentence when they are *not* directly linked. We see here the effects of an indirect lexical preference. In the example case the secondary effect was not critical, since the favored collocation was much stronger, but it clearly shows the limits of unsupervised learning: whenever such a secondary collocation co-occurs with the preposition but without the primary
collocation, it will wrongly attract the preposition anyway. For instance, newspapers routinely give time and location of events with phrases such as these:

“Die CDU wird nach den Worten ihres Generalsekretärs Peter Hintze bei ihrem Kleinen Parteitag am kommenden Montag in Bonn eine “Standortbestimmung” vornehmen.”

(According to secretary Peter Hintze, the CDU will “reposition” during their local assembly next Monday in Bonn.)

(NEGRA, sentence 19052)

Since the combination weekday + ‘in’ is so common, unsupervised learning will wrongly consider it a strong collocation, when in fact weekdays virtually never bear local modifiers. Luckily, the days of the week are common enough that we have enough instances in our supervised corpus to correctly predict a very low probability for this subordination, but similar effects must be expected to occur with many other recurring phrases. Altogether it is not surprising that our simple model achieves only half of the improvement we have calculated as a theoretical maximum on page 127; it is probable that a more sophisticated predictor could improve on these results. Still, the improvement of 1.5% in attachment accuracy is already a valuable result in itself: it shows that PP attachment information fills a specific gap in the existing language model. Perhaps more importantly, the ratio of sentences that receive an entirely correct structure increases from 41% to 47%.

4.5 Learning parse moves

The previous discussion was primarily concerned with uncovering and fixing weaknesses in the model of language that a WCDG defines. To this end, the distribution of typical errors was analysed and additional empirical knowledge about those weak points was incorporated. This approach changes the language model in a way that is overall for the better, even if it can cause deterioration in individual cases.

However, improving the model in this way can not solve the parsing problem entirely, since not all errors that the parser makes are errors of the model; many errors, perhaps the majority, are due to the incompleteness of the solution methods, which may miss the desired analysis of a sentence even if the grammar accurately predicts it. This leads to the question whether statistical methods could not be of use to combat this difficulty as well.

As an example, consider the two analyses of the sentence

“Die Kommission erstellt jährlich einen Bericht über den Stand der Verwirklichung der in Artikel III-209 genannten Ziele sowie über die demographische Lage in der Union.”

(The Commission compiles yearly reports about the state of the realization of the
die Kommission erstellt jährlich einen Bericht über den Stand der Verwirklichung der in Artikel III-209 genannten Ziele sowie über die demographische Lage in der Union.
goals named in §III-209, and about the demographic situation in the Union.)
(European Constitution, §III-216)

shown in Figure 4.5. The analysis on the left corresponds to the intuitive meaning,
while the right one shows the output of the transformation-based search after a
comparatively early interruption. Altogether, this analysis contains seven wrong
attachments and ten wrong dependency labels.\footnote{Once again, this example is somewhat contrived. The WCDG parser described here does eventually correct all of these mistakes, if it is given enough time to complete the transformation process.}

The resulting interpretation exhibits a curious mix of correct and incorrect parse de-
cisions. For instance, the parser has correctly analysed the noun phrases “die Kom-
mission”, “einen Bericht über den Stand”, and even “der Verwirklichung der in Artikel
III-209 genannten Ziele”. (This supports our earlier reasoning that chunk-internal
relations are not a major problem for our parser.) However, the macro structure of
the first part of the sentence is wrongly interpreted to mean “The realization gives
the commission to a report” rather than “The commission gives a report about the
realization”. While clearly mistaken, this interpretation is not strictly impossible
according to the constraints, and only incurs minor penalties. In contrast, the last
words of the sentence are analysed in an obviously wrong way: more than one word
is subordinated as a complement of the conjunction ‘sowie’, which is not allowed by
our annotation rules, and in fact causes several hard constraints to fail.

What causes such a variegated parse result? Since the transformation process tries
to correct errors in descending order of their severity, it always focuses on the part
of a sentence that is currently ‘most’ wrong, as defined by the set of constraints.
If there are several subordinations that violate hard constraints (and initially, there
almost always are several, except in trivial sentences), the order in which they are
investigated is not well-defined. In this case, the process was stopped before it could
ever attend to the errors at the end of the sentence, and the last dependency edges
remained as they were after the initial assignment.

From a computational perspective, such behaviour is understandable: if we use an
intractable formalism to model the parsing problem, we must live with occasional
failures of the resolution algorithm, even if it achieves a competitive overall accuracy.
A global search would run the risk of not producing any analysis if interrupted too
early; and local search algorithms will characteristically attack conflicts only one at
a time. But particularly in sentences such as this, which do not contain any unusual
constructions at all, it seems inappropriate for a sophisticated syntax parser to make
errors of this kind.

In fact, from a linguistic perspective it must be asked whether an uneven analysis
such as this is any better than not having an analysis. If we must expect occasional
preposterous errors in the output of a system, this severely handicaps its general
usefulness because we can never know whether or not this has happened in a particular instance (Kay, 1980). It would be much better if we could at least count on a plausible analysis, even if it might not be correct in all details, because that is likely not only to contain fewer errors by our evaluation measures, but also to be more useful for processing beyond parsing.

4.5.1 Oracle parsing

Cases such as this demonstrate the penalty we pay for using too general an approach on input that could be analysed just as well (or even better) with much simpler methods. None of the constructions in this sentence is especially uncommon or should require special attention. For instance, the entire sentence contains only 12 different dependency labels (out of the 35 that the grammar defines). Subject and object do in fact occur in this order (and not inverted, as the analysis wrongly predicts), and the non-projective subordination of the co-ordinating conjunction ‘sowie’, which the grammar allows because it sometimes occurs, is in fact wrong for this sentence. In fact, almost every word of the sentence seems to fulfill exactly the role that a superficial analysis would assume. (We will substantiate this claim in the next section.)

In other words, the parser suffers from allowing alternatives that are necessary for rare cases even when dealing with not-so-rare cases, because it has no way of judging whether a problem instance is pathologically abnormal or run-of-the-mill. Instead it defensively assumes that every sentence is pathological: until it can prove that there is a solution which requires no rare constructions, it will always attempt to instantiate every single one of them. The potential for hybrid systems is obvious here: if we can obtain a simple analyzer that solves some or even all ‘easy’ problems with little effort, it will be worthwhile to use even if it fails to analyse many difficult ones. For instance, its output could be used to choose a more likely starting point for the transformation process; the deep parser would then not have to spend any time considering alternatives for parts of the sentence that have already received a satisfying analysis. And if the simple parser fails, it will not have lost the deep parser much time; normal processing can simply start from an arbitrary point, as it would have done anyway.

In the example, we would hope that a simple parser would be able to predict at least the noun phrases with much less effort, so that deep analysis could immediately start making the more subtle decisions — for instance, optimally attaching the co-ordination or the final prepositional phrase.

Although a wide range of efficient parsing techniques has been proposed, many of them are dedicated to the construction of phrase-structure trees. While it would be possible to transform phrase structure into dependency structure in order to obtain predictions for the WCDG system, this would somewhat defy the purpose of using
a simple parser as an oracle. It would be preferable to use a method that generates dependency trees directly.

Algorithms have also been proposed that operate entirely in dependency space. Hudson (1989) proposes a simple monotonous scheme in which dependency edges are added between suitable words, for as long as this is possible without violating basic tree properties such as projectivity. Covington (1990) omits this restriction and arrives at an even non-cyclic algorithm that can construct any non-cyclic dependency tree (but still prefers continuous constituents). Eisner (1996) proposes a dynamic programming algorithm that constructs the most probable tree from the bottom up in $O(n^3)$ steps, and gives different probability models that can be used with it. Samuels-son and Voutilainen (1997) describe a probabilistic model that comprises independent random variables for dividing input into nuclei, constructing dependencies, assigning edge labels, and determining surface word order. Parsing employs a chart parser that resembles the CYK algorithm commonly used for analyzing context-free languages. Finally, Nivre (2003); Yamada and Matsumoto (2003) propose shift-reduce parsing which can guarantee to find a spanning tree for any input in linear time. The basic idea is that an analysis can be characterized by the sequence of moves that a stack-based analyzer would make to construct it, so that a predictor for dependency trees can be constructed by iterating a predictor for individual parse moves.

Some of these approaches appear unsuitable for our goals. In a robust grammar with very broad coverage such as ours, almost any two words can be assumed to modify each other in some way; therefore, strategies such as adding an edge whenever this is possible are likely to lead to almost random collections of unlikely subordinations which, taken together, make little sense. On the other hand, we would like to avoid elaborate probability models, since we do not want to exert much effort in fine-tuning a model which is not expected to be definitive anyway. Also, for long problem instances even a polynomial algorithm might take up more time than is appropriate for an oracle.

### 4.5.2 Shift-reduce parsing

The most promising candidate as a fast oracle for parsing decisions seems to be a variant of shift-reduce parsing. The characteristic elements of such a parser are an input pointer and a pushdown stack. The pointer moves monotonically from the first word to the last, and structures can be created that involve the currently visible word and the words or structures on top of the stack. Such mechanisms have traditionally been used for parsing formal languages such as programming languages (Aho et al., 1986). Similar methods were also proposed for parsing natural languages (Marcus, 1980; Shieber, 1983).

The most important difference to parsing formal languages is of course the problem of ambiguity: while formal languages can often be defined so that they allow deterministic analysis, natural languages abound with ambiguity that cannot be resolved
4.5. LEARNING PARSE MOVES

locally, so that more than one parsing action is often possible in a given state. For instance, a shift-reduce conflict occurs when it is unclear whether the next word should be included in the constituent under construction or not; in a reduce-reduce conflict different constituents can be constructed with the same material. A successful shift-reduce parser must either be prepared to explore both possibilities, or possess very good heuristics for choosing the correct action. Early approaches such as that of Marcus (1980) aimed to explain the human ability for language understanding in linear time, and therefore employed informed heuristics in order to avoid backtracking altogether; with the rise of corpus-based parsing, it became more usual to allow backtracking, but guide it through frequencies obtained from corpus counts.

A shift-reduce parser for constructing dependency structure is closely analogous to one for constructing phrase structure, but since it need only construct word-to-word subordinations, the stack never contains intermediate nodes, but only individual words, and reduce actions only clear the stack without constructing additional structure. We assume a model like the one proposed by Nivre (2003), which allows at most four different moves to be made at any time:

1. SHIFT: The next word in the input string is pushed onto the stack, and the pointer is advanced to the next word.
2. REDUCE: The word on top of the stack is removed.
3. LEFT: The word on top of the stack is subordinated to the next input word and removed from the stack.
4. RIGHT: The next input word is subordinated to the word on top of the stack, and then pushed onto the stack.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Move</th>
<th>Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ ] . Prince verkauft sich im Internet</td>
<td>SHIFT</td>
<td>Prince • SUBJ ➔ verkauft</td>
</tr>
<tr>
<td>[ Prince ] . verkauft sich im Internet</td>
<td>LEFT</td>
<td>Prince • OBJA ➔ verkauft</td>
</tr>
<tr>
<td>[ ] . verkauft sich im Internet</td>
<td>SHIFT</td>
<td>verkauft • PP ➔ verkauft</td>
</tr>
<tr>
<td>[ verkauft ] . sich im Internet</td>
<td>RIGHT</td>
<td>sich • PN ➔ verkauft</td>
</tr>
<tr>
<td>[ verkauft ] . im Internet</td>
<td>REDUCE</td>
<td>verkauft im Internet • PN ➔ im</td>
</tr>
<tr>
<td>[ verkauft im Internet ] . $</td>
<td>REDUCE</td>
<td>verkauft im Internet • S ➔ null</td>
</tr>
<tr>
<td>[ verkauft ] . $</td>
<td>REDUCE</td>
<td>verkauft • S ➔ null</td>
</tr>
</tbody>
</table>

Figure 4.6: Analysing a simple sentence with shift-reduce parsing.

For any connected, projective dependency tree over a sentence of \( n \) words, there is a unique sequence of at most \( 2n \) parse moves that will construct this tree. The key
idea is to shift tokens onto the stack until the top word and the input word form a left or right subordination, and reduce a token only when it has already acquired all right subordinations that it should have. Figure 4.6 shows the sequence of parse moves necessary to correctly analyse the sentence

“Prince verkauft sich im Internet”
(Prince sells himself on the internet)

Square brackets denote the parse stack, with the top word at the left, while the stop symbolizes the input pointer. Note that parsing takes exactly $2n$ steps.

Various variants or extensions of this algorithm are possible that change the set of trees that can be constructed. For instance, the example shows how labelled dependency trees can be constructed by set multiplying a set of permissible labels with the set of parser moves. Also, the REDUCE move is usually restricted to parser configurations in which the top stack word already has a regent. If this condition is lifted, a forest of unconnected trees can be generated. We do in fact allow precisely this, for instance to allow the final full stop to form a second null dependency.

It is to be expected that the utility of an attachment predictor would correlate with the accuracy of its predictions. In the case of shift-reduce parsing, this will depend on how well an oracle is able to predict the correct parse move to be made from the information it has available. In our favour is the property that the problem has a constant, small branching factor: for unlabelled trees, the decision to be made at each step is among a set of not more than four alternatives (since not every move is even possible in every parser configuration). It might be possible to construct a predictor that archives an accuracy high enough that it can be run with no backtracking at all, and still produce an analysis that is accurate enough to be useful as an oracle.

4.5.3 Previous work on deterministic dependency parsing

Several previous works have reported on constructing just this sort of deterministic shift-reduce parser. Nivre (2003) describes a rule-based parser that creates unlabelled, connected syntax trees, and compares the impact of different scheduling policies on the accuracy of parsing a small toy corpus. The simplest possible policy is a static ordering on the possible moves, so that of all possible moves, the highest-ranked one is always taken. For instance, parse moves could be taken in the preference LEFT-RIGHT-REDUCE-SHIFT.

Some simple extensions are also described that help choose between particular alternatives in a more reasonable way. For instance, a SHIFT/RIGHT conflict arises when the input word could be a post-modifier of the stack word, but also a pre-modifier of the word after it. In this situation, the SHIFT action is preferred if the stack word is a verb, which corresponds to a preference for the pre-modifier analysis.
The best of these parsers achieves an attachment accuracy of 89.0% on a corpus of about 4,000 words of Swedish.

The parser described by Yamada and Matsumoto (2003) works with a similar set of moves, but can make several passes over the input so that its worst-case time complexity is quadratic rather than linear. Its scheduling policy is learnt from a treebank; the relevant features that determine its decisions are not only the words to the left and right of the input pointer and their syntactic categories, but also the words and categories that are already subordinated to the hypothetical new regent. For instance, in the phrase

“the buyers and sellers of last resort who were criticized after the 1987 crash”

the word ‘who’ should attach to the regent ‘sellers’. Their parser is able to detect that the word ‘were’, which modifies ‘who’, indicates the plural reading of ‘who’, and therefore the plural regent ‘sellers’ is more appropriate than the singular ‘resort’. To handle the very large space of possible features defined by this model, the system uses support vector machines, which are able to generalize efficiently even in many dimensions and at the same time avoid overfitting. With the best parameter settings, a structural accuracy of 90.3% is achieved when analysing the standard part of the Wall Street Journal corpus.

Nivre et al. (2004) likewise extend the rule-based shift-reduce parser so that it assigns dependency labels as well as structure, and learns its decisions from a treebank. The memory-based ID1 algorithm is chosen for its flexibility in dealing with unknown parser configurations. This parser was later also applied to the Wall Street Journal corpus (Nivre and Scholz, 2004) and there achieved a structural accuracy slightly below previously published results, but a competitive labeled accuracy.

### 4.5.4 A simple parser of German

A conclusion of the work cited last was that the accuracy of shift-reduce parsing degrades gracefully with increasing sentence length. Because it does not open the full space of theoretically possible word-to-word modification that WCDG or even a PCFG parser must allow, it misses some of the unusual constructions, but also manages to construct the predominant easy cases quickly, without being distracted by pathological alternatives.

Our corpus of German sentences annotated with dependency structure should provide ample material for constructing a fast oracle parser for WCDG. To implement a simple deterministic data-driven shift-reduce parser, it remains only to design its parameters more exactly. The input to this parser should consist in the words of a sentence with disambiguated part-of-speech tags. This allows us to try out both lexicalized and unlexicalized models and test their accuracy. The output of the simple parser should be a syntax tree describing the input and, optionally, dependency labels. A labelled dependency structure is more informative for guiding WCDG,
but since dealing with labelled dependency trees effectively decreases the size of the training set, it might be preferable not to predict edge labels. The other tasks of the WCDG parser will be ignored: the oracle will not construct reference relations, since they are rather rare, and where they occur they can usually be reconstructed accurately after the fact. Also, it will not try to disambiguate the morphological features of homonymous word forms.

For simplicity, the probabilistic model used to make parsing decisions will consist of simple tuple counting, where the action that was observed most often in the current parser configuration is always chosen. If the current configuration was never observed, the parser will back off to a more general description of the current configuration until observations are available, or finally use SHIFT or REDUCE as appropriate if no data are available at all.

A fundamental limitation of the chosen model is that the various cases of controlled non-projectivity that our model of German allows cannot be constructed at all: One of the two words that a nonprojective dependency connects will always be either be already reduced away or not yet accessible in the input string when it would be necessary. Entirely different moves would be required to allow such dependency edges to be constructed, and it would defy the basic principle that only the two “visible” words can ever be subordinated. We work around this problem by applying a primitive normalization to the training set: all non-projective subordinations in the training set (for instance, most relative clauses) are simply changed to form fragments instead, and the predictor is trained on the normalized corpus. This changes about 1% of all syntactic dependencies, but since we do not expect a dependency accuracy anywhere near 99% in the first place, this is a reasonable compromise that keeps the oracle parser simple while not distorting its output too much. This is confirmed by previous research on Czech (McDonald et al., 2005); this language contains even more non-projective dependencies than German, but a parser that acknowledges non-projectivity explicitly still improves accuracy only by about 1% over one that does not.

Another fundamental weakness of the algorithm is that it is not generally possible to predict the correct move entirely from the local context, as the description above implied. Often the decision whether to reduce a word or not depends on whether or not there are words beyond the current input word that should eventually modify the word on the stack. It is clear that this distance can in principle be unlimited, so that the feature space can grow very large indeed. We do not pursue this way further, since we are not interested in statistical parsing for its own sake, but only as a fast helper program. And indeed the oracle parser can run very fast, since it only has to perform at most two table lookups for every word.\footnote{Our implementation in fact parses the entire test set in 40 seconds.}

\footnote{This is of course an artifact of our restricted view of reference, which includes only relative pronouns. A general treatment of reference would be more and not less difficult than syntax parsing.}
It remains to determine the exact set of features that will be used to define our similarity model for parser configurations. We will choose features from the following possibilities:

1. ‘Top’: The word on top of the stack, characterized by its reading or its part-of-speech tag.

2. ‘Context’: A limited representation of the dependencies that have already been constructed for this word. This is a three-bit number representing whether or not the word already has a left dependent, has a right dependent, and is itself subordinated.

3. ‘Distance’: The linear distance between the top word and the input word.

4. ‘Lookahead’: The part-of-speech tag of the input word and its successors.

The set of this features was intentionally chosen to be somewhat extensible (via a variable lookahead window and optional lexicalisation) but, overall, simple. While a richer feature set would certainly allow better decisions to be made in some cases, it would require much more experimentation in order to obtain the optimal setting of all possible parameters; in fact, feature-rich approaches often report that an exhaustive tuning was not possible, so that some of the theoretical advantage may not even be reaped. Our goal is not to perfect deterministic parsing, but only to measure its utility for full parsing; therefore we limit ourselves to finding the settings that perform best with this restricted model.

For best comparability, we use the same section from the NEGRA corpus as before as our test set and all other available dependency trees as the training set. It turns out that the best combination of features for this task is to use the distance and context features, two words of lookahead, and no lexicalisation. With these settings, the structural and labelled accuracy on these sentences turns out to be, respectively, 85.0% and 80.7%. This is quite a respectable number even when compared with the results for statistical parsers reported above, and with the WCDG parser itself, which achieves 89.3% and 87.5%, respectively.

The result confirms the uneven distribution of phenomena that was to be expected: the ‘easy’ attachments (those that the oracle can get right reliably) are rather common, and those that require deeper analysis are comparatively rare. For instance, the shift-reduce parser will invariably predict that every article it encounters modifies the next noun encountered. Although German allows some types of noun phrases to contain other embedded noun phrases (see p. 113), instances of this phenomenon are very rare, and therefore almost all of these predictions are indeed correct. Since determiner relations typically account for about 10% of all dependencies in written German, this alone ensures an easy 10% of accuracy for the oracle parser. In contrast, the WCDG parser has to check each case carefully for whether it might be one of the rare ones, and in fact it is occasionally fooled into assuming that it is.
As an example of how far ‘easy’ decisions can go towards full parsing, consider again the sentence pictured in Figure 4.5. In Section 4.5 we claimed that this sentence was altogether normal and should require no special attention to analyse. We can now back this assertion up by submitting the sentence to the part-of-speech tagger and to the shift-reduce parser. And in fact it turns out to be analysed without any errors, both structurally and with respect to its labels; in other words, the oracle parser actually produces the exact analysis displayed on the left in this picture.

This, of course, is not representative of the accuracy of the oracle in general; this sentence was chosen especially for exposition because it not only appears easy, but actually is easy. Overall, only 15% of all sentences actually receive analyses without any errors. Sentences of comparable length are generally analysed with a labelled dependency accuracy that is close to 80% rather than 100%. Nevertheless this demonstrates the advantages that using such an oracle as a starting point could bring with it: in the optimal case, WCDG will reach the correct solution almost instantaneously rather than after a long search. It may still spend a long time verifying that it really cannot find a better analysis, but if interrupted during that time, it will then return the correct result rather than an approximation. In the more likely case that the oracle is somewhat imperfect, the parser could still profit from having many of the easy problems already solved, so that effort can be directed at those problems that actually need solving.

It bears repeating that we have certainly not exhausted the possibilities of data-driven shift-reduce dependency parsing. It is well-known that low-frequency events are important for the last few percent of accuracy that can be extracted from a given training set (Collins and Brooks, 1995), and that adaptive methods for feature selection could be used to incorporate them; in fact, both Nivre and Matsumoto do precisely this. Some examples of errors that a more sophisticated shift-reduce parser could probably avoid are shown in Figure 4.7.

In the first tree (NEGRA, sentence 18613), two noun phrases have been analysed as subjects to the same verb, although this is clearly wrong, and never occurs in the training set. Extending the ‘Context’ feature of the similarity model to consider the labels of dependencies already established could prevent this error, but might also exacerbate the problems of sparse training data (and in fact, adding such capability to our oracle parser does not increase its own accuracy). In the second tree (NEGRA, sentence 18635), the subject ‘Doppelzungigkeit’ of the finite verb ‘ist’ has been analyzed as a genitive modifier, which is possible but very unlikely, since its determiner ‘diese’ is not marked as a genitive. This clue might be picked up by a corner-word feature like the one used by Yamada and Matsumoto (2003). The second clue (the fact that the finite verb lacks a subject) is harder to exploit, since at the time the decision must be made, the parser cannot know whether the verb might not yet acquire a different subject before it is finally reduced. Finally, the third tree (NEGRA, sentence 18678) shows an error caused by our heavy-handed normalization of the training set, where non-projective dependencies were simply assumed to be frag-
Figure 4.7: Errors of the oracle parser due to simplifying assumptions.
ments. Since OBJI (subordinated infinitive) dependencies are non-projective more often than not, they are usually normalized, and a null subordination is actually the event most often seen in the training corpus. Nivre and Nilsson (2005) solve this problem by normalizing the training set to be entirely projective, but encoding the non-projective structure in special dependency labels instead, and then denormalizing the parser output again. Other approaches (Levy and Manning, 2004; Hall and Novák, 2005) instead suggest corrective models that can reconstruct non-projective relations from the output of normal constituency-based parsers, by investigating the neighbours of the falsely suggested regent.

Despite such clear imperfections, our simple oracle parser could be sufficient to establish the fact that parser/parser hybrids can yield a significant benefit for WCDG parsing. Since the oracle can easily be replaced when more accurate models become available, our system will still be able to benefit from future research even when it is done by others.

4.5.5 Oracle parsing for WCDG

Shift-reduce parsing can be used as a predictor in much the same way as the other knowledge sources discussed above. It receives both the input string and the preferred part-of-speech for each word, constructs its syntax hypothesis, and reports its recommendations in the form of a suggested regent and a suggested label for each word in the input. The only question is to what use these suggestions should be put. We could simply use them for selecting the initial structure that is then subjected to normal heuristic transformation as necessary. This would limit the influence of the oracle to an initial suggestion that WCDG can override at no cost. To receive some guidance even during transformation, we could also encode its predictions into constraints which express that WCDG should follow the suggestions of the oracle. Such integration constraints can be written as follows:

\[
\{X:SYN\} : 'SR:regent' : \\
\text{"root}(X^{id}) \\
\rightarrow \\
predict(X@id, SR, gov) = X^{to};
\]

\[
\{X:SYN\} : 'SR:null : \\
\text{root}(X^{id}) \\
\rightarrow \\
predict(X@id, SR, gov) = 0;
\]

\[
\{X:SYN\} : 'SR:Label' : \\
predict(X@id, SR, lab) = X.label;
\]
A related question is once again which penalty to choose for such constraints to ensure that WCDG receives guidance from the oracle, but is free to disagree if necessary. This necessity is particularly clear for an oracle that, unlike any described so far, is a full parser; requiring the main parser to adhere to the decisions of the oracle would make it quite pointless to run WCDG at all, since it could not improve on the results of the oracle.

With the right penalty we can ensure both an informed starting point and a continuous guidance for the transformation process. Since the initial analysis is found by selecting the subordinations with the highest unary score, the constraints shown above can ensure that transformation starts out with the predicted analysis with no change to the program itself. They also provide an incentive for the algorithm not to stray too far from that analysis.

As with previous oracles, we first test a value of 0.9 as the constraint penalty. This ensures that the oracle takes precedence over default and most preference rules, so that usually the initial analysis will indeed be the predicted one. However, it can be overridden by more important rules such as morphosyntactic agreement. Recall that the most successful shift-reduce model is entirely unlexicalized, so that it can not use agreement rules to detect misleading category sequences; but since agreement is encoded by more important rules, WCDG can overrule such improbable subordinations easily. For instance, the misleading example cited on p. 106 as an instance of a typical misleading category sequence is indeed analysed by the oracle parser as if it contained the noun phrase “das Kostensenkungen”; but WCDG can immediately detect that this would violate the concord of number, and therefore override the structure suggestion before parsing even begins.

<table>
<thead>
<tr>
<th>Penalty</th>
<th>structural</th>
<th>labelled</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>89.9%</td>
<td>88.0%</td>
</tr>
<tr>
<td>0.5</td>
<td>90.4%</td>
<td>88.5%</td>
</tr>
<tr>
<td>0.7</td>
<td>90.6%</td>
<td>88.8%</td>
</tr>
<tr>
<td>0.9</td>
<td>91.4%</td>
<td>89.7%</td>
</tr>
<tr>
<td>0.95</td>
<td>91.5%</td>
<td>89.8%</td>
</tr>
<tr>
<td>1.0</td>
<td>89.3%</td>
<td>87.5%</td>
</tr>
</tbody>
</table>

Table 4.15: Parsing results with shift-reduce oracle.

Table 4.15 shows the results of an experiment with different penalties for the integration constraints (a value of 1.0 makes them inoperative, so the last line simply repeats the figures from Table 4.8). It can be seen that the oracle parser is very useful indeed: it can reduce the attachment error rate by up to 20%, raising structural accuracy well above 91%.

This result is remarkable because we know that the oracle itself is considerably less exact than the WCDG parser alone, so the synergy between the two different
parsers must be considerable. We can attempt to measure this in a more direct way by regarding the individual attachment errors that either component makes. It turns out that of the 2517 attachment errors made by the oracle parser, 1027 were also made by WCDG, but 1490 are not. At the same time it correctly attaches 770 words that WCDG handles wrongly.

Another advantage of having a complete parser as an oracle was briefly mentioned above: it could improve the time-adaptive behaviour of parsing considerably. We showed how in the ideal case, the correct analysis might be found almost immediately instead of after a long transformation process. That, of course, only holds if the oracle parser makes no mistakes. We are now in a position to test whether similar improvements can be obtained even with an imperfect oracle parser. To the end, we repeat both the experiments from Section 4.1.8 (WCDG with hybrid part-of-speech tagging) and Section 4.5.5 with a shorter timeout. In the extreme case we allow no time for the transformation algorithm whatsoever, so that the analysis that the parser returns is determined solely by the unary constraints, which can be evaluated in linear time. With successively longer periods of time allowed for optimizing, we would expect the average parsing quality to rise monotonically.

<table>
<thead>
<tr>
<th>Time limit</th>
<th>with oracle</th>
<th>without oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>0s</td>
<td>81.9%/72.0%</td>
<td>56.5%/49.6%</td>
</tr>
<tr>
<td>20s</td>
<td>88.0%/85.5%</td>
<td>77.6%/74.7%</td>
</tr>
<tr>
<td>100s</td>
<td>86.5%/84.3%</td>
<td>86.3%/84.2%</td>
</tr>
<tr>
<td>200s</td>
<td>90.8%/88.9%</td>
<td>87.9%/85.9%</td>
</tr>
<tr>
<td>1000s</td>
<td>91.5%/89.8%</td>
<td>89.3%/87.5%</td>
</tr>
</tbody>
</table>

Table 4.16: Parsing under time pressure with and without oracle parser.

Table 4.16 shows the results of simulating time pressure in this way (again, the last line repeats the figures of previous experiments). As expected, the parser generally does better the more time it is allowed to spend, although due to the rather small test set size the increase in accuracy is not entirely monotonic. The more important result is that the oracle parser not only raises the maximal accuracy achieved, but also decreases the time required to obtain a given level of accuracy. For instance, if a maximum of 20s is allowed for parsing a sentence, the average accuracy reaches a level that WCDG normally achieves only after 200s. The greatest advantage can be seen in the edge case where no time is allowed for transformation at all: while WCDG barely manages to achieve an accuracy of 50% (that is, to produce more correct than wrong attachments) when only the unary constraints are used, the hybrid parser already starts out with a respectable accuracy. (Note that these figures are actually lower than the accuracy of the oracle parser in isolation; this shows that the unary constraints overruling some of the oracle’s decisions are in fact not always correct in doing so.)
This experiment confirms one of the key promises of hybrid systems: a careful combination of components with different performance profiles can create a whole that profits from the advantages of both parts.

4.6 Combination of different predictors

So far we have only investigated the effect that one particular stochastic knowledge source has on our parser; this allowed us to precisely measure the benefit that each of them brings. However, we used the part-of-speech tagger described in Section 4.1.7 in all later experiments, since it was instrumental to parsing general text in the first place. In this respect we have already shown that more than one external model can profitably be used at the same time.

It remains to investigate the effect of combining the more complicated models with each other as well as with the normal grammar and part-of-speech tagger. For several reasons, it is not to be expected that the benefit of two additional sources will simply add up. The value of an external predictor to WCDG lies in its ability to predict subordinations which are correct but which the WCDG parser alone did not find. If the predictions that two different language models make about a given attachment are both correct, they may constitute even stronger evidence for that subordination than either alone, and may make it even more likely that it is eventually selected, but it can be established once only. In other words, a WCDG error that was corrected by an ancillary component cannot be corrected a second time, but it may very well be reintroduced by misleading evidence from a second predictor. Only if the sets of errors that each predictor corrects were entirely disjoint could we expect the optimal result that all error rate reductions simply add up.

Nevertheless, the different methods and training data employed by some predictors may lead to at least some synergy. For instance, we would expect that supertagging and PP attachment work well together, since preposition attachment is one of the structural relations that supertags do not determine (Nasr and Rambow, 2004). On the other hand, chunk parsing predicts component boundaries that are also part of the output of a shift-reduce parser, so that little additional benefit is to be expected.

Table 4.17 repeats the results of previous experiments for comparison, and adds results of further parsing runs in which more than two predictors were employed. All experiments marked ‘POS’ employed the hybrid part-of-speech tagger described in Section 4.1.8; chunk parsing (CP), supertagging (ST), PP attachment (PP) and shift-reduce parsing (SR) were also used exactly as in the previous experiments, but now in combination with each other. The last experiment employed all five statistical predictors.

This comparison shows that a further benefit can be obtained by combining more than two external predictor with the base grammar, but that the benefit falls far
short of the theoretical maximum. A particularly unsuitable combination is that of PP attachment with shift-reduce parsing (experiment 8). This combined experiment results in an accuracy between that of the individual experiments 6 and 7, that is, the parser actually loses some accuracy when adding the PP predictor on top of the oracle parser. This might be because of an ill-designed duplication of work: the oracle parser predicts the regents of all prepositions in the same way as all other subordinations, without regard to lexical identity (recall that unlexicalized shift-reduce parsing resulted in the best overall accuracy of the oracle itself). The PP attacher also predicts the regents of all prepositions, but makes crucial use of lexical identity to prefer plausible over merely close combinations. Apparently the predictions about prepositions are at odds often enough that the parser wastes much effort on trying to reconcile the incompatible, and so misses a few more correct attachments.\footnote{It turns out that this is indeed the case; by exempting prepositions from the shift-reduce constraint we can increase the structural accuracy to 91.7\%, which is above both previous experiments.}

On the other hand, PP attachment and supertagging do show a small joint benefit over their individual contributions, while the combination of supertagging and oracle parsing improves significantly upon either alone, and combining all five predictors yields the highest benefit. In particular, for this particular corpus, multiple predictors are the only constellation which improves even the labelled accuracy above 90\%.

\begin{table}
\centering
\begin{tabular}{llll}
\hline
Experiment & Predictors & Accuracy & \\
\hline
1 & none & 72.6\% & 68.3\% \\
2 & TnT & 89.0\% & 87.1\% \\
3 & hybrid POS & 89.3\% & 87.5\% \\
4 & POS+CP & 89.8\% & 88.0\% \\
5 & POS+ST & 91.9\% & 90.5\% \\
6 & POS+PP & 90.6\% & 88.9\% \\
7 & POS+SR & 91.5\% & 89.8\% \\
8 & POS+PP+SR & 91.4\% & 89.6\% \\
9 & POS+PP+ST & 92.0\% & 90.6\% \\
10 & POS+ST+SR & 92.2\% & 90.7\% \\
11 & all five & 92.3\% & 90.9\% \\
\hline
\end{tabular}
\caption{Overview of parsing results with and without predictors.}
\end{table}
Chapter 5

Conclusions

5.1 Summary

We have presented a wide-coverage hybrid parsing system for written modern German. A set of declarative rules formulated as WCDG constraints, in combination with heuristic knowledge extracted from annotated dependency corpora, together define an algorithm that achieves competitive accuracy when analyzing German texts from various sources and domains. This success was made possible by the combined properties of both paradigms of natural language processing.

The rule set in itself describes many phenomena in great linguistic detail and can be used to deduce the preferred interpretation of language utterances in an informed way (see Section 3.4.1). From a theoretical point of view, it is not remarkable that this should be possible; WCDG was intentionally conceived as a formalism that can express any preference that a linguist might declare in comparing possible interpretations of an utterance (because there is no limit to the expressiveness of operators that one can add to its constraint language). For this reason it must be able to support any rule that a linguist might propose, as long as it can be formally expressed at all. The novel result of this thesis, then, is not that a WCDG can describe an entire natural language well, but merely that this is possible with a feasible amount of work.

In comparison with previous work (Schröder, 2002), this work represents the first WCDG of a natural language that is intended to be comprehensive. For instance, it can process all important sentence types, deal with unknown words in an adequate way, and generally analyse texts from different domains and text types indifferently, as evidenced by the comparable results when parsing standard corpora and a variety of dependency corpora collected during the development of WCDG itself.

In comparison with the grammars cited in Menzel and Schröder (1999); Schröder (2002), from which it indirectly derives, the present rule set has been considerably
extended in various respects. Perhaps most obviously, the set of syntactic dependency labels has been greatly extended (see Section 3.2.3). At least in this regard the grammar is intended to be essentially feature-complete, i.e. the introduction of even more labels should not be necessary in order to represent any utterance from standard modern German. The set of covered syntactic constructions, while certainly not complete, nevertheless allows the great majority of utterances encountered so far to be represented accurately. The limits of the grammar in this respect are often those phenomena that pose fundamental problems for dependency analysis; for instance, an adequate treatment of complex elliptical co-ordination clusters would be possible only through the use of empty elements or transformational analysis, which the WCDG reference implementation currently does not support.

To this end, many existing rules were changed in order to allow additional configurations of dependency edges needed to cover existing phenomena. Many more rules were also added in order to describe newly introduced relation types, or to contain the possibilities enabled by other changes. The set of operators in the CDG constraint language was also extended in comparison to previous work. In particular, Schröder (2002) noted that the restriction of WCDG to unary and binary constraints in practice severely limits the constraint writer, and proposes using constraints of higher orders. This suggestion has been partially followed with the invention of context-sensitive operators such as is() and has(), which allow non-local conditions to be checked as long as the triggering configuration itself consists of not more then two dependency links (Foth, to appear).

Although it is capable of making fine distinctions, on its own the WCDG grammar achieves substandard performance when applied to raw text. The overt cause for this the intrinsic complexity of WCDG: the optimization problems that it defines are infeasible to compute exactly, and because the grammar aims for extremely wide coverage, it increases the size and difficulty of actual parsing problem instances even further. But there is another important reason: our rules mainly describe the possibilities of syntactic expression, and not the probabilities, which are much more difficult to enumerate. Although many defeasible constraints exist which allow but disprefer certain constructions, there are many more possible but implausible constructions that are not dispreferred, simply because it is difficult to conceive of them before they are computed by a machine parser. Those preferences that do exist are mostly confined to rules about label and category combinations, while the equally important lexical identity of words is mostly ignored. Again, this is because it is infeasible to write rules about every noun or verb of a language by hand.

This sort of problem is typical for hand-written grammar formalisms, which depend on foreseeing every combination that might arise in parsing before parsing is begun. Therefore, we borrowed results from the statistical paradigm. Methods have been proposed for adding data-driven components as oracles to the full parser. They have proven to be useful for reducing both modelling and search errors. The work on solving these subtasks in this thesis is not in any way original; in fact, existing
programs were reused or retrained where possible, or else the simplest conceivable implementation of an oracle was chosen. Thus, the accuracy of our oracles falls below the state of the art in every case. Nevertheless, their inclusion proved valuable to the parser in every case although the oracles were less than perfect. In fact, this even strengthens the case for hybrid systems, since improving the oracles will hardly decrease the accuracy of the entire system.

The synergy achieved in the hybrid system is evidenced by the fact that it delivers better results than with only the hand-written grammar (and in the case of full dependency parsing, better than the oracle parser alone). From the perspective of writing broad-coverage natural language analysis systems, the benefits are varied:

- Statistical methods can make very broad-coverage analysis feasible in the first place. We have seen how a rule set that tries to allow every conceivable interpretation of a sentence becomes overwhelmed with implausible alternatives (Section 4.1.1), so that no useful results can be obtained in practice even though they may be defined theoretically. Even an oracle as simple as trigram category prediction suffices to overcome this obstacle (Section 4.1.8); almost the same level of accuracy can be reached as in the idealized setup where syntactic categories are presumed known. Category prediction fulfills the role of an enabling technique for realistic WCDG parsing.

- Statistical methods can help arbitrate between expending effort on rule-writing and on data collection. We have seen (Section 4.1.1) that very many errors due to category ambiguity are essentially identical, and that one could conceivably write more rules that disprefer categories in the particular context of other categories. In fact, a successful part-of-speech tagger has been written which does just that (Brill, 1995). However, that work selected its rules automatically based on their improvement to a given corpus. It would certainly be far more effort to choose the most important rules and formulate them as WCDG constraints, or even to test the effect of all such conceivable constraints by repeated parsing of a corpus. Instead, the output of an existing component can be trivially integrated with a single constraint and used to guide parsing without individual human judgement. The only remaining difficulty is to obtain tagged training data where they are not already available, a task that is easier than full annotation.

- Statistical methods can be supplemented by judicious rule-writing so that both the oracle and its effect on the parser are improved. Where the results of the part-of-speech tagger contain systematic errors, whether due to bad training data or to limitations of the probability model, individual rules can be written after the fact to correct those recurring errors that have proved to hinder parsing particularly (Section 4.1.7). In this way, the probability model can be made to do most of the work. Writing correction rules as part of the external oracle is more convenient than having to formulate them as declarative WCDG
constraints. It also allows a clear separation of the co-operating components: workarounds for bugs in the part-of-speech tagger can be kept in the oracle component rather than the grammar proper, which is conceptually independent of the oracle.

- Statistical methods can select selectively refine the language model by machine learning (Section 4.4.5). They can be used in a suitable intermediary type of rule, when hard rules are too inconclusive and general preferences are too unreliable to be workable. In particular, statistical methods can retrieve the lexicalized preferences that are crucial for many instances of real-life ambiguity resolution better than hand-written rules could. This use of corpus data does not merely duplicate knowledge already implicit in the grammar itself to be faster accessible, it introduces genuinely new information.

- Statistical methods can also guide the parsing process so as to achieve better results (Section 4.5.5), even if their contributed knowledge is not strictly new to the parser. A part-of-speech tagger will ultimately suggest the verb or noun reading of a word for fundamentally the same reason that a full analysis would: because it fits the utterance context better than the alternative. But by making this knowledge quickly available, it is possible to guide the parser quickly to the solution that was always possible, but difficult to find because of the multitude of alternatives. An overall benefit ensues even though the oracle makes some mistakes, largely because of the ability of WCDG to integrate uncertain knowledge through defeasible constraints. It is easy to measure what the maximal benefit of such an oracle would be, and it can be shown that this limit can be approximated reasonably well by empirical means.

- Statistical methods can also shift the time-dependent performance profile of parsing towards a more efficient behaviour. The integration of oracle predictions as additional constraints superficially seems to increase parsing effort, since it increases the number of rules to be evaluated in every step, and also causes new conflicts that trigger more transformation steps. Nevertheless, the overall effect is a speed-up rather than a slowdown: constraint parsing fundamentally involves a trade-off between processing time and quality of results, and speeding up parsing means that the same quality can be achieved in less time. In this sense the effect is a result of the previous point. In the case of a fast and simple dependency parser used as an oracle, the speed-up for achieving a comparable parsing accuracy can be as much as an order of magnitude (Section 4.5.5). This shows that the different algorithmic properties of partial and full parsing combine usefully into a hybrid analyzer.

It should be stressed that all of these results apply to the case where statistical methods are used in a supplementary role, as part of a hybrid system that is to a large degree axiomatic in nature. Chomsky’s critique of n-gram techniques as complete models of natural language is as pertinent as it was in 1957; but used as helpers
in an informed way, and integrated via defeasible constraints, they can nevertheless contribute to automatic parsing, by integrating the empirical perspective on natural language use.

5.2 Future research

We have shown that various different models of statistical knowledge can increase the accuracy of analysis when their predictions are taken into account by the WCDG parser. In many cases we did not spend as much effort as possible on refining these statistical models, since one of our motivations was to avoid manual fine-tuning, whether of grammar rules or of probability computations. Therefore, as noted before, many of the predictors we have implemented could profit from further research. At the same time, we aimed to integrate their predictions in a way that allows the easy exchange of one predictor for another, so that improvements can be exploited even when they result from independent research. New methods of statistical natural language processing are still being invented; as predictors with better performance become available, it will be possible to harness them by simply replacing the predictor. Supertagging, chunk parsing, or PP attachment seem like probable candidates for future improvement.

It is also probable that statistical predictions could prove useful in other domains than the five presented here. For instance, recall that adverb attachment causes about half as many problems for our parser as preposition attachment (see p. 127). The latter problem was tackled both for better comparison with previous work, and because it promised greater immediate benefits to parsing accuracy; however, it seems likely that lexicalized counts could also be of use for the attachment of adverbial modifiers. The existing predictor programs are written with the assumption that they deal with prepositional phrases, and therefore cannot quite be reused for the related task, but similar predictors could be written that use corpus counts of adverbs and their regents.

Similar effects can be expected at least with some types of nominal attachments such as subjects, objects, and adverbial nominal modifiers. In many cases, the preferred interpretation of a sentences seems to result not from syntax or morphology, but from general assumptions about the typical actors in well-known contexts. Consider the following examples, in which seemingly identical syntactic structures should be interpreted differently for semantic reasons:

“Die Regulierungsbehörde wollte diese Vorwürfe nicht kommentieren.”
(The regulatory authority declined to comment on these allegations.)
(heistericker, item 3045)

“Ein fertiges Produkt kann das Unternehmen aus Palo Alto indes noch nicht vorweisen.”
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(However, the Palo Alto-based company cannot exhibit a complete product yet.)

Because nominative and accusative forms coincide for all forms in these sentences, morphology does not offer a clue to distinguish subjects from objects. But nevertheless these two utterances are clearly instances of two different sentence types, even when taken out of context: authorities usually comment on allegations, but products are typically presented by companies, while the opposite is unheard of. This shows that lexicalized knowledge can also be of help in disambiguating subjects from objects.

The same goes for the distinction between nominal modifiers and objects:

“Das bestätigte ein Sprecher der Behörde am Samstag.”
(A spokesman for the agency confirmed this on Saturday.)

“Das bestätigte ein Sprecher den Journalisten am Samstag.”
(A spokesman confirmed this to the reporters on Saturday.)

Since spokespeople are commonly employed by organisations, but converse with reporters, a parser should analyze the first highlighted phrase as a genitive modifier, but the second as an indirect object. Again, German morphology can often resolve such ambiguities, since genitives differ systematically from datives; but in both examples the two forms coincide, so that only world knowledge, or at least some approximation of it, can make the decision.

Finally, there are also cases in which morphology is unhelpful despite overt case marking:

“Die Massenproduktion läuft Ende 2002 an.”
(Mass production will start at the end of 2002.)

“Das Schiff läuft einen neutralen Hafen an.”
(The ship calls at a neutral port.)

Here the parser must recognize that the first highlighted phrase is a temporal modifier, while the second is a direct object, although both are overt accusatives. In combination with an optionally transitive verb, once again a pair of utterances results that can only be treated correctly with the awareness that a year is a good temporal modifier, but a harbour makes a better destination for ships.

At least two difficulties can quickly be recognized concerning the automatic acquisition of such knowledge. First, the appropriate level of representation for such preferences is probably not the lexeme. Although “Hafen” (port) is clearly the most typical destination for a ship, many related terms could be used almost as well, and
year numbers are virtually an unlimited set. In the same vein, it is not only public agencies who employ spokespeople, reporters can just as well be described as ‘journalists’, etc. To profit from the type of knowledge required here could necessitate a classification of words by *semantic closeness*, which so far is almost entirely absent from our grammar; in other words, it would require the addition of an *ontological hierarchy* to the lexicon.

A second problem is that the distinctions that we want to make are difficult to extract from text in large quantities: we can observe that “Schiff” and “Hafen” occur in the same sentence more often than by chance, but we cannot easily infer which of them is the subject. Essentially, the sentence would have to be parsed before the correct count could be established. This poses a serious problem for data acquisition, since learning such actor preferences is likely to require quite as much training material as preposition attachment. The problem might be solved with an additional component to the parser which checks not only whether automatic analysis retrieves a plausible analysis, but also whether the alternative interpretation is manifestly implausible. Essentially, all of the example sentences above would be rejected, and only sentences in which both semantic and morphological evidence indicate one particular structure would be considered. The alternative would be a *bootstrapping* approach: simply parse great amounts of text automatically, and assume that the correct associations will have been retrieved more often than not. The net effect would then still allow us to learn the correct rather than the incorrect preference, even though some of the evidence is incorrect. A general parser that maintains an accuracy of over 90% even for labelled dependency edges would be a key component for such a setup.
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Eugene Charniak, et al. Taggers for Parsers. Artificial Intelligence, 85:45–57, 1996. The effects of different varieties of statistical POS taggers with a PCFG chart parser are compared. In particular, a standard Markov-node based tagger is compared with a model that can return more than one tag for a word, and is found to yield almost no improvement. The conclusion is drawn that for this kind of grammar (a PCFG on category symbols), multi-tagging is not necessary.


This work is important because of its seminal character rather than for the exact formalism it proposes. While many details and subsystems of transformational grammar are rather different today from what was proposed in 1957, this book was the first record of the arguments used to show that natural language can be viewed as a kind of formal language, and what particular kind of formal language must be assumed. Some common misunderstandings of the arguments in this book are addressed by Abney (1996).

Church proposes YAP, an improvement on Marcus’s PARSIFAL that can analyze more complex, acceptable utterances with a finite stack and fail on unacceptable ones. He argues that human performance is actually easier to duplicate than competence and that finite-state methods with a finite stack are sufficient. Combined with Marcus’s Determinism Hypothesis, they correctly disallow multiple center-embedding, but allow unbounded movement. YAP will have to have a garbage collector to clear the stack of useless nodes, and that means it must have a definite closure policy. Both previous strategies (Kimball’s Early Closure and Frazier’s Late Closure) are too extreme; Church proposes a compromise similar to late closure, but allowing early closure to clear the stack for right recursive rules; in contrast to Kimball’s idea it waits for two nodes instead of one.

acl.ldc.upenn.edu/W/W99/W99-0601.pdf
This is the foreword of the 1999 SIGDAT conference on very large corpora, which reflects on the very rapid change to the field since 1993.


Certain constructions of English such as prepositions, adjuncts, coordination exhibit an all-way ambiguity, that is, every possible binary tree is actually a valid parse. Methods are discussed to represent such very ambiguous attachments efficiently in an ATN grammar, so that the processor can delay its decision ‘until it discovers some more useful constraints’ (by this, they mean ‘during later semantic processing’).

acl.ldc.upenn.edu/A/A88/A88-1019.pdf
This paper describes an early POS tagger that learns lexical and trigram probabilities from the Brown corpus. Examples show how some of the symbolic lexical disambiguation rules in the older Fidditch parser can be reformulated as simple trigram probabilities; long-distance dependencies are concluded to be ‘not very important, at least most of the time’. Church reports ‘95–99%’ of accuracy.

A maximum entropy supertagger is used to reduce the alternatives from which a full CCG parser has to select. In conjunction with various techniques for reducing the size of the search space, the training of the entire parser can now be done on a single computer (if it is a really, really big computer). The resulting system can parser 98.5% of the WSJ test set. The authors consider their system ‘the fastest linguistically motivated parser in the world’.


Combinatory Categorial Grammar is a mildly context-sensitive formalism in which categories express what other categories the word expects on its left and right, while typed combinatory rules are used to combine categories with each other. Dependency accuracy is evaluated on a custom-translated version of WSJ data, the CCGbank. A structural accuracy of over 90% is reported at a coverage of ‘almost 98%’. Extracted objects are recovered correctly in 41.7% of all cases.


citeseer.ist.psu.edu/collins95prepositional.html

Collins and Brooks solve the PP attachment problem by simple tuple-counting: when no instance of a 4-tuple is known from training, they back off to triples and pairs. The method achieves 84.5% accuracy on the same data as Ratnaparkhi and Roukos (1994). It is demonstrated that you should back off only to those tuples that contain the preposition. They also note that, contrary to popular wisdom, low-frequency tuples should not be discarded, since they contribute about 3% to the results.


people.csail.mit.edu/mcollins/papers/thesis.ps

Collins implements a variant of PCFG where the rule probabilities are factored into three independent probabilities (head node category, left dependents and right dependents) and applies it to the standard WSJ corpus. Together with lexicalized probabilities of head/child pairs, special treatment for simple noun phrases and some other extensions this model ultimately achieves 88.0%/88.3% of precision and recall, which at that time was the best accuracy ever measured.


Covington argues at length that dependency relations are particularly well-suited for analysis of natural language, and gives an exhaustive left-to-right
algorithm for analysing language according to unrestricted dependency grammars. Although WCDG does not use this algorithm, it shares much of Covington’s motivation and assumptions.


This paper describes Saarbrücken’s WHITEBOARD system for integrated deep and shallow processing. A multi-layered, object-oriented, partially XML-based chart structure connects, among others, their HPSG of German, the finite-state analyzer SPPC, Callmeier’s PET, explanation-based NE recognition, GermaNet, and a stochastic topological parser. Altogether the coverage of the whole system was improved from 29% to 71% by the shallow techniques for the NEGRA corpus; no figures of parsing accuracy are given.


This is a response to Banko and Brill (2001), which advocated the use of ‘very very large corpora’. 1.1 billion words of English were used in order to predict the frequencies of all words in the WSJ corpus. It is shown that the frequency of some words is still not predicted even remotely correctly, because words tend to occur in bursts rather than independently of each other.


A HMM POS tagger is presented which can be trained both supervised and unsupervised (i.e., with raw text and a lexicon). With unsupervised learning of 38 tags, 96% accuracy is achieved on the Brown corpus.


An earlier version of the grammar of German described here was tested on a corpus of online newscasts. POS tagging raised structural accuracy from 58.2% to 78.2%; additional chunk parsing raised the accuracy to 80.0%. This result first showed that statistical helper applications can function as an enabling technology that makes parsing of totally unrestricted text viable in the first place.

The tool DEPSY is described, which can transform phrase structure annotations to dependency structure automatically. Lin’s algorithm is extended with arbitrary callback functions that can be used to post-process the result of the head child algorithm. A plugin is described that translates the original NEGRA treebank to dependency structure as modelled by the dependency grammar of German described here with 99% structural accuracy.


Different variations of statistical POS taggers are tested on the Lancaster/Oslo-Bergen Corpus of English (50,000 sentences); a multi-tagging version of DeRoses’s algorithm fares best, although I cannot understand the table that is given. A custom partial parser of English is also presented for parsing the LOB corpus, which contains quite ungrammatical sentences. It employs such diverse methods as ‘CFG-like rules’ to recognize ‘lengthy, less structured constructions such as NPs’, connection of neighbouring phrases, and ‘an innovative system of deterministically discarding certain phrases, called lowering’. Parsing quality is demonstrated by selected examples, and the statement ‘we are quite pleased with the results’.


Time-dependent planning problems are defined as the task of reacting to predicted future events under varying amounts of available processing time. Anytime algorithms are characterized as algorithms that can be scheduled preemptively, return an answer even when interrupted, and improve over time in a well-defined manner.


The program VOLSUNGA described here was the first almost completely automatic POS tagger based on supervised learning. Building on the previous program CLAWS (Leech et al., 1983), DeRose redefines its optimality measure to arrive at the now standard trigram probability method.


PCFG parsers must solve two tasks to deal with long-distance dependencies: finding the empty elements and connecting them to their antecedents. The authors show that if the empty element sites were known, the antecedents could be computed with an f-score of 91.4% on the WSJ corpus. A maximum-entropy-based tagger is presented that uses features such as POS tags and hand-written regular expressions as templates to predict location and type of the sites. It achieves a labeled f-score of 83.0% after some redefining of the task;
adding this as an oracle to the PCFG parser allows it to perform antecedent recovery with an f-score of 72.6% (as opposed to 49.7%).


Dietterich describes ensembles of classifiers as one of four important trends in machine learning at that time. He notes that ensembles can be more successful than either of their members if the members have error rates below 0.5, and make somewhat uncorrelated errors. Different strategies such as subsampling, randomizing and input manipulation as well as combination strategies are presented. The question why ensembles are needed at all is answered with three points: because the training data might not define a single best classifier; to compensate for incomplete search algorithms; or to overcome representational inadequacies in the hypothesis space.

www.sfs.nphil.uni-tuebingen.de/dereko/DEREKOReport.ps.gz

The DEREKO project aimed to construct a very large partially parsed reference corpus of modern German (with a billion words). This report describes the sources, the types of annotated chunks and guidelines for using them, and the associated query tools.

www.aclweb.org/anthology/P/P05/P05-1039

The NEGRA corpus is parsed with unlexicalized PCFG that are improved over earlier models in several respects. The class of unknown words is divided more finely by taking into account suffixes, adapting the algorithm used by Brants for TnT. The treebank is preemptively transformed to allow particular PCFG rules to be learnt as in Schiehlen (2004). Different variants of linear interpolation are used for smoothing (which is ordinarily not done on unlexicalized PCFG). The best of many configurations results in 76.3% labelled f-score (2-Markovised PCFG rules, four of the five transformations, Beam search and Brants smoothing.) (Note that the labels denote categories, not grammatical functions.)


The Collins parser is retrained on the NEGRA corpus for parsing German, and its head-to-head dependency model proves to perform much worse there than in English. A modified sister-to-head model is proposed that improves realistic parsing performance from 68% to 71%.

Eisner denounces probability models directly derived from parsers as non-intuitive and focusing on accidental details of syntax representation. He proposes ‘bare-bones dependency structure’ as a simple test-bed for parsing. A cubic-time bottom-up algorithm for computing the most probable dependency tree over a sentence is described, and three different probability models are investigated that can be used to guide it (called ‘bigram lexical affinities’, ‘selectional preferences’ and ‘recursive generation’). A preliminary result of attaching 87% of words from the WSJ corpus correctly is announced.


These are the proceedings of a seminar given about HMM at Princeton University in 1980. The whole empirical revolution in speech recognition has been described as indirectly originating from this event.


This is a report on the first corpus PCFG for German. An unlexicalized PCFG read off the NEGRA corpus without smoothing achieves a constituent f-score of 62% at a coverage of 98%. Parent encoding is used to raise the f-score above 70%, but at a coverage of only 70%. The authors observe the learning effects for different variants of the probability model and conclude that a larger training corpus would be helpful.


This is the annotation guideline for the model of German discussed in this thesis. It describes the use of each of the used labels with numerous examples, and explicitly discusses how to resolve common cases where different alternatives of syntactic category, label, or structure seem possible. The manual is available as part of the CDG distribution.


An extension to the heuristic transformation algorithm is discussed in which subsequences of an utterance, delimited by various means, are first analysed in isolation and later recombined. This results in a major speedup for long utterances without any loss of parsing accuracy.

nats-www.informatik.uni-hamburg.de/pub/Papa/CdgManuals/manual.pdf

This is the user manual for the freely available WCDG implementation developed at Hamburg University. It describes both the command-line utility and the graphical browser and editor XCDG. The definition of the input language is fully specified, but the formalism itself is not discussed in detail.


nats-www.informatik.uni-hamburg.de/pub/Main/NatsPublications/foth-sa.ps.gz

The data structures that represent dependency edges in the CDG program are extended so that they allow lexical ambiguity to be represented in a single data structure if it is irrelevant for the edge in question. Particularly if a grammar defines levels of analysis that ignore morpho-syntax, a massive reduction in space and time requirements is observed. An input notation for disjunctive lexicon items is also introduced; however, the mechanism is able to combine lexical variants whether they were originally notated as disjunctions or not.


nats-www.informatik.uni-hamburg.de/pub/Main/NatsPublications/foth-da.ps.gz

This is the description of the design of the first transformation-based solution method implemented in WCDG, the error-driven method also employed for all experiments in this thesis. Note that this publication states that the algorithm cannot be applied to general word hypothesis graphs; this has since been fixed.


nats-www.informatik.uni-hamburg.de/pub/Main/NatsPublications/radg2004.ps.gz

This paper reports on some of the techniques and principles that were used to create the WCDG of German also used here. It briefly motivates grammar elements such as graded constraints, rich label sets, and multiple analysis levels. The treatment of phenomena such as coordination and valence and some general methods for tasks such as choosing weights or dealing with rule exceptions are presented.


This is a general report on the possibilities of the CDG reference implementation maintained at Hamburg University. Because the grammar described in this thesis is so far the only large-scale grammar available for CDG, this manual aims to provide general advice for writing further grammars in the formalism.

nats-www.informatik.uni-hamburg.de/pub/Main/NatsPublications/romand2002.ps.gz

The first integration of POS tagging into WCDG is described and various experiments are conducted to measure its effects. For a realistic grammar of German, the accuracy can be improved by over 50%, while parsing time is decreased by 40%.


An experiment is described where the WCDG of German described here is extended by a statistical supertagger that predicts subordination directions, labels, and dependent sets. Varying models of supertags are shown to increase the parsing accuracy significantly. In addition, an upper bound on the accuracy that can be achieved with perfect supertags is estimated.


Gaifman shows that constituency and dependency grammar are strongly equivalent in the sense that they generate the same languages in equivalent ways under certain circumstances. This was sometimes taken to mean that there is no point in investigating any other formalism than constituency; however, the result actually only applies when comparing fully projective dependency grammar to constituency grammars in which every noun phrase is headed by a noun, etc.


www.icsi.berkeley.edu/~gildea/gildea-emnlp01.pdf

Gildea reimplements Collins’s treebank parser and finds that a simple version of it degrades from 86% to 80% when applied to the older Brown corpus. He concludes that the high accuracy variously reported for that treebank occurs partly because it is simpler and much more homogeneous than other corpora, and that particularly those features often added to PCFG-like parsers in order to improve performance (such as Collins’s lexical bigrams) are of little use with respect to general applicability.


citeseer.ist.psu.edu/673021.html

This is an application of the concept of a support vector machine to the task of POS tagging (including a short but very clear explanation of the concept). A seven-word window of words is exploited by features such as ‘previous word is the’ or ‘next word may be noun’. A one-pass algorithm is proposed that
achieves 97% accuracy on WSJ data and has a number of other desirable properties: it is very efficient, training time is linear, and rich context features can be learnt with few parameters. The authors conclude that their program is suitable for real-life use.


leeds-faculty.colorado.edu/glover/TS - Part I-ORSA.pdf

This is the first half of a report on the principles and applications of *tabu search* for combinatorial optimization. The central notion of the technique is to maintain a memory of forbidden search states in order to allow hill climbing searches to escape from local maxima.

However, not only this idea is introduced but a much more specific algorithm that determines many more details. For instance, Glover’s version of tabu search explicitly takes the best step possible rather than just any step that is an improvement, and it complements tabu lists with *aspiration level functions* which allow the tabu status of a move to be overridden if its attains the aspiration level. Examples of application are given, and issues such as determining the optimal value of *t* (the number of steps for which a previous state remains tabu) are discussed.


The 86 tags that were used in the Brown corpus are described in detail, as well as the program TAGGIT which was used for the initial annotation. It employed an exception dictionary, hundreds of suffix rules and thousands of context-frame rules which removed possible tags based on unambiguous words in the context; however the end result could still be ambiguous.


portal.acm.org/citation.cfm?id=991828

The DIALOGIC system is described. It was the core language analyzer of several information processing systems in the 1980s. It used a handwritten augmented phrase-structure grammar that combined attribute grammar with special machinery for semantic and pragmatic interpretation.


ufal.mff.cuni.cz/pdt/Corpora/PDT_1.0/References/Czech_PDT.pdf

The first two phases of development on the Prague Dependency Treebank are described. Morphology employs a thorough morphosyntactic tagset with over 3,000 items. The ‘analytical’ level decorates the surface string with a complete
labelled dependency tree (28 possible labels). The tectogrammatical level is based on ‘Functional Generative Description as developed in Prague by Peter Sgall and his collaborators’. An overview of the editing tools used is given, and an application in statistical parsing is announced, which can already perform POS tagging with 90% accuracy.


shadow.ms.mff.cuni.cz/pdt/Corpora/PDT_1.0/References/aman_en.pdf

This is the complete annotation specification for the Prague Dependency Treebank. The morphological, analytical and tectogrammatical level of annotation are described, including how to deal with ellipses, references, phraseologisms and many other special cases needed to deal with real newspaper text.


Collins’s and Charniak’s parsers of Czech are combined with a maximum entropy model that tries to fix the regents of nonprojective dependencies. The parsers are trained by raising all edges as high as possible to make them projective. It turns out that almost all of the errors that such a parser makes because of the normalization are confusions between two words very close in the tree (1 or 2 links). The corrective model is trained on pairs of dependency trees and considers features such as form, lemma, tag, morphology etc. of the dependent, the suggested and the correct regent. Altogether the unlabelled dependency accuracy increases to 85% from 84.3%.


ftp://ftp.ecn.purdue.edu/speech//papers/icslp92_1.ps

The system PARSEC is described, which implements and extends Maruyama’s CDG in a quite different manner from WCDG. It is designed to be run on the output from actual speech recognition, which makes rather tight grammars and aggressive parallelization necessary to deal with the ambiguity in spoken language. Also, since only hard constraints are used the problem remains in P, and consistency-based methods are sufficient to solve it. An implementation is announced which can actually run in $O(k + \log(n))$ time.


cui.unige.ch/~henderson/papers/henderson_eacl03.pdf

A statistical left-corner parser is used to compute 88.8% of the structure of the standard WSJ treebank corpus. The new contribution is the nature of the
history-based probability model: where previous parsers used a finite hand-crafted set of features to represent the unbounded parse history, Henderson uses Simple Synchrony Networks (neural nets whose hidden layer activations correspond to history feature vectors). These have the advantages that the set of features can be inferred from the training set, but it is still even possible to impose linguistically appropriate biases on the selection, such as structural locality.


The authors endeavor to give a complete description of the syntax of possible coordinations with the German conjunction *und*. They propose that the proper treatment of these possibilities in a dependency grammar of German requires a ‘second-order syntax’, in which sentences covered by the ‘first-order’ syntax (that is, well-formed sentences with no ellipsis or coordination phenomena) are systematically combined. Structures in this extended format can contain more than one regent for a word, and therefore are no longer strictly dependency trees.


This was the seminal paper about statistical PP attachment; it formulated the now canonical task: given a verb, a following noun and a preposition, decide whether the preposition attaches to the verb or the noun. The authors show that a complete world model is not necessary to make the majority of attachment decisions correctly. From the output from the Fidditch partial parser, 224,000 triples were extracted and used as training material. The Lexical Attraction score is computed as the logged ratio of the frequencies of verb/noun attachment for a particular triple. The method achieves 80% correctness, where human annotators achieve 85% (88% if they can see the entire example and not only the three head words). The authors conclude that a partially parsed corpus is a better source of information than a dictionary for this task.


An algorithm for parsing in the formalism of Word Grammar is presented that is similar to Covington’s, but requires newly added dependencies to fulfil a specific adjacency principle. Hudson has since abandoned this condition in favor of a ‘surface structure principle’, which says that the total dependency structure must include one that is equivalent to a phrase-structure analysis.


Word grammar is based on direct relations between words rather than on phrases (except to model co-ordination). Although the focus in all publications so far has been on syntax structure, it is explicitly intended to be a
complete theory of natural language. This book treats both the formalism of
term of grammar in general and a partial model of modern English.

Mark Johnson, et al. Estimators for stochastic "Unification-Based" grammars. In
Proc. 37th annual meeting of the ACL, pp. 535–541. Association for Computational
portal.acm.org/citation.cfm?id=1034758

Unification-based grammars are much harder to stochasticize than context-
free methods, because maximizing the likelihood of a training corpus is infea-
sible for features derived from their context-sensitive constraints. A ‘maximum
pseudo-likelihood’ estimator is proposed that optimizes the conditional likeli-
hood instead. From 314 ambiguous Verbmobil sentences, it manages to pick
the correct parse over 50% of times.

Aravind Joshi and Srinivas Bangalore. Disambiguation of Super Parts of Speech (or
Supertags): Almost Parsing. In 15th International Conference on Computational
acld.linguistics.upenn.edu/C/C94/C94-1024.pdf

In LTAG, the lexicon associates forms with elementary trees rather than lex-
eses, and this ambiguity is rather larger than for POS tagging. Supertag-
gging is proposed quite analogously to POS tagging, and for the same reasons.
When using the XTAG parsed WSJ corpus, a unigram model (on POS tags,
not words) achieves only 15% supertag correctness, but 52% recall can be
achieved by choosing the top 3 supertags for each word, and this already
speeds up XTAG parsing by 87% ‘whenever the supertagger succeeds’. With
a more complicated greedy dependency-driven algorithm that can respond to
interactions even beyond the n-gram window, 77% are achieved.

Narendra Jussien and Olivier Lhomme. Local search with constraint propagation
portal.acm.org/citation.cfm?id=604205

A hybrid algorithm for solving the generalized CSP is proposed: decision-
repair. The main idea is to perform a local search (for its feasibility and ro-
bustness), but only on partial assignments, so that filtering can be used. It
solves open-shop scheduling problems much better than before, finding new
lower bounds on many known hard problems.

Fred Karlsson. Constraint grammar as a framework for parsing running text. In
Proceedings of the 13th conference on Computational linguistics, pp. 168–173. As-
sociation for Computational Linguistics, Morristown, NJ, USA, 1990. ISBN 952-
90-2028-7.
acld.linguistics.upenn.edu/C/C90/C90-3030.pdf

Constraint grammar is presented as a formalism explicitly designed for pars-
ing realistic text (as opposed to parsers implementing government & binding,
LFG or GPSG). Constraints can be hard and soft, and their task is to dis-
card as many of the alternatives for a word as possible. Tokenized, tagged,
morphologically analysed English text is assumed. Syntax constraints assign
‘flat, functional, surface labels’: modifier and complement labels point in the correct direction but do not specify the head, e.g. ‘DN>’ means ‘determiner for a noun to the right’. Thus, the output is always unique but underspecified.


Kay attacks the prevalent goals and methods of using computers for translation. Obviously, he says, we know so little about how language understanding works that doing it by computer is totally uncalled for: computers are good at automating what is well understood, but using them for something that we cannot sufficiently formalize is worse than useless.


Keller demonstrates the pervasive nature of gradience as a grammatical phenomenon. He shows that different instances of gradience share some common properties such as ranking and cumulativeness. The distinction between soft and hard constraints is motivated, and optimality theory is extended to linear optimality theory, which is considered to ‘contribute new insights to linguistic theory’.


In the 1980s, much thought was given back then was to integrating numeric optimization with expert systems, e.g. to help a user select the proper algorithm for his task, or to enable reasoning with ambiguous, contradictory and imprecise data. The report even claims that ‘integrating formal mathematical methods and methods based on symbolic knowledge’ could ‘solve some of the problems currently deemed intractable’. ‘Shallow’ coupling is characterized as treating numeric routines as black boxes, i.e. the decision when to apply numeric methods and what to do with their results depends only on the variables problem’s state variables. A ‘deep’ coupled system on the other hand knows the operating envelope of each component it has and selects them accordingly. Deeply coupled systems are said to increase robustness, performance, and maintainability.


It is uncontroversial that unlexicalized PCFG are easier to create, smaller and faster, but lexicalized ones generally perform more accurately. The authors argue that the benefits of lexicalisation to parsing have been overestimated and that much of the benefit of lexicalization can be obtained by splitting states manually in linguistically motivated places. This allows an unlexicalized PCFG to achieve better results than even the early lexicalized ones.


This publication describes the very first automatic POS tagging program. It used relatively small dictionaries, suffix and special character analysis, and context frame tests. An accuracy of 90% is reported for a tag set with 30 categories.


[acl.ldc.upenn.edu/E/E03/E03-1076.pdf](http://acl.ldc.upenn.edu/E/E03/E03-1076.pdf)

Different strategies are proposed for splitting German compounds so that they can be processed by MT systems. A complex method that takes into account the frequencies of the word parts, their POS tags and evidence from a bilingual parallel corpus can process 99.1% of compounds correctly, but for actual MT it is outperformed by much simpler methods such as ‘split into as many parts as possible’.


[www.tcnj.edu/~komagata/pub/iwpt97.ps.gz](http://www.tcnj.edu/~komagata/pub/iwpt97.ps.gz)

Japanese regularly contains heavily elliptical coordinations such as ‘John visited Mary and Ken [visited] Naomi’, or even ‘Diuretic is effective for persons with hypertension related to sodium, and beta blockers [is effective for persons with hypertension related] to the nervous system.’ CCG is extended to Generalized Type-Raised CCG in order to model such phenomena. A parser for such a model is implemented and tested on 22 sentences from a Japanese medical textbook (but not for accuracy). The parser has a worst-case exponential running time; a more complicated worst-case polynomial algorithm is presented, but deemed superfluous because the observed running time of the parser is already cubic. This is in part attributed to the efficient representation of spurious (syntactic, but not semantic) ambiguity.


[citeseer.ist.psu.edu/ubler01from.html](http://citeseer.ist.psu.edu/ubler01from.html)

Although Abney’s original chunk parsing paper speaks about a chunker and an attacher, so far almost all work has been on chunkers. This work presents the chunk parser TüSBL, which attempts to perform recombination as well as chunking. After the usual finite-state chunking, a memory-based learning method searches for complete matches with a pre-existing instance base, or, failing that, partial matches on the lexical level or even the POS level. The system is evaluated with respect to the functional labels that it assigns; for
German, 89.73% of all functional labels are correct, but only 72% of all constituents are attached at all.

www.sfb441.uni-tuebingen.de/al/Publikationen/dep_eval.pdf
Evaluation of parsing the TüBA-D tree bank is discussed. This corpus consists of generalized constituent structures similar to NEGRA, with all heads explicitly annotated; this allows easy conversion to dependency structures as suggested by Lin (1995). Examples are given how a single attachment error would be punished only once by dependency recall rather than multiple times by constituent recall. The same holds for unattached phrases. The authors conclude that dependency evaluation is particularly suitable for partial parsers such as theirs.

The author reviews the current state of natural language parsing and presents his own system Gepard. Its grammar is a context-free production system that uses unification without recursive feature structures, but allows arbitrary extensions to be written directly in C. A forward-chaining Earley parser is used. A general grammar of German is presented that can analyse about one in three sentences from newspaper text (but accuracy is not reported). The bulk of the book is the detailed presentation of each of the thousand production rules; more than one constraint in the WCDG of German was directly inspired by these rules.

www.cs.cornell.edu/home/llee/papers/cstb.pdf
A lively recounting of the vicissitudes of statistical NLP throughout the 20th century: the postwar distributional research connected with Harris and Shannon, Chomsky’s caustic critique of n-grams, and the resurgence of empiricism after its successes in speech recognition.

The Lancaster/Oslo/Bergen corpus was automatically tagged with an extension of the earlier TAGGIT program. New features included manually assigned unigram penalties for rare readings, collocational probabilities, special rules for specific combinations of words and tags, an idiom detector, and finally a more complicated model to compute the most probable sequence, which can handle unknown word spans of unlimited length. The accuracy on the entire corpus is said to be 96%.

acl.ldc.upenn.edu/acl2004/main/pdf/270_pdf_2-col.pdf

PCFG parsing is combined with loglinear postprocessing models that can reconstruct nonlocal dependencies which the constituent parser could not build. The three types of nonlocal dependencies in WSJ (null complementizers, dislocations, and control) are partially dependent on each other (e.g., dislocated elements can act as controllers as if they were still in their original place), so a three-step algorithm is developed that reconstructs one type at a time with separate feature sets and models trained for each step. The results are competitive by Johnson’s PARSEVAL-based metric, but a better metric is also proposed which counts typed dependency relations instead. This is used to argue that context-free parsing is indeed less appropriate to German than to English.


citeseer.ist.psu.edu/lezius98freely.html

This paper describes a freely available (but closed) tagger that predicts morphology, category and lemma of German words. A large lexicon of base forms combined with algorithms for compounding, inflecting etc. provides morphological analyses. POS tagging is performed with Church’s trigram algorithm and achieves 96% accuracy for the smaller of the two tag sets employed. Lemmatization in combination with POS tagging deduces base forms correctly 99.3% of the time.


citeseer.ist.psu.edu/lin95dependencybased.html

Lin proposes to evaluate parsers in dependency space even when they work in phrase space, and gives a general algorithm for producing dependency trees from phrase trees if necessary. In dependency space, precision and recall always coincide, since each word can only be attached correctly or not. Whereas in phrase structure space a wrong attachment can cause several constituents to be considered erroneous, it will always cause exactly one wrong dependency. This error measure can therefore be considered more intuitively adequate. Dependency representation also makes it easy to evaluate the performance of a parser selectively. If edge labels are used, common tasks such as judging the performance of a parser for subject detection are solved by counting only the corresponding edges.


www2.nict.go.jp/jt/a132/member/murata/ps/nlprs99.ps.gz
POS tagging of Thai suffers from very few available training data. A 3-layer feed-forward neural network with elastic input was previously used for tagging; it can use a variable-length context with an error back-propagation algorithm, making it suitable for this situation. Here it is complemented with a postprocessor that learns Brillian transformation rules from templates that are specially designed to cover conditions that the network is known to learn badly, e.g. those with logical OR relationships. This increases accuracy on ambiguous words by 1.1%; overall, 99.1% of words are tagged correctly.

portal.acm.org/citation.cfm?id=981695

This is essentially a report on the application of SPATTER to the Wall Street Journal corpus, where it achieves labelled precision and recall of 84.5%/84.0%.

The same radical conclusion is drawn as in the author’s thesis: ‘Syntactic natural language parsers have shown themselves to be inadequate’ (because they can be replaced with induces decision trees).

arxiv.org/abs/cmp-lg/9405009

Magerman uses statistical decision trees for parsing of English. Since parsing amounts to a series of decisions, such as ‘what category is this?’ or ‘where in the tree does this node go?’, successive applications of classifiers can be used for making all the necessary decisions. Only binary statistical decision trees are used; they are grown automatically with a greedy maximum-likelihood algorithm and then pruned. The resulting SPATTER parser can disambiguate its test set correctly in 78% of all cases. Magerman triumphantly reports that a hand-written PCFG scores only 69% and concludes that he has proven that ‘linguistics need not take part in the development of a parser’.

portal.acm.org/citation.cfm?id=539702

portal.acm.org/citation.cfm?id=981828

This paper defines the term constraint dependency grammar. Maruyama focuses on propagation algorithms and the ability of CDG to represent ambiguous structures efficiently as a network instead of enumerating alternatives. Also, the generative capability and the parsing complexity are discussed.


Unlabelled dependency trees are computed for sentences from the Prague Dependency Treebank with a Maximum Spanning Tree algorithm. In contrast to a previous method, an iterative algorithm is employed that can construct the non-projective trees needed for Czech natively. Different simplifications are necessary to circumvent the exponential number of margin constraints; ‘Factored MIRA’ works best and retrieves 84.4% of the regents in the standard PDT setup, against 83.3% before. The gain is greater if you count only the trees that are non-projective in the first place.


McLauchlan reimplements the tuple-counting model of Collins and Brooks (1995) but with a different smoothing method. Two general-purpose thesauruses are used as sources of similarity measures. In addition, a specialized thesaurus was created by running the extraction algorithm on a corpus consisting solely of PP tuples. Using thesaurus smoothing gets the model from 84.3% to 85.2%; the general thesauruses actually worked better than the specialized one.


This is a general review of the motivation, methods, tasks and applications of corpus linguistics. Both the abstract issues (such as what a corpus is, and how to create one) and actual examples (what well-known corpora there are) are discussed. A final section explicitly juxtaposes the features of the symbolic and statistical paradigms.


Mel'cuk demonstrates the second component (of six) of his Meaning-Text Theory, the interface between Surface Syntax and Deep Morphology, on the example of Modern English. Despite repeated warnings about the preliminary and incomplete nature of this exposition, it is in fact very thorough and detailed, containing complete lists of we at DAWAI would call relation types, ordering constraints, lexical attributes, and even lexicon items, and an annotator’s guide with thousands of examples (and funny limericks). It is not an exaggeration to say that this book is a CDG of English waiting to be written down.

nats-www.informatik.uni-hamburg.de/~wolfgang/papers/ki95.ps.gz

Robustness in language processing is defined as the consistency of system responses in the face of deviant input. Human hearers possess this ability even for input with multiple disturbances, while automatic systems are usually limited to anticipating specific errors or systematically retrying analysis with different rule sets when there is trouble. CDG is proposed as a formalism that combines integrated processing, where e.g. syntax and semantics can influence
each other in a helpful way, without the resulting decrease in robustness of tightly integrated approaches such as HPSG.


acl.ldc.upenn.edu/W/W98/W98-0509.pdf

The WCDG formalism is introduced together with some possible solution methods, such as search, arc-consistency and pruning algorithms. The properties of robustness, uniform information representation and time-adaptive behaviour are explained.


nats-www.informatik.uni-hamburg.de/~wolfgang/papers/recall99.ps.gz

A diagnostic component using WCDG is described that is able to cope with syntactic as well as semantic irregularities by the same mechanism. Graded constraints provide the means both for robust parsing in the face of errors and for explicitly diagnosing them. A multi-level description is used that includes syntactic rules, general semantic rules such as sortal restrictions, and domain-specific knowledge about the objects in the toy world.


The ARISE European project develops train schedule inquiry answering systems. Arguments, dialog-related and task-related attributes are assigned to spans of spoken input by a stochastic semantic case grammar. This paper investigates the impact of also using SYLEX (syntactic analyzer of French) on the input. This is improves recall of semantic labels from 21% to 25%.


This book demonstrates some inherent limitations of artificial neural networks by describing tasks that they are fundamentally unable to solve. Some of the difficulties were later solved through the invention of hidden-layer neurons, but at the time of appearance the work almost singlehandedly stopped research in the field.


www.isi.edu/sims/minton/papers/aij-mc.ps

The authors reimplement a neural network that was successfully used to solve scheduling problems as a purely symbolic algorithm and find that its effectiveness is unaffected by the paradigm change. The key policy turns out to use complete assignments and transform them into better assignments, guided by
how many conflicts every alternative would remove. Conditions are investigated upon when the approach is likely to be most successful.


citeseer.ist.psu.edu/mitamura95controlled.html

The KANT system for authoring of Controlled English texts is described. Both vocabulary and syntax are heavily restricted to those constructions that are easy to process automatically. The authoring system checks its input automatically and suggests alternatives for problematic constructions; in some cases the author is asked for disambiguation decision that is then recorded by SGML in the source text. Altogether the number of analyses on their test set drops from 27 to 1.04; the authors declare that this increases not only the translation accuracy but also the clarity of source texts.


www.cs.princeton.edu/courses/archive/fall05/frs119/papers/moore65.pdf

This is the article that originally described the phenomenon later dubbed ‘Moore’s Law’: the exponential growth rate observed for integration density on integrated circuits as a function of time. Later, the relation was often applied to other aspects of computers such as processor speed and bandwidth.


www.cs.rutgers.edu/TAG+7/papers/nasr.pdf

A chart parser of English for the TAG formalism is proposed that operates on supertags rather than words; when the correct supertags are known, an accuracy above 97% is measured, which is declared to be the degree to which supertags determine the entire parse. In contrast to the usual bilexical statistical parsers, this system uses no lexical information whatsoever in the parser proper, with the advantage that only the supertagger has to be retrained upon porting.


hmi.ewi.utwente.nl/sigparse/iwpt2003/nivre.pdf

A deterministic shift-reduce parser for dependency trees is proposed. The model only creates unlabelled, connected, projective syntax trees; this allows parsing in linear time. With the help of perfect POS information, 89% accuracy are achieved on a Swedish toy corpus. Since parsing decisions are never revoked, the choice of an arbitration policy (when to shift, reduce, or subordinate) is critical for the performance of this system. So far, very simple rules are employed such as ‘subordinate the top word to the next word if their categories allow this’.

Although dependency-based parsers can in principle represent discontinuous constituents directly, Nivre notes that most of them (notably his own memory-based shift-reduce parser) do not actually do so. For parsing the Prague Dependency Treebank, he proposes to modify the training set so that it is entirely projective, but to annotate the edges involved with labels which describe the normalizing process. After shift-reduce parsing, edges with such labels are lowered again. The best of the encodings given allows the correct reconstruction of over 99% of all nonprojective edges from these labels. Parsing the 7507 sentences in its test set yields attachment accuracies of 80.0%/72.7%, which is better than the 78.5%/71.3% obtained with no projectivising, and higher than previous nonprojective parsers on the same data (but still lower than Collins’s and Charniak’s projective parsers).


This paper presents the same empirical shift-reduce parser as the previous one, except that more than one lookahead token is considered now. When applied to an automatically transformed version of the WSJ corpus, an accuracy of 87.3% is achieved in linear parsing time. This figure is slightly below the best results for reconstructing WSJ trees; one reason for that is certainly the limited nature of the probabilistic model, but Nivre also quotes several other, such as the non-optimal POS tagger used and the lack of real dependency labels in the corpus.


This paper extends the previous shift-reduce parser from rule-based policies to an empirical one. Parse actions as well as dependency labels are predicted by memory-based learning (the ID1 algorithm as implemented in the TiMBL package). The flexibility of this algorithm when dealing with unknown configurations allows better results than a previous probabilistic model with a fixed backoff sequence. A hand-annotated corpus of 6316 Swedish sentences is used for the experiments. On the development set, 81.7% labelled and 85.7% unlabelled accuracy are achieved with the best settings of all parameters. A statistic is also given about the accuracy of individual dependency types.


This technical report introduces the BLEU metric for evaluating machine translation systems. Essentially, it evaluates the number of n-grams that are common to a candidate translation and human reference translations, normalized for sentence length. The metric can be efficiently computed and requires only an initial human effort, since the reference translations can be reused during the development of MT systems. BLEU ratings are shown to have excellent correlation with human judgement.


A handwritten robust parser of French (XIL) is extended with PP attachment resolution based on Altavista search results. Ambiguous triples are translated into queries of the form ‘A B NEAR C’, and the resulting documents are parsed. Those cases in which the parser suggests a PP attachments between these words are then taken as evidence. These counts are then used to form a preference lexicon which is used in a second run on the original sentence. This increases PP attachment precision from 71% to 83% (but decreases recall from 92% to 85%).


Ratnaparkhi extends the older PP attachment problem from judging a triple of words to a quadruple, by also looking at the object of the preposition in question. The task is solved with a maximum entropy model, and 81.6% correctness are reported on the WSJ corpus.


Rathnaparkhi employs an ME approach to tag the WSJ corpus. The words and tags of the preceding and following two tokens are available as features, and features that occur fewer than 10 times are ignored. The initial performance is 96.4%, 86.2% on unknown words. Since some words (about, that, more etc.) are particularly difficult, accounting for 0.2 to 0.3 percent of all errors, the model is refined so that features can ask about the identity of the word in question itself, and treat e.g. ‘that’ differently from other RB words. This largely fails because the annotation itself is too inconsistent to make such fine distinctions; when restricting the experiment to sentences created by the same annotator, an increase to 97% is possible.
The PP attachment quadruple task is solved with purely unsupervised learning, by only considering unambiguous sentences in the training set. For instance, ‘lawyers in other jurisdictions’ is a noun attachment because there is no verb to the left of the preposition. The model achieves over 80% correctness on English and Spanish texts.

DIAGRAM was the grammar used in the DIALOGIC system for English dialogue interpretation. It was a large augmented phrase structure grammar that could deal with many complex phenomena; for instance, it correctly produced four semantic interpretations for ‘She was given more difficult books by her uncle’, modelling the ambiguity in PP attachment and the lexical ambiguity of ‘more’. Many examples of coverage and even complete rules are given.

A POS tagger using Brill’s transformation-based method is converted automatically to the equivalent finite-state machine, which allows transformational tagging (but not training) in linear time.

This paper shows how to construct practical applications by combining anytime algorithms, as defined by Dean. A LISP dialect is introduced in which such algorithms can be directly combined, and a method of evaluating systems with different performance profiles is given.

This paper discusses the early history of COBOL, starting with the May 1959 meeting in the Pentagon which established the Short Range Committee which defined the initial version of COBOL, and continuing through the creation of COBOL 61. The paper gives a detailed description of the committee activities leading to the publication of the first official version, namely COBOL 60. The major inputs to COBOL are discussed, and there is also a description of how and why some of the technical decisions in COBOL were made.
This is a progress report about Sampson’s APRIL (Annealing Parser for Realistic Input Language) system, of which Sampson (1986) was ‘a crude pilot version’. 50,000 words of the LOB corpus are used as a training set. On 50 tagged LOB sentences, an accuracy of 75.3% is reported. Many features of the APRIL system, right down to the transformation-based search strategy, are very similar to the WCDG system, although there is no genetic link at all.


After CLAWS proved a great success in language processing without grammatical knowledge, Sampson attempted to use a similar method for unlexicalized syntax parsing (although today we would call it a rather different method in a similar paradigm): simulated annealing. A simple unlexicalized head-daughter probability measure is used. A transformation step can detach any node, reattach it, and change the new parent’s label. Temperature is interpreted as the standard deviation of a Gaussian distribution whose samples are added to the difference in likelihoods. An example of a correct parsing run is given and the assurance is made that while not all runs are so successful, none yield ‘totally crazy trees’. Extensions to incremental parsing or deep-structure parsing are envisaged.


The authors refute various doubts that had been expressed about their previous results. They show that their tag set is not trivial, that their corpus annotation was not primed by what the experimenters expected, and that human annotators really can achieve near-perfect agreement. In a comparison experiment, their system consistently achieves much better results than a Markov trigram tagger trained on the Brown corpus.


This document defines the set of 36 part-of-speech tags used in the Penn Treebank, which has become the standard tag set for English. It aims to make further morphological classification unnecessary; for instance singular and plural nouns receive different tags. A large number of doubtful cases are explicitly discussed.

The NEGRA corpus is analysed with different parsing algorithms in isolation and combined, and the results are evaluated using a dependency representation that allows for underspecification of very ambiguous phenomena such as prepositions. First, C4.5 machine learning is employed on the covered-nth-tag representation, leading to 77.2%/72.6% when all attachments are resolved; Schiehlen’s own cascaded finite-state parser achieves 85.9%/76.1%. Many different combination schemes are tested, and the best result is greedy f-value optimization with an f-score of 85.4%.


An unlexicalized probabilistic parsing model for NEGRA is presented that uses various ‘linguistically inspired’ transformation and annotation schemes: transformations are applied to the corpus before training and later removed from the parser output before measuring accuracy. No scheme that reduces the number of category symbols has a positive effect, but many that increase the number of categories do; for instance, when the special German PP with ‘von’ that function as genitives are given a special category PP-PG instead of PG, accuracy improves.

Many of these transformations use information from NEGRA’s edge labels to detect unusual constituents and mark them as special, effectively introducing lexicalisation at key points. Also, trees that are considered multiple sentences are split into smaller sentences, a NE recognizer is applied, etc. Altogether these extra measures raise the dependency f-score to from 78.1% to 81.2% on the test set.


This text defines the set of 54 part-of-speech tags that is now generally used when performing automatic analysis of German. The tag set is structured hierarchically by major and minor categories, and optionally morpho-syntactic features. Detailed guidelines are specified for annotating new text with this tag set.


The POS tagging problem is solved with a 2-layer perceptron network. Input features are the output prediction of the preceding and the lexical probabilities of the following words. On Penn Treebank data, the network performs better than the Xerox tagger and comparable to Cutting’s HMM tagger, but copes better with a smaller training set (since it has to determine only 13,824 parameters).

www.ims.uni-stuttgart.de/ftp/pub/corpora/tree-tagger1.ps.gz

An n-gram POS tagger is presented which does not obtain its transition probabilities through maximum likelihood estimation, but from binary decision trees on features such as ‘does the previous word have tag t?’ With the ID3 algorithm, contexts can be reliably pruned to those that provide a significant information gain, so that even a quadrogram version is possible. The resulting program achieves 96.32% accuracy on Penn Treebank data, more than a HMM tagger with the same data. Furthermore, the decision tree algorithm degrades more gracefully if the size of its training set is reduced.


www.ims.uni-stuttgart.de/ftp/pub/corpora/tree-tagger2.ps.gz

Improvements are proposed to a decision-tree POS tagger in order to make it work better on German, where morphology creates much more lexical parameters (to the point where 50% of all types are unknown words), but less training data is available. Measures such as equivalence classes for words with identical sets of possible tags, prefix lexica, and unsupervised learning of possible tag sets for unknown words lead to an accuracy of 97.53% in a preliminary experiment. Ideas for further improvements are discussed that would transcend the n-gram paradigm.


An early version of the CDG program is presented that was the first functional implementation of WCDG.


nats-www.informatik.uni-hamburg.de/~ingo/papers/da.ps.gz

The advantages of automatically acquired grammars over handwritten ones are motivated (effort, human error, generality etc.). WCDG is extended with an empirically computed valuation of individual attachments to guide the consistency-based solution methods. On a Verbmobil dialogue, the combined system achieves a better combination of disambiguation and correctness than the hand-written base grammar; however, the available training corpus proves too small to support reliable analysis with full disambiguation.


nats-www.informatik.uni-hamburg.de/~ingo/papers/thesis.pdf

Schroeder proposes the WCDG formalism for the treatment of the central phenomenon of *gradation* in natural language. Syntax and semantics of the WCDG
constraint language are reviewed, and the available solution algorithms are presented. Using a grammar for parsing Verbmobil appointment scheduling dialogues (an early version of the grammar discussed here), the capability for robustness against deviant input, error diagnosis, anytime behaviour, and external confidence assessments is demonstrated.


The weights of a comparatively small WCDG of German are systematically evolved by measuring the performance of different weight vectors on the same corpus. Compared with hand-assigned weights, the same accuracy can be achieved with the automatically evolved weights, or a slight improvement when genetic techniques are combined with manual initialization.


A transformation-based solution method for WCDG is proposed that relies on *guided local search* rather than conflict analysis. Local optima are avoided not through explicit taboo lists, but by maintaining counters of features that have been observed in good and bad solution candidates, thus effectively changing the evaluation function used for hill climbing.


A bilingual aligned English-Japanese corpus is used to improve PP attachment in machine translation. The key is that Japanese is syntactically unambiguous with respect to the classical quadruple task, so an aligned bilingual J-E corpus can be used as a corpus that is annotated as far as PP attachment is concerned. The MSR-MT system produces low PP attachments by default, so the corpus is used merely to collect information on when a verb has greater affinity for a PP than a noun does. With an additional dictionary of such V+P pairs, the resulting translations are judged by human informers to be significantly better, whether they were from English to Japanese or to Spanish.


A shift-reduce parser for English and various scheduling principles are described that model some preferences of human hearers in a natural way, such
as minimal attachment, right association, or lexical preference. The assignment
of word category can be deferred in order to await better evidence, e.g. for an
initial ‘that’, but since only a finite amount of information may be kept in a
parsing state the parser still counts as deterministic.

citeseer.ist.psu.edu/639317.html

BulTreeBank ([www.bultreebank.org](http://www.bultreebank.org)) is a corpus of analyses of Bulgarian
sentences in HPSG format, but a partial, non-monotonic finite-state analyzer
is used for bulk annotation. This paper describes the different regular gram-
mars that are used to parse pieces of the input, and the concept of *dynamic
networks of grammars* that allow their application in different orders. The cur-
rent strategy includes easy-first, bottom-up treatment of base NPs, APs and
verb nuclei, clitics, NEs, idioms, dates and multiwords; top-down clause and
fixed-expression detection; and network-based treatment of PPs, infinitives,
coordinations, relatives and discontinuities.

Wojciech Skut, et al. An Annotation Scheme for Free Word Order Languages.
In *Proc. Fifth Conference on Applied Natural Language Processing (ANLP-97)*.
[acl.ldc.upenn.edu/A/A97/A97-1014.pdf](http://acl.ldc.upenn.edu/A/A97/A97-1014.pdf)

This is an early report on the principles and techniques used for creating
the NEGRA corpus. Most important, nested phrase structure is rejected as
suited only to configurational languages. Instead of trace/filler structures,
non-contiguous constituents are allowed, while double syntactic roles are rep-
resented as secondary edges. A graphical annotation tool is described that
integrates stochastic prediction components in order to ease the annotator’s
task.

Josep M. Sopena, et al. A Connectionist Approach to Prepositional Phrase At-
tachment for Real World Texts. In *Proceedings of the 36th annual meeting on
Association for Computational Linguistics*, pp. 1233–1237. Association for Com-
[portal.acm.org/citation.cfm?id=980770](http://portal.acm.org/citation.cfm?id=980770)

The quadruple task is solved on examples from the WSJ corpus using a feed-
forward neural network with one hidden layer. Wordnet is used but simplified
to those classes that actually occur in the training and test sets. All classes of
all senses of all words in the quadruple are presented as input simultaneously
(and the output is a single bit, V or not V). 86.8% are achieved in the best
configuration.

Jiri Stetina and Makoto Nagao. Corpus Based PP Attachment Ambiguity Resolution
with a Semantic Dictionary. In *Proceedings Fifth Workshop on Very Large Corpora*,
[acl.ldc.upenn.edu/W/W97/W97-0109.pdf](http://acl.ldc.upenn.edu/W/W97/W97-0109.pdf)
This work uses an ID3 decision tree to predict noun or verb attachment on standard data, and achieves an unsurpassed 88.1% of accuracy. The authors explain that they were inspired by the fact that Collins’s backed-off model performs at 92.6% on instances when it does not have to back off (i.e. the entire quadruple has been seen before). Hence, one should try to increase the number of times that full matches happen. For instance, ‘buy books for children’ should be considered as the same as ‘buy magazines for children’. To do this, the WordNet hierarchy was employed and a concept of semantic distance was introduced (a mixture of path length between two nodes and their absolute depths). An entire unsupervised algorithm for word sense disambiguation was invented to prepare the training data, since hand-disambiguating word senses in the WSJ corpus is infeasible. The resulting decision tree is extremely efficient and performs almost as well as human readers (when they see only the quadruple).


etext.library.adelaide.edu.au/s/s97p/

A petition to the Earl of Oxford to establish a national academy for purifying and then preserving the English language, so that it might remain unchanged over time. Many arguments must appear bizarre to contemporary linguists, but in contrast to his more well-known pamphlet ‘A Modest Proposal’, this text is entirely serious.


www.cs.rochester.edu/~gildea/swift-coling04.pdf

This work uses one parser (that of Collins) as an oracle for another (TRIPS). The domain that TRIPS parses is human/human dialogues in (simulated) emergency rescue situations, which is quite different from WSJ text, but it is reported that there are ‘islands of stability’ in Collins’s output which are nevertheless useful. TRIPS itself is a GPSG/HPSG of English with ‘fairly extensive coverage’ operating ‘close to real-time for short utterances’ (1-9 words). The PCFG performance was only 32%/64% on the medical data, not surprising since it assumes systematically different phrase structure than TRIPS (see p. 386). Still, if you give the edges that it predicts a 3% bonus on their score in the TRIPS chart, it becomes 2.4 times faster, and sentence accuracy rises from 48.5% to 49.5%.


portal.acm.org/citation.cfm?id=974568

The older Constraint Grammar system for English (Karlsson, 1990) is extended to a full labelled dependency parser. Constraint Grammar output is underspecified in two ways: more than one tag may remain for a word, and the tags themselves may make partial predictions such as ‘modifies a noun to
the somewhere to the right'. This work extends the system by adding explicit dependencies (which can even be nonprojective), although the output can still be underspecified. Rules can add or delete dependency links, but usually only add them. The actual tree is extracted from the intermediate result with the help of general heuristics. 95.3%/87.9% dependency attachment are claimed for newspaper text from the Bank of English corpus.


The authors motivate and present several additions to the previous existing statistical POS taggers of English, such as using both sides of context for each word, lexicalizing the context words in addition to the current word, and adding new features for classifying unknown words. The final result is an error rate reduction on the WSJ corpus of 4.4%. Even the authors admit that further advances in WSJ tagging is probably limited by treebank errors rather than algorithmic improvements.

cswww.essex.ac.uk/CSP/edward/FCS.html

This is a monograph about constraint satisfaction problems (the general problem of assigning consistent values to n-tuples). As well as the formal definitions and properties, it discusses search, consistency and repair algorithms. The last chapter also introduces soft constraints and defines both partial (PCSP) and optimization problems (CSOP).


odur.let.rug.nl/~vannoord/papers/error-mining.pdf

A new technique for improving the Alpino parser of Dutch is described. Based on the notion of parsability of words and word sequences (the ratio of parsable to unparsable sentences from a large unannotated corpus in which it occurs), systematic errors in the parser can be found automatically. Both faulty or missing lexicon items and grammar rules can be detected automatically.

Based on these observations, improvements were made to the tokenizer, lexicon and grammar that increased the coverage from 91% to 95% of all sentences. The dependency accuracy rose from 84.5% to 86.5%. A new combination of suffix arrays and perfect finite hash automata was used to deal with the huge n-gram tables necessary.

www.dcs.gla.ac.uk/Keith/Preface.html

This was both the first application of PP attachment techniques to German, and the first to use search engine queries as its corpus. 3000 sentences from the Computerwoche CD were decorated with the usual quintuples as test data. AltaVista’s NEAR operator was used to estimate co-occurrence frequencies in the entire German WWW. The work focuses on trading off reliability and coverage, and so not all cases are always solved. In the final configuration, lemmatization, compound analysis and backing off to one data point is used, and all remaining cases are simply assigned to N. This achieves 73.1% accuracy at full coverage.


Voutilainen challenges the dominance of data-driven methods for POS tagging. He notes that none of them seem to be able to break the ‘97% barrier’ for English, while several hybrid systems achieve over 98%. The proposed EngCG is entirely rule-based: pattern-action rules on the context of words successively remove illegal tags until 93% to 97% of all words are totally disambiguated, while recall reaches 99.7%. With additional heuristic constraints, the remaining ambiguity can be halved yet again, with a recall of 99.5%.


Wauschkuhn examines the influence of POS tagging on his shallow ChapLin parser. With perfect POS tags, 76% rather than 48% of sentences receive an unambiguous analysis. Statistical tagging makes 35% of sentences unparsable, but reduces the number of results. He concludes that tagging helps to reduce the number of results, at the cost of reduced coverage. No accuracy results are given, but with statistical tags, 79% of the unambiguous analyses are the same as without tags. Various hypothetical improvements to tagger integration are suggested.


This is an early report on adding probabilistic knowledge to NLP systems in various ways. For POS tagging, PCFG parsing and semantic class extraction, the amount of training data necessary for an overall improvement is found to be quite small. For instance, 80 annotated sentences are enough to estimate PCFG rule probabilities which then reduce the ambiguity resolution error rate on sentences by 81%. From 20,000 words of MUC data annotated with semantic classes, probabilities for head+case frame+object triples can be estimated.
which then predict 136 of 166 multi-way PP attachments correctly. For instance, the local modifier ‘in Yunguyo’ attaches correctly to ‘exploded’ rather than to ‘dawn’ or ‘today’.


citeseer.ist.psu.edu/576083.html

In an age when statistical methods were out of fashion, PP attachment was seen as ‘essentially always predictable’ by simple symbolic rules. In the very restricted domain of typed interactive communication in a travel planning system, a short algorithm combining Lexical Preference and Presupposition rules predicts almost all PP attachments correctly. The authors acknowledge that ‘something about the typed interactive mode of communication’ probably influences this predictability.


hmi.ewi.utwente.nl/sigparse/iwpt2003/yamada.pdf

A deterministic shift-reduce dependency parser is described that achieves 90.0% accuracy on WSJ trees (converted to dependencies) with the best parameter settings. The statistical model is based on features such as ‘POS tag’ or ‘POS tag of the leftmost child’ of the left and right context of the current word. The probabilistic model is computed with the help of support vector machines, which use kernel functions to handle very large feature spaces efficiently and avoid overfitting to training data.


This contribution develops an extended analogy about medieval England to illustrate what it actually means for a tree structure to be projective. It also extends the notion to non-crossing on more than one level, and so develops the restricted multiplanarity hierarchy.


A representation for dependency trees is defined axiomatically that can represent some non-projective dependency trees, namely those with a bounded non-projectivity depth. ‘Colored’ brackets are employed to guarantee that only
these can be represented. With such a model, finite-state methods can assign even non-projective structure to terminal strings, which is necessary for many natural languages such as Danish or Finnish.

Steve Young. Talking To Machines (Statistically Speaking). 2002. citeseer.ist.psu.edu/533053.html

Spoken dialogue systems are proposed that use statistical techniques (Partially Observable Markov Decision Processes, Recursive Transition Networks, Stochastic Context-Free Grammars, Bayesian Networks, and $n$-gram models) for speech recognition, dialogue act detection, response generation and production. ‘Minimal dependence on explicit rules’ is stressed, and the trade-off between adequacy and demands on the training data is discussed.


This is a summary of Zeman’s dissertation on Czech dependency parsing. His extremely simple algorithm is: always add the edge to the incomplete dependency tree that has the highest unigram probability, and does not violate connectivity and projectivity. The unigram probability of an edge is just its relative frequency in the training data. ‘None of the tested methods seems useful for parsing Czech with the data available.’ The author attributes this to sparse data rather than the algorithm and lists seven inadequate simplifications made by the probability model so far.


Seven dependency parsers of Czech (Charniak, Collins, and five native Czech ones) are combined with different strategies to achieve better accuracy: Weighted voting gives the opinion of overall better systems more weight than others; Stacking attempts to learn which parser to trust for which decisions; Unbalanced combining just collects all edges proposed by at least half the parsers; Switching adds edges from different parsers as long as no cycle results. Weighted voting turns out to be best, raising structural accuracy to 87% from Charniak’s 85%.