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ABSTRACT

This paper proposes a deep learning approach for document image quality assessment. Given a noise corrupted document image, we estimate its quality score as a prediction of OCR accuracy. First the document image is divided into patches and non-informative patches are sifted out using Otsu’s binarization technique. Second, quality scores are obtained for all selected patches using a Convolutional Neural Network (CNN), and the patch scores are averaged over the image to obtain the document score. The proposed CNN contains two layers of convolution, location blind max-min pooling, and Rectified Linear Units in the fully connected layers. Experiments on two document quality datasets show our method achieved the state of the art performance.

Index Terms— Convolutional neural networks, document, image quality

1. INTRODUCTION

This paper presents a deep learning approach to no-reference quality assessment of document images. Document quality has a direct impact on the OCR performance. Thus it is desirable to estimate document quality before applying OCR. In this paper, we assume the quality of a degraded document image is directly correlated with the performance of optical character recognition (OCR) software run on it. A document quality prediction system can be used in many practical applications [1]. For example, it can be used to filter out highly degraded document image for which the OCR system will fail, or it can also be used to select high quality document frames in a video capture system [2]. Moreover, when applying a document enhancement method we may be able to avoid further degradation under the guidance of a quality measure.

Early work on document image quality assessment (DIQA) focused on deriving solutions for specific types of document degradations and relied on hand-crafted features. In [3, 4, 5], several quality factors for typewritten document images are proposed including: Font Size (FS), Small Speckle Factor (SSF), Stroke Thickness Factor (STF), White Speckle Factor (WSF) and Broken character factor (BCF). These metrics were computed empirically based on connected-components and were chosen because they may have a high correlation with the OCR error rate. They have been used to predict the OCR accuracy and to choose the best restoration method for preprocessing. However, these metrics cannot be directly applied to general document distortions for the following reasons: 1) the computation of these metrics depends on font size. Thus they are only effective under the assumption that the sizes of individual characters are similar. However, a complex document image may contain characters of different font sizes or stroke sizes, and some scripts such as Arabic typically show varying stroke sizes. 2) The touching of handwritten characters could be due to the writing style of writer, and not typically related to quality.

Recently, Kumar et al. [6] proposed a sharpness measure for camera-captured document images, which is specifically designed to measure the blur distortion and may only be applied to camera-captured document images. The first general-purpose method seen in the literature is the feature learning method introduced by Ye et al. [7], which is an extension of the CORNIA system [8]. This method is based on unsupervised feature learning which can automatically learn discriminant features for different types of document degradations. However, this is a rather empirical feature learning solution. We propose a deep learning method for DIQA, which provides a more unified and principled way for feature learning and regression.

Recently the research community has seen great success using deep learning for computer vision tasks. The Convolutional Neural Network (CNN) is one of the most widely used methods for object detection/recognitio[9, 10, 11]. Kang et al. [12] used CNN in no-reference image quality assessment for natural images and achieved the state of the art performance. With minimal preprocessing on raw images, CNNs efficiently learn features and a classifier/regressor in one process, typically with stochastic gradient decent and backpropagation. In this way, learned features tend to be more effective than handcrafted features, and the process is clean and clear.
The proposed CNN contains a special max-min pooling which reduces the unnecessary computation while keeping important features for quality estimation. Exploiting the homogeneous nature of typical distortions, we divide document images into patches to significantly increase the number of training samples. This allows our method to work for large images. An efficient patch selection process is employed and only informative patches are fed to the CNN. The proposed method shows state of the art performance on two document quality datasets.

2. APPROACH

We first introduce the overall process of estimating document image quality. We preprocess a grayscale document image with local normalization, crop the image into patches, use the CNN to estimate quality scores for selected patches, and average the scores to obtain a score for the image. The goal is to predict quality scores that correlate with OCR accuracies as much as possible.

2.1. Preprocessing

Preprocessing is typically required for general image quality assessment, in order to be robust to intensity and contrast change. As in [13], we perform a local normalization over the entire image. Each pixel is subtracted by the mean and divided by standard deviation of the pixels in a surrounding window. Fig.1(a) and (b) show a document image and its local normalization result.

2.2. Patch sifting

We perform Otsu’s binarization [14] on the raw image, and obtain a binary map corresponding to foreground and background. We crop patches from the preprocessed (i.e. locally normalized) images and check their corresponding patches on the binary map. If the patch on the binary map is constant, i.e. all ones or all zeros, then this patch is discarded. Since the patch size is chosen to be larger than the typical stroke width, text patches are preserved. Most patches sifted out in this way are background patches or non-text foreground patches. Fig. 1 (c) shows the result of Otsu’s binarization, and Fig. 1 (d) shows the locations of patches that are selected after sifting.

Dividing an image into patches has two major benefits. First, it is easier for the CNN to handle patches instead of the entire image. Document images in one of the datasets have the size 1860 \times 3264, which makes it nearly impossible to process with a CNN. But an image patch (e.g. 48 \times 48) can be comfortably processed by a CNN of reasonable size. Second, by dividing images into patches, the number of samples is significantly increased, which is typically desired for training a CNN.

Since we predict quality with respect to OCR performance, we would like to focus on the patches that contain characters. In our document dataset, most image content is either text or background, thus we just need to sift out the background patches and use the rest for quality estimation.

2.3. Network Architecture

Once the patches are obtained, we feed them into a network. Fig. 2 shows the architecture of the proposed network. The network contains two convolution and pooling layers, two fully connected layers and one output layer. The input is sifted patches of size 48 \times 48. The first convolution layer contains 40 kernels each of size 5 \times 5, followed by a 4 \times 4 max pooling, then the second convolution layer with 80 kernels each of size 5 \times 5. Following the second convolution layer is a special max-min pooling that we will explain later. Each of the two
fully connected layers contains 1024 nodes. The last layer is a linear regression that outputs the quality score.

We use Rectified Linear Units (ReLUs) [15] as the neurons in the two fully connected layers. Formally ReLUs can be expressed as \( f(x) = \text{max}(0, x) \), where \( x \) denotes the input. ReLUs let positive signals pass and suppresses the negative signals. Compared to traditional sigmoid or tanh neurons, ReLUs are robust to input range and leads to faster training as demonstrated in [10]. It is worth noting that in convolution layers no nonlinear transform is applied, or equivalently a linear neuron \( f(x) = x \) is applied, since in experiments we didn’t observe any benefit from using ReLUs in the convolution layers.

As we mentioned previously, a special max-min pooling after the second convolution layer is used. Specifically, each feature map obtained by the second convolution layer is pooled into one max value and one min value. Suppose there are 80 kernels in the second convolution layer, after max-min pooling we get 80 max values and 80 min values for a total of 160 outputs. Through the max-min pooling, the location information of features is discarded, but the filter responses characterized by maxs and mins are enough to capture the statistics of the quality.

### 2.4. Learning Procedure

By cropping images into patches we have plenty of training samples. In fact the important thing is that the training patches are all labeled. We simply make the labels of patches the same as the ground truth OCR scores of their original images.

During training, for each patch we try to train the network to predict a score close to the ground truth. The error between the last layer’s output (predicted score) and the patch’s ground truth is measured by the \( L_1 \) norm. We use Stochastic Gradient Descent (SGD) and backpropagation to solve the minimization and update the parameters. Training is performed on mini-batches of samples for a given number of epochs, and we select the model parameters that achieve the best performance on the validation set.

### 3. EXPERIMENTS

#### 3.1. Dataset and protocol

**Datasets:** We conduct experiments on the following two datasets.

1. Sharpness-OCR-Correlation (SOC) dataset [16]: a total of 175 color images with resolution 1840 × 3264. These images are captures of 25 documents using a cell phone camera. Each document contains machine printed English, and 6-8 photos with varying focal lengths were taken to generate different levels of blur. Fig. 1(a) shows a sample image of this dataset. A commercial OCR software (ABBYY Fine Reader) was run on each of the 175 images, and the OCR results were evaluated by the ISRI-OCR evaluation tool [17] to obtain OCR accuracies in the range \([0, 1] \). The OCR accuracy is the ground truth for each image in our quality assessment task.

2. Newspaper dataset [7]: 521 grayscale images with various resolution. These images are a subset of a historical collection, and contain machine printed English and Greek. Each image in this dataset is a text region instead of an entire page. The OCR accuracies were obtained for each image using ABBYY Fine Reader and ISRI-OCR in the same way as SOC dataset. On this dataset, the OCR performance is mainly affected by broken strokes. Fig. 3 shows sample images from this dataset.

**Evaluation protocol:** Following the tradition in natural image quality assessment, we compute the correlation between the predicted quality scores and ground truth OCR accuracies. Specifically, we use the Linear Correlation Coefficient (LCC) and the Spearman Rank Order Correlation Coefficient (SROCC) to evaluate the performance of the proposed algorithm and compare it to previous methods. LCC is a measure of the degree of linear relationship between two variables. SROCC measures how well the relationship between
two variables can be described using a monotonic function.

In our experiments, we randomly sample 60% of the data as the training set, 20% as the validation set, and leave the remaining 20% as a test set. This random split of dataset is reasonable for the Newspaper dataset, but not on the SOC dataset. The images of SOC dataset are organized in groups where each group only contains images taken from the same document, thus the random split is conducted at the group level. For both datasets, this random split of data is repeated 100 times, each time the LCC and the SROCC are computed, and we report the median LCC and SROCC over the 100 iterations.

3.2. Evaluation

**Implementation:** The proposed network is implemented using the python library Theano [19]. With Theano we are able to easily run our algorithm on a GPU to speed up the process without much optimization.

**Evaluation on SOC:** On the SOC dataset, the image resolution is high thus we use a relatively large patch size of 48. With this patch size we get roughly $9 \times 10^4$ training patches, $3 \times 10^4$ validation patches and $3 \times 10^4$ test patches. We show the experimental results and compare with previous approaches in Table 1. The proposed method achieved a higher LCC and SROCC than other competing methods.

We visualize the learned filters in the first convolution layers, in Fig. 4(a). The learned filters do not show patterns that are immediately intuitive to human. Some patterns tend to gradually change intensity along a direction which may correspond to blurred character boundary, while most patterns seem to be of irregular structure. We believe this is due to the fact that the filters are learned from locally normalized images instead of the original images.

**Evaluation on Newspaper:** The image size has large variations on the Newspaper dataset. Images can be as small as $569 \times 38$. Also the characters in the images are much smaller than those in SOC. Thus a smaller patch size of 32 is used for this dataset. There are approximately $6 \times 10^4$ patches for training, and $2 \times 10^4$ each for validation and test. Table 2 shows the experimental results on Newspaper dataset. Our method achieved similar performance compared to the state of the art. All competing methods show a decrease of performance on this dataset. The major noise present in Newspaper dataset is eroded/broken strokes, which are likely part of the document itself rather than introduced by the imaging process. This inherent distortion mainly relates to the semantics, thus it may not be measured well by those methods that typically focus on statistics of low level features.

We also visualize the first convolution layer filters learned on Newspaper dataset in Fig. 4(b). It is also difficult to find obvious structures from the learned filters.

### Table 1. median LCC and SROCC over 100 random sampling experiments on SOC dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LCC</td>
<td>0.904</td>
<td>0.937</td>
<td>0.927</td>
<td>0.950</td>
</tr>
<tr>
<td>SROCC</td>
<td>0.836</td>
<td>0.862</td>
<td>0.854</td>
<td>0.898</td>
</tr>
</tbody>
</table>

### Table 2. median LCC and SROCC over 100 random sampling experiments on Newspaper dataset

<table>
<thead>
<tr>
<th></th>
<th>BRISQUE-L</th>
<th>CORNIA</th>
<th>CORNIA-SF</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCC</td>
<td>0.722</td>
<td>0.751</td>
<td>0.735</td>
<td>0.731</td>
</tr>
<tr>
<td>SROCC</td>
<td>0.709</td>
<td>0.725</td>
<td>0.708</td>
<td>0.726</td>
</tr>
</tbody>
</table>

4. CONCLUSION

We proposed a CNN based method for document image quality assessment. Our method first predicts quality scores on document image patches, then the patch scores are averaged to obtain a image quality estimation. Dividing the image into patches brings abundant samples for training CNN. The proposed CNN effectively learns quality related features and achieved the state of the art performance.
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