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Abstract—This note is concerned with the problem of finding a quadratic common Lyapunov function for a large family of stable linear systems. We present gradient iteration algorithms which give deterministic convergence for finite system families and probabilistic convergence for infinite families.
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I. INTRODUCTION

The work reported in this note is motivated primarily by the problem of stability for switched systems. A switched system is a dynamical system described by a family of continuous-time subsystems and a rule that governs the switching between them. Such systems arise as models of processes regulated by switching control mechanisms and/or affected by abrupt changes in the dynamics. It is well known and easy to demonstrate that switching between stable subsystems may lead to instability. This fact makes stability analysis of switched systems an important and challenging problem, which has received considerable attention in the recent literature. We refer the reader to the recent book [11] for an overview of available results.

It is very desirable for individual subsystems to share a common Lyapunov function. If a switched system enjoys this property, then stability is preserved for arbitrary switching sequences.1 When the subsystems being switched are obtained as feedback interconnections of a given process with different stabilizing controllers, this means that one does not need to worry about stability and can concentrate on other issues such as performance. Moreover, rather than simply knowing that a common Lyapunov function exists, it is important to compute it, as this yields precise information about the behavior of the switched system.

A particular case of interest is when the subsystems are linear time-invariant and a quadratic common Lyapunov function is sought. Although a number of conditions for the existence of such a Lyapunov function have been obtained, general results are lacking (particularly for system families with no special structure); see [11, Ch. 2]. On the other hand, the problem of finding a quadratic common Lyapunov function amounts to solving a system of linear matrix inequalities (LMIs), and efficient methods for solving such inequalities are available [2]. However, these algorithms offer limited theoretical insight and become ineffective as the number of subsystems being switched increases. Moreover, this approach is in general not useful for an infinite family of subsystems (with the notable exception of the convex hull of a finite family). Gridding techniques which are generally used for infinite families have the obvious drawbacks that the number of grid points grows exponentially with dimension and no guaranteed solution is obtained between grid points (see, e.g., [20]). Thus there is a need for developing simple and computationally tractable algorithms which can be used to find quadratic common Lyapunov functions for large (and unstructured) families of stable linear systems.

The approach proposed here is based on the idea of handling matrix inequality constraints sequentially rather than simultaneously, by means of an iterative gradient descent algorithm. For finite families of systems, this provides a useful alternative to solving systems of LMIs, which is of independent theoretical interest. (For comparison, we mention the iterative algorithm described in [14] for a special case of the above problem, namely, finding a common Lyapunov function for a finite family of commuting linear systems.) In the case of an infinite family of systems, for which general deterministic algorithms are not available, this method can be combined with randomization to yield probabilistic convergence. The main results of this note state that: i) in the deterministic setting, convergence to a quadratic common Lyapunov function (if one exists) in a finite number of steps is guaranteed for a finite family of linear systems; and ii) in the probabilistic setting, randomization allows us to obtain convergence with probability one for an infinite family. Probabilistic methods can also be applied, of course, to finite families; in this case, they can provide faster convergence than deterministic ones, at the expense of introducing a risk. (See [20] for more information on randomized algorithms.)

The use of gradient algorithms for solving matrix inequalities was proposed in [19] in the context of probabilistic control design for uncertain linear systems; see also [3], [5], [8], [16], and [21] for related recent developments. The main ideas go back to the early work on solving algebraic inequalities reported in [1], [13], [18], and [22]. Among the aforementioned references, [19] is especially relevant to this note, although it addresses a different problem and there are significant distinctions between the two papers. Specifically, we consider both deterministic and probabilistic settings, whereas [19] concentrates on the latter; the general framework described here allows a number of design choices, some of which were used in previous work while others were not; in addition, since we are concerned with systems of Lyapunov inequalities, while [19] deals with systems of Riccati inequalities, important technical differences arise as we explain below.

The rest of the note is structured as follows. Section II presents the problem formulation and preliminaries for the case of a finite family. Section III introduces the gradient iteration algorithms, and Section IV states and proves the deterministic convergence result. Section V presents the corresponding developments for infinite families, establishing a probabilistic counterpart of the previous result. In Section VI, we discuss several specific design choices. Section VII contains concluding remarks regarding computer simulations and questions for future work.

II. PROBLEM FORMULATION AND NOTATION

Suppose that we are given a family of real Hurwitz $n \times n$ matrices $A_1, \ldots, A_N$, where $n$ and $N$ are positive integers. We write $P \succ 0$ (or $P > 0$) to indicate that a matrix $P$ is symmetric nonnegative definite (respectively, positive definite), and $P \preceq 0$ (or $P < 0$) to indicate that $P$ is symmetric nonpositive definite (respectively, negative definite). Suppose that there exists a matrix $P \succ 0$ which satisfies

$$PA_i + A_i^T P \preceq 0, \quad i = 1, \ldots, N.$$
This means that the quadratic function $V(x) := x^T P x$ is a common Lyapunov function for the family of asymptotically stable linear systems
\[
    \dot{x} = A x, \quad i = 1, \ldots, N. \tag{1}
\]
Fix an arbitrary matrix $Q > 0$. Multiplying $P$ by a sufficiently large positive number, we see that the system of inequalities
\[
P A_i + A_i^T P + Q \leq 0, \quad i = 1, \ldots, N \tag{2}
\]
has a solution $P > 0$. Moreover, if a symmetric matrix $P$ satisfies (at least one of the inequalities (2), then it is well known that we automatically have $P > 0$; see, e.g., [4, p. 132]. Thus, the problem of finding a quadratic common Lyapunov function for the family (1) is equivalent to that of finding a symmetric matrix $P$ which satisfies (2). In what follows, we will be concerned with the latter problem. We denote the set of symmetric solutions of the inequalities (2) by $\mathcal{L}$.

The space of symmetric $n \times n$ matrices is a Hilbert space with the inner product $(R, S) := tr RS$ and the Frobenius norm $\|R\| := (\sum_{i=1}^n R_{ii}^2)^{1/2}$. It is important to note that when the set $\mathcal{L}$ is nonempty, it must have a nonempty interior. Indeed, if $P \in \mathcal{L}$, then a standard perturbation argument such as the one given in [9, Ex. 5.1] can be used to show that $\mathcal{L}$ contains a neighborhood of $\gamma P$ for every $\gamma > 1$. In fact, we have $\gamma P + \Delta P \in \mathcal{L}$ for every symmetric matrix $\Delta P$ satisfying the bound
\[
    \lambda_{\max}(\Delta P) \leq \frac{(\gamma - 1)\lambda_{\min}(Q)}{\pi \max_{i=1,\ldots,n} \sigma_{\max}(A_i)},
\]
where $\lambda_{\max}$ and $\lambda_{\min}$ denote the largest and the smallest eigenvalue, respectively, and $\sigma_{\max}$ denotes the largest singular value. It is well known that $\lambda_{\max}(\Delta P) \leq \|\Delta P\|$; see, e.g., [6, pp. 296–297]. Since $\gamma$ can be arbitrarily large, we see that for every $\gamma > 0$ there exists a ball of radius $\gamma$ which is contained in $\mathcal{L}$. This is in contrast with the case of Riccati inequalities treated in [19], where a sufficiently small ball inside the solution set $\mathcal{L}$ is assumed to exist but its radius $\gamma$ is not explicitly known.

In the sequel, we note the notion of projection of a symmetric matrix $R$ onto the convex cone of nonnegative–definite matrices. This projection is defined as
\[
    R^+ := \arg \min_{S \succeq 0} \|R - S\|.
\]
The matrix $R^+$ can be computed explicitly as follows (see [18]): If $R = U \Lambda U^T$, where $U$ is orthogonal and $\Lambda$ is diagonal with entries $\lambda_1, \ldots, \lambda_n$, then $R^+ = U \Lambda^+ U^T$, where $\Lambda^+$ is diagonal with entries $\max\{0, \lambda_1\}, \ldots, \max\{0, \lambda_n\}$. We denote the matrix $R - R^+$ by $R^-$. Given a symmetric matrix $P$ and another matrix $A$, we let
\[
v(P, A) := f( PA + A^T P + Q )
\]
where $f$ is the functional introduced previously and $Q > 0$ is the matrix from (2). Since $f$ is convex, $v$ is convex in $P$. Well-known results imply that for each integer $i$ between 1 and $N$, solutions of the gradient system
\[
    \dot{P}_i = -\partial v(P, A_i) \quad \text{converge to the set} \quad \{ P : v(P, A_i) \leq 0 \} = \{ P : PA_i + A_i^T P + Q \leq 0 \}
\]
for each $i$. The same is true for the associated discrete iterations $P_{i+1} = P_i - \mu_i \partial v(P_i, A_i), k = 0, 1, \ldots$ if the steps $\mu_i$ are chosen appropriately. Moreover, by switching between the above iterations for different values of $i$, we can make $P_k$ converge to the intersection of the corresponding sets, which is precisely the set $\mathcal{L}$ of solutions of (2). This happens because the distance from $P_k$ to $\mathcal{L}$ with respect to the Frobenius norm is a decreasing function of $k$.

We now make the aforementioned discussion precise by describing how the gradient iterations are to be carried out to ensure convergence to $\mathcal{L}$ in a finite number of steps. We need to pick a “scheduling function” $h$ from noninteger intervals to the set $\{1, \ldots, N\}$ which has the following revision property: For every integer $i$ between 1 and $N$ and for every integer $l \geq 0$ there exists an integer $k \geq l$ such that $h(k) = i$. One obvious choice is
\[
h(k) := (k \mod N) + 1 = k - N \left\lfloor \frac{k}{N} \right\rfloor + 1. \tag{3}
\]
An alternative approach based on randomization is also possible and will be pursued in Section V.

For each $k = 0, 1, \ldots$, let us define the step-size by the formula
\[
    \mu_k := \frac{r \|\partial v(P_k, A_{h(k)})\|}{\|\partial v(P_k, A_{h(k)})\|^2},
\]
where $0 \leq \alpha \leq 2$ and $r > 0$ are arbitrary. Consider the iterations
\[
P_{k+1} = \begin{cases} 
P_k - \mu_k \partial v(P_k, A_{h(k)}) & \text{if } v(P_k, A_{h(k)}) > 0 \\
P_k & \text{otherwise}. \end{cases} \tag{5}
\]
We take the initial condition $P_0$ to be symmetric. (For example, a solution of one of the inequalities (2) provides a convenient choice for $P_0$.) Then, $P_k$ is symmetric for each $k$, since $\partial v$ is symmetric in light of the following lemma and the fact that $\partial v_f$ is symmetric.

**Lemma I**: The gradient of $v$ is given by
\[
    \partial v(v(P, A)) = \partial v_f(PA + AT P + Q) + \partial v_f(PA + AT P + Q, \Delta PA + AT \Delta P),
\]
where $\Delta PA + AT \Delta P$ from which (6) follows.

**Proof**: Denoting by $\Delta P$ a small perturbation in $P$ and by $\approx$ equality up to first-order terms in $\Delta P$, we write
\[
v(P + \Delta P, A) = f( PA + AT P + Q + \Delta PA + AT \Delta P )
\]
\[
\approx f( PA + AT P + Q ) + ( \partial v_f( PA + AT P + Q, \Delta PA + AT \Delta P ) + \partial v_f( PA + AT P + Q, \Delta AT P ) + \partial v_f( PA + AT P + Q, \Delta PA ) ) \Delta P
\]
from which (6) follows.

On the other hand, $P_{k+1}$ is not guaranteed to be positive definite or at least nonnegative definite, even if $P_k > 0$. To make sure that a nonnegative definite matrix is generated at every step, we could instead consider
\[
P_{k+1} = \begin{cases} 
[ P_k - \mu_k \partial v(P_k, A_{h(k)}) ]^+ & \text{if } v(P_k, A_{h(k)}) > 0 \\
P_k & \text{otherwise} \end{cases} \tag{7}
\]
using the projection operation defined in Section II. Since all matrices in the set $\mathbb{L}$ are positive definite, this modification also has the potential of improving convergence; see the proof of Theorem 1 in Section IV.

**Remark 1:** The algorithm (7) exactly parallels that proposed in [19] for finding nonnegative–definite systems of Riccati inequalities. In contrast with that setting, the Lyapunov inequalities (2) have the property that if a symmetric matrix $P_k$ satisfies at least one of them, then necessarily $P_k \geq 0$. This means that the projection is not really needed, and the convergence result presented in the next section implies that the algorithm (5) generates only nonnegative–definite matrices after sufficiently many steps.

**IV. DETERMINISTIC CONVERGENCE FOR FINITE FAMILIES**

We now demonstrate that the gradient algorithms presented in the previous section provide convergence to the desired set $\mathbb{L}$ in a finite number of steps, unless $\mathbb{L}$ is empty. When for a given $k$ we have $v(P_k, A_{k(i)}) > 0$ in (5) or (7), we say that a correction step is executed.

**Theorem 1:** When the algorithm (5) or the algorithm (7) is applied with the step-size given by (4) and the set $\mathbb{L}$ is nonempty, there exists an integer $k'$ such that $P_{k'} \in \mathbb{L}$.

**Proof:** The proof is carried out along the lines of [19]. Consider a $k$ for which $v(P_k, A_{k(i)}) > 0$ and so a correction step is executed. Suppose that the set $\mathbb{L}$ is nonempty. As shown in Section II, it then contains a ball of radius $r$, centered at some matrix $P'$. We will prove that

$$
||P_{k+1} - P'||^2 \leq ||P_k - P'||^2 - r^2.
$$

Since the revisitation property of $h$ guarantees that a correction step occurs at least once in every $N$ steps until $P_k \in \mathbb{L}$, we can conclude that no more than $N [||P_0 - P'||^2/r^2]$ steps are needed, and the proof will be complete.

Consider (7). We have

$$
||P_{k+1} - P'||^2 = [||P_k - P' - \mu_k \partial v(P_k, A_{k(i)})|| + \partial v(P_k, A_{k(i)}))^+ - P'||^2
\leq ||P_k - P' - \mu_k \partial v(P_k, A_{k(i)}) - P'||^2
$$

where the last inequality follows from the definition of the projection and the supporting hyperplane theorem. Thus, we see that it is enough to show (8) for (5).

To this end, define

$$
P := P' + \frac{r}{\partial v(P_k, A_{k(i)})} \partial v(P_k, A_{k(i)}) \in \mathbb{L}.
$$

Then, we use (5) to write

$$
||P_{k+1} - P'||^2 = ||P_k - P' - \mu_k \partial v(P_k, A_{k(i)})||^2
\leq ||P_k - P' - \mu_k \partial v(P_k, A_{k(i)})||^2
\leq ||P_k - P' - \mu_k \partial v(P_k, A_{k(i)})||^2
= 2\mu_k (\partial v(P_k, A_{k(i)}), P_k - P')
= 2\mu_k (\partial v(P_k, A_{k(i)}), P_k - P').
$$

We now consider the last two terms. Due to convexity of $v$ in $P$, we have

$$
(\partial v(P_k, A_{k(i)}), P_k - P) \geq v(P_k, A_{k(i)})
$$

while the definition of $P$ gives

$$
(\partial v(P_k, A_{k(i)}), P - P') = v(P_k, A_{k(i)}).
$$

Therefore

$$
||P_{k+1} - P'||^2 \leq ||P_k - P'||^2 + \mu_k \partial v(P_k, A_{k(i)})||^2
- 2\mu_k (v(P_k, A_{k(i)}) + r ||\partial v(P_k, A_{k(i)})||).
$$

Substituting the value of $\mu_k$ defined in (4), we obtain

$$
||P_{k+1} - P'||^2 \leq ||P_k - P'||^2 - \frac{\alpha (2 - \alpha) v(P_k, A_{k(i)})^2}{||\partial v(P_k, A_{k(i)})||^2}
- 2v(P_k, A_{k(i)}) - r^2||P_k - P'||^2 - r^2
$$

and so (8) holds as claimed.

Since the matrix $P'$ used in the previous proof is not known, the number $k'$ may be difficult to estimate in practice. One can, of course, let the algorithm run for some number of steps $k$ and then check whether or not the matrix $P_k$ satisfies the inequalities (2); performing such a check is an easy task compared with that of solving the inequalities directly. We also have a lot of freedom in the choice of the step-size; more information on how to choose the step-size efficiently in gradient algorithms of this kind can be found, e.g., in [10], [18], and [22].

**V. PROBABILISTIC CONVERGENCE FOR INFINITE FAMILIES**

Let us now consider the more general situation where we are given a compact set of real Hurwitz matrices $\mathcal{A} := \{A_p : p \in \mathcal{P}\}$, parameterized by some index set $\mathcal{P}$ which is in general infinite. As we explained in Section I, this problem cannot be solved with available deterministic algorithms without resorting to approximation techniques such as gridding. Because of compactness, it is still true that the problem of finding a matrix $P > 0$ which satisfies the inequalities

$$
P A_p + A_p^T P < 0 \quad \forall p \in \mathcal{P}
$$

is equivalent to the problem of finding a symmetric matrix $P$ which satisfies the inequalities

$$
P A_p + A_p^T P + Q \geq 0 \quad \forall p \in \mathcal{P}
$$

where $Q > 0$ is arbitrary. As before, we denote the set of such matrices $P$ by $\mathbb{L}$. We can show as in Section II that when $\mathbb{L}$ is nonempty, it contains balls of arbitrarily large radii.

Since the set of matrices is infinite, choosing a matrix at each step using a function $h$ with the revisitation property as in Section III is no longer possible. Instead, we use randomization. Namely, for each $k$ we randomly pick a matrix in $\mathcal{A}$ according to some probability distribution on $\mathcal{A}$ with the following property: Every subset of $\mathcal{A}$ which is open relative to $\mathcal{A}$ has a nonzero probability measure. We let $h(k)$ be the index of the matrix chosen in this way (this index may not be unique if the map $p \to A_p$ is not injective). Note that $\mathcal{A}$ may be composed of several disjoint subsets such as intervals or isolated points, and we must assign a positive probability measure to each of them. If $\mathcal{A}$ consists of a finite number of isolated points, then randomization provides a valid alternative to the approach described in Section III. As is well known, for infinite families described by convex polyhedra the problem reduces to the corresponding problem for finite families generated by the vertices; see, e.g., [12] and the references therein.

With $h(k)$ generated in this way for each $k$, randomized versions of the algorithms from Section III can now be defined by the same formulas (5) and (7). Remark 1 also applies here. If $P_k \notin \mathbb{L}$, then
\( v(P, A) > 0 \) for some \( \tilde{A} \in \mathcal{A} \), and by continuity the same is true for all \( \tilde{A} \) in a sufficiently small neighborhood of \( \tilde{A} \) in \( \mathcal{A} \). Since the probability measure of this neighborhood is positive, a correction step will be executed with probability one after a finite number of steps. Proceeding exactly as in the proof of Theorem 1, we arrive at the following probabilistic counterpart of that theorem.

**Theorem 2:** When the randomized version of the algorithm (5) or the algorithm (7) is applied with the step-size given by (4) and the set \( L \) is nonempty, with probability one there exists an integer \( k' \) such that \( P_{k'} \in L \).

This result parallels [19, Th. 1], although the context here is different. In [19], it is also shown how one can compute a lower bound on the probability of finding a solution in a given number of steps, provided that additional a priori information is available. Some related recent references are briefly discussed in Section VII.

**VI. POSSIBLE CHOICES FOR \( f \)**

We suggest two admissible choices of the functional \( f \). One is given by

\[
 f(R) := \|R^+\|^2. \tag{9}
\]

This functional has all the properties required in Section III, as shown in [18]. For completeness, we sketch the argument.

**Lemma 2:** The functional (9) is convex and differentiable, with gradient given by

\[
 \partial_R f(R) = 2R^+. \tag{10}
\]

**Proof:** The calculations that follow rely on some standard properties of the projection and the cone of symmetric nonnegative–definite matrices; see [18] for details. We write

\[
 f(R + \epsilon R) = \|R + \epsilon R - (R + \epsilon R)^{-}\|^2 = \inf_{S \geq 0} \|R + \epsilon R - S\|^2
\]

\[
 \leq \|R + \epsilon R - R^+\|^2 = \|R^+ + \epsilon R\|^2
\]

\[
 = \|R^+\|^2 + 2R^+ A^+ R + \|A\|^2 \approx f(R) + 2R^+ A^+ R.
\]

On the other hand

\[
 f(R + \epsilon R)
\]

\[
 = \|R + \epsilon R - (R + \epsilon R)^{-}\|^2 = \|R^+ + \epsilon R - (R + \epsilon R)^{-}\|^2
\]

\[
 = \|R^+\|^2 + 2R^+ A^+ R + 2(R^+ A^+ R - (R + R)^{-} R + (R + R)^{-} R) \geq f(R) + 2R^+ A^+ R.
\]

This proves that \( f \) is differentiable with gradient given by (10), and the inequality \( f(R + \epsilon R) \geq f(R) + \langle \partial_R f(R), \epsilon R \rangle \) implies that \( f \) is convex.

Combining (6) and (10), we see that with this choice of \( f \) the gradient of \( v \) is given by

\[
 \partial_{P} v(P, A) = 2A(P A + A^T P + Q)^+ + 2(P A + A^T P + Q)^+ A^T.
\]

This is the quantity that needs to be calculated at every step when implementing the gradient algorithms described earlier. As explained in Section II, this is a routine calculation based on eigenvalue decomposition. An analogous construction was used in [19], where the authors work with the functional \( f(R) := \|R^+\|^2 \) for which the gradient expressions are similar (but convergence properties may be different).

Another option is to let \( f(R) \) be the largest eigenvalue of \( R \)

\[
 f(R) := \lambda_{\text{max}}(R). \tag{11}
\]

The following result is standard; see, e.g., [6, p. 372].

**Lemma 3:** The functional (11) is convex and, when \( \lambda_{\text{max}}(R) \) is a simple eigenvalue, differentiable with gradient given by

\[
 \partial_R f(R) = x x^T R
\]

where \( x \) is a unit eigenvector of \( R \) with eigenvalue \( \lambda_{\text{max}}(R) \).

With this choice of \( f \), the gradient of \( v \) is given by

\[
 \partial_{P} v(P, A) = A x x^T R + x x^T A^T \tag{12}
\]

and the projection is no longer required for implementation of the algorithm (5). A disadvantage of this \( f \) is that it is not differentiable when \( \lambda_{\text{max}}(R) \) is not a simple eigenvalue. However, since a generic matrix has distinct eigenvalues, this problem can always be fixed by slightly perturbing the matrix \( P_0 \) if necessary. We could also work with subgradients rather than gradients, as done in [19].

More generally, we can take \( f(R) \) to be the sum of \( m \) largest eigenvalues of a symmetric matrix \( R \), where \( 1 \leq m \leq n \). This gives a convex functional, as shown in [17]. When the eigenvalues are simple, the gradient of \( v \) is the sum of the quantities (12) for the corresponding eigenvectors.

**VII. CONCLUDING REMARKS**

We presented gradient iteration algorithms for finding a quadratic common Lyapunov function for a family of asymptotically stable linear systems. We derived a deterministic convergence result for finite families, and then used randomization to obtain a probabilistic counterpart for infinite families. The algorithms were described on a general level with some freedom left in the design choices, several possibilities for which were also discussed.

We used MATLAB to implement the algorithms (5) and (7) with \( f \) given by (9) or (11) for interval families\(^2\) of \( 4 \times 4 \) and \( 5 \times 5 \) upper-triangular Hurwitz matrices, for which quadratic common Lyapunov functions are known to exist (see, e.g., [11, Prop. 2.9]). We first applied the method of Section III, noting that it suffices to work with the vertices and using deterministic iterations based on (3). Programming each algorithm was a straightforward task, and their performance was comparable. In the \( 4 \times 4 \) case, we observed consistent convergence for randomly generated initial matrices \( P_0 \) in less than 10 000 iterations (which took just a few seconds). In the \( 5 \times 5 \) case, we observed consistent convergence in less than 100 000 iterations (this took several hours); a matrix satisfying more than 90% of the inequalities, on the other hand, was usually found after about 100 000 iterations (i.e., in a matter of minutes). In both cases, the number of actual correction steps was two orders of magnitude lower than the total number of iterations. We then repeated the experiments with the vertices generated randomly at each step, and observed that the number of correction steps needed for complete convergence was typically reached after a noticeably smaller number of iterations.

Tradeoffs among different choices of the specific gradient algorithm and the step-size remain to be understood. It is important to note that no analytical characterizations of the existence of a common Lyapunov function are available for generic system matrices of dimension higher than \( 2 \times 2 \), and that interval families of \( 5 \times 5 \) triangular matrices give rise to systems of \( 2^{15} \) LMIs, solving which simultaneously is a difficult

\(^2\)In an interval family of matrices, the value of each element varies over an interval.
task (particularly without using relaxation techniques). For example, the program quadstab from MATLAB’s LMI Toolbox was not able to produce an answer for the $5 \times 5$ case (its performance in the $4 \times 4$ case was comparable to that of the gradient algorithms). We attribute this difference in performance to the fact that our method handles the inequalities one by one rather than simultaneously and so, while a lot of iterations may be required, each iteration only needs a very modest amount of computation.

A comparative study of computational aspects of the algorithms presented in this note, existing methods for solving LMIs, and other techniques such as the gradient algorithms for solving systems of Lyapunov inequalities described in [7] is an interesting topic which is beyond the scope of this note. Of course, such a comparison would only apply to situations where the given family of matrices is finite or a convex hull of a finite family (as in the above example). As for randomized algorithms for infinite families of the kind proposed here, the issue of their computational complexity and numerical efficiency has received a lot of attention in the recent literature. See, e.g., [16] for some preliminary results on computational complexity of gradient-based algorithms for finding probabilistic solutions, as well as numerical experiments regarding the number of required iterations. Further related work is reported in [15]; in that paper, explicit upper bounds on the number of steps of the ellipsoidal method are given, but the same bound also holds for gradient-based methods.

The method described here can be used to find a quadratic common Lyapunov function when one exists. In other words, strictly feasible problems are studied. This note does not offer insight into the computational complexity of gradient-based algorithms for finding probabilistic solutions, as well as numerical experiments regarding the number of required iterations. Further related work is reported in [15]; in that paper, explicit upper bounds on the number of steps of the ellipsoidal method are given, but the same bound also holds for gradient-based methods.
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