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Abstract

We give an upper bound to the finite block length capacity of discrete time nonstationary Gaussian channel with feedback. With the aid of minimization of a quadratic form, it is proved that the feedback capacity $C_{n,FB}(P)$ and the nonfeedback capacity $C_n(P)$ satisfies $C_n(P) \leq C_{n,FB}(P) \leq C_n(P^*)$, where $P^*$ is concretely given.
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I. INTRODUCTION

The following model for the discrete time Gaussian channel with feedback is considered:

\[ Y_n = S_n + Z_n, \quad n = 1, 2, \ldots \]

where \( Z = \{Z_n; n = 1, 2, \ldots \} \) is a non-degenerate, zero mean Gaussian process representing the noise and \( S = \{S_n; n = 1, 2, \ldots \} \) and \( Y = \{Y_n; n = 1, 2, \ldots \} \) are stochastic processes representing input signals and output signals, respectively. The channel is with noiseless feedback, so \( S_n \) is a function of a message to be transmitted and the output signals \( Y_1, \ldots, Y_{n-1} \). For a code of rate \( R \) and length \( n \), with code words \( x^n(W, Y^{n-1}) \), \( W \in \{1, \ldots, 2^{nR}\} \), and a decoding function \( g_n : \mathbb{R}^n \to \{1, 2, \ldots, 2^{nR}\} \), the probability of error is

\[ P_e^{(n)} = Pr\{g_n(Y^n) \neq W; Y^n = x^n(W, Y^{n-1}) + Z^n\}, \]

where \( W \) is uniformly distributed over \( \{1, 2, \ldots, 2^{nR}\} \) and independent of \( Z^n \). The signal is subject to an expected power constraint

\[ \frac{1}{n} \sum_{i=1}^{n} E[S_i^2] \leq P, \]

and the feedback is causal, i.e., \( S_i \) is dependent of \( Z_1, \ldots, Z_{i-1} \) for \( i = 1, 2, \ldots, n \). Similarly, when there is no feedback, \( S_i \) is independent of \( Z^n \). We introduce a finite length block capacity in the following:

\[ C_{n,FB}(P) = \max \frac{1}{2n} \log \frac{(I + B)R_Z^{(n)}(I + B)^t + R_V^{(n)}}{|R_Z^{(n)}|}, \]

where the maximum is on \( B \) strictly lower triangular and \( R_V^{(n)} \) nonnegative definite, such that

\[ Tr[BR_Z^{(n)}B^t + R_V^{(n)}] \leq nP. \tag{1} \]

Similarly, let \( C_n(P) \) be the maximal value when \( B = 0 \), i.e., when there is no feedback. Under these conditions, Cover and Pombra proved the following.

**Theorem 1 (Cover and Pombra [1])** For every \( \epsilon > 0 \) there exist codes, with block length \( n \) and \( 2^{n(C_{n,FB}(P) - \epsilon)} \) codewords, \( n = 1, 2, \ldots \), such that \( P_e^{(n)} \to 0 \), as \( n \to \infty \). Conversely, for every \( \epsilon > 0 \) and any sequence of codes with \( 2^{n(C_{n,FB}(P) + \epsilon)} \) codewords and block length \( n \), \( P_e^{(n)} \) is bounded away from zero for all \( n \). The same theorem holds in the special case without feedback upon replacing \( C_{n,FB}(P) \) by \( C_n(P) \).

When block length \( n \) is fixed, we are interested in the relationship between \( C_{n,FB}(P) \) and \( C_n(P) \). \( C_n(P) \) was obtained in the following.

**Proposition 1 (Gallager [4])**

\[ C_n(P) = \frac{1}{2n} \sum_{i=1}^{k} \log \frac{nP + r_1 + \cdots + r_k}{kr_i}, \]

where \( 0 < r_1 \leq r_2 \leq \cdots \leq r_n \) are eigenvalues of \( R_Z^{(n)} \) and \( k(\leq n) \) is the largest integer satisfying \( nP + r_1 + \cdots + r_k > kr_k \).

Recently, Ihara and Yanagi [6] and Yanagi [11] obtained the necessary and sufficient conditions under which the finite block length capacity is increased by feedback. On the other hand, we are also interested in the upper bounds to \( C_{n,FB}(P) \). The following six propositions were already obtained.
Proposition 2 (Ebert [3], Pinsker [8], Cover and Pombra [1])

\[ C_n(P) \leq C_{n,FB}(P) \leq 2C_n(P). \]

Proposition 3 (Cover and Pombra [1])

\[ C_n(P) \leq C_{n,FB}(P) \leq C_n(P) + \frac{1}{2}. \]

Proposition 4 (Dembo [2]; Claim 1, Yanagi [11]; Lemma 2)

\[ C_n(P) \leq C_{n,FB}(P) \leq \frac{1}{2} \log(1 + \frac{P}{\lambda_{\min}(R_Z^{(n)})}), \]

where \( \lambda_{\min}(R_Z^{(n)}) \) is the smallest eigenvalue of \( R_Z^{(n)}. \)

Proposition 5 (Dembo [2]; Claim 3)

\[ C_n(P) \leq C_{n,FB}(P) \leq \log(\sqrt{P} + \sqrt{\frac{1}{n} \text{Tr}[R_Z^{(n)}]}) - \frac{1}{2n} \log|R_Z^{(n)}|, \]

where \( |R_Z^{(n)}| \) is the determinant of \( R_Z^{(n)}. \)

Proposition 6 (Dembo [2]; Proposition 3) Let \( \lambda_1, \ldots, \lambda_n \) be the eigenvalues of \( R_Z^{(n)} \), and for \( 0 < \mu < \infty \), let

\[ P(\mu) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{4} (\sqrt{\mu + \lambda_i} - \sqrt{\lambda_i})^2. \]

Then

\[ C_n(P(\mu)) \leq C_{n,FB}(P(\mu)) \leq \frac{1}{n} \sum_{i=1}^{n} \log \frac{1}{2} (1 + \sqrt{1 + \frac{\mu}{\lambda_i}}). \]

Proposition 7 (Yanagi [10])

\[ C_n(P) \leq C_{n,FB}(P) \leq C_n(P_1), \]

where \( P_1 = \sup\{ \| (I + B)^{-1} \|^2 (P - \frac{1}{n} \text{Tr}[BR_Z^{(n)} B^t]); B \text{ are strictly lower triangle matrices} \}. \)

In this paper we obtain a tight upper bound to \( C_{n,FB}(P) \), which is represented by \( C_n(P^*) \) for some \( P^* (> P) \). In section II, we consider a real quadratic form and give several optimization theorems. In section III, we give an upper bound to \( C_{n,FB}(P) \). Finally in section IV, we give the relationship between all these bounds for \( n = 2 \) or \( 3 \) by comparing the new bound of Theorem 5 and other bounds. Furthermore we state the upper bounds for stationary and ergodic noise processes.

II. Minimization of a Quadratic Form
We consider the following real quadratic form:

$$Tr[Q^tR^{-1}Q - 2WQ] = \sum_{k=1}^{n} \sum_{i=k}^{n} \sum_{j=k}^{n} r_{ij}q_{ik}q_{jk} - 2 \sum_{k=1}^{n} \sum_{i=k}^{n} w_{ki}q_{ik},$$

(2)

where $R$ is a positive definite symmetric matrix and $R^{-1} = \{r_{ij}; 1 \leq i, j \leq n, q_{ij} = 0(i < j)\}$ is a lower triangle matrix, $Q = \{q_{ij}; 1 \leq i, j \leq n\}$ is an orthogonal matrix. We want to minimize (2) under any lower triangle matrices $Q$. Let $R^{-1}(k, \ldots, n)$ be the submatrix of $R^{-1}$ generated by $k, \ldots, n$ rows and columns and let $|R^{-1}(k, \ldots, n)|$ be the determinant of $R^{-1}(k, \ldots, n)$. And also let $R_{11}(k)$ be the submatrix of $R$ generated by $1, \ldots, k - 1$ rows and $1, \ldots, k - 1$ columns, $R_{12}(k)$ be the submatrix of $R$ generated by $1, \ldots, k - 1$ rows and $k, \ldots, n$ columns and $R_{21}(k) = R_{12}(k)^t$. Now we obtain the following.

**Theorem 2**  The minimal value of (2) is given by

$$-\sum_{k=1}^{n} |[R^{-1}(k, \ldots, n)]|^{-1} \begin{pmatrix} w_{kk} \\
  w_{kk+1} \\
  \vdots \\
  w_{kn} \end{pmatrix} \begin{pmatrix} w_{kk} \\
  w_{kk+1} \\
  \vdots \\
  w_{kn} \end{pmatrix},$$

(3)

where $(\cdot, \cdot)$ is the inner product in $\mathbb{R}^n$.

**Proof.**  Let $k \leq \ell \leq n$. We have

$$\sum_{i=k}^{n} \sum_{j=k}^{n} r_{ij}q_{ik}q_{jk} - 2 \sum_{i=k}^{n} w_{ki}q_{ik}$$

$$= \sum_{i \neq \ell} \sum_{j \neq \ell} r_{ij}q_{ik}q_{jk} + 2 \sum_{i \neq \ell} r_{i\ell}q_{ik}q_{\ell k} + r_{\ell k}^2q_{\ell k} - 2 \sum_{i \neq \ell} w_{ki}q_{ik} - 2 w_{k\ell}q_{\ell k}.$$  

(4)

We partially differentiate (4) at $q_{\ell k}$ and we get

$$\sum_{i=k}^{n} r_{ij}q_{ik} = w_{k\ell}.$$

Hence

$$\begin{pmatrix} r_{kk} & r_{kk+1} & \cdots & r_{kn} \\
  r_{k+1k} & r_{k+1k+1} & \cdots & r_{k+n} \\
  \vdots & \vdots & \ddots & \vdots \\
  r_{nk} & r_{nk+1} & \cdots & r_{nn} \end{pmatrix} \begin{pmatrix} q_{kk} \\
  q_{k+1k} \\
  \vdots \\
  q_{nk} \end{pmatrix} = \begin{pmatrix} w_{kk} \\
  w_{kk+1} \\
  \vdots \\
  w_{kn} \end{pmatrix}.$$  

Since $R^{-1}(k, \ldots, n)$ is regular, we have

$$\begin{pmatrix} q_{kk} \\
  q_{k+1k} \\
  \vdots \\
  q_{nk} \end{pmatrix} = [R^{-1}(k, \ldots, n)]^{-1} \begin{pmatrix} w_{kk} \\
  w_{kk+1} \\
  \vdots \\
  w_{kn} \end{pmatrix}.$$  

Then we obtain

$$q_{ik} = \frac{1}{|R^{-1}(k, \ldots, n)|} \sum_{j=k}^{n} r_{ij}(k, \ldots, n)w_{kj},$$
where \( \tilde{r}_{ij}(k, \ldots, n) \) is the cofactor of \((i, j)\) component in \( R^{-1}(k, \ldots, n) \). Then the minimal value can be represented by

\[
\sum_{i=k}^{n} \sum_{j=k}^{n} r_{ij} \tilde{r}_{i\ell}(k, \ldots, n) w_{k\ell} \sum_{m=k}^{n} \tilde{r}_{jm}(k, \ldots, n) w_{km} - \frac{2}{|R^{-1}(k, \ldots, n)|} \sum_{i=k}^{n} w_{ki} \sum_{m=k}^{n} \tilde{r}_{i\ell}(k, \ldots, n) w_{k\ell}.
\]

We remark that

\[
\sum_{i=k}^{n} \sum_{j=k}^{n} r_{ij} \tilde{r}_{i\ell}(k, \ldots, n) w_{k\ell} \sum_{m=k}^{n} \tilde{r}_{jm}(k, \ldots, n) w_{km} = \sum_{j=k}^{n} \sum_{\ell=k}^{n} \delta_{j\ell} |R^{-1}(k, \ldots, n)| w_{k\ell} \sum_{m=k}^{n} \tilde{r}_{jm}(k, \ldots, n) w_{km} = \sum_{j=k}^{n} |R^{-1}(k, \ldots, n)| w_{kj} \sum_{m=k}^{n} \tilde{r}_{jm}(k, \ldots, n) w_{km}.
\]

Hence the minimal value of (4) is given by

\[
-\frac{1}{|R^{-1}(k, \ldots, n)|} \sum_{i=k}^{n} w_{ki} \sum_{\ell=k}^{n} \tilde{r}_{i\ell}(k, \ldots, n) w_{k\ell} = -\langle [R^{-1}(k, \ldots, n)]^{-1} \left( \begin{array}{ccc} w_{kk} & w_{kk+1} & \vdots \\ w_{kk+1} & \ddots & \vdots \\ \vdots & \vdots & w_{kn} \end{array} \right) \right),
\]

(5)

Thus we obtain the result. \( \square \)

Now we want to estimate the maximal value of (3) under any orthogonal matrices \( W \). We obtain the following:

**Theorem 3** Under any orthogonal matrices \( W \), the upper bound of (3) is given by

\[
-Tr[R] + \sum_{k=2}^{n} \lambda_{\max} \left( \begin{array}{cc} R_{11}(k) & R_{12}(k) \\ R_{21}(k) & R_{22}(k) - R_{11}(k)^{-1} R_{12}(k) \end{array} \right),
\]

where \( \lambda_{\max}(A) \) is the maximal eigenvalue of \( A \).

**Proof.** Let \( R_{22}(k) \) be the submatrix of \( R \) generated by \( k, \ldots, n \) rows and \( k, \ldots, n \) columns and let \( w_k^* = \left( \begin{array}{c} w_{k1} \\ w_{k2} \\ \vdots \\ w_{kn} \end{array} \right) \). By (3) we have to maximize

\[
-\sum_{k=1}^{n} \langle [R^{-1}(k, \ldots, n)]^{-1} \left( \begin{array}{c} w_{kk} \\ w_{kk+1} \\ \vdots \\ w_{kn} \end{array} \right) \right),
\]

under any orthogonal matrices \( W \). Let \( 2 \leq k \leq n \). Since

\[
[R^{-1}(k, \ldots, n)]^{-1} = R_{22}(k) - R_{21}(k) R_{11}(k)^{-1} R_{12}(k),
\]

under any orthogonal matrices \( W \). Let \( 2 \leq k \leq n \). Since

\[
[R^{-1}(k, \ldots, n)]^{-1} = R_{22}(k) - R_{21}(k) R_{11}(k)^{-1} R_{12}(k),
\]

under any orthogonal matrices \( W \). Let \( 2 \leq k \leq n \). Since

\[
[R^{-1}(k, \ldots, n)]^{-1} = R_{22}(k) - R_{21}(k) R_{11}(k)^{-1} R_{12}(k),
\]

under any orthogonal matrices \( W \). Let \( 2 \leq k \leq n \). Since

\[
[R^{-1}(k, \ldots, n)]^{-1} = R_{22}(k) - R_{21}(k) R_{11}(k)^{-1} R_{12}(k),
\]

under any orthogonal matrices \( W \). Let \( 2 \leq k \leq n \). Since
we get
\[
-\langle [R^{-1}(k, \ldots, n)]^{-1} \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix}, \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix} \rangle
\]
\[
= -\langle R_{22}(k) \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix}, \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix} \rangle + \langle R_{21}(k)R_{11}(k)^{-1}R_{12}(k) \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix}, \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix} \rangle
\]
\[
= -\langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle + \langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle.
\]

Then we have
\[
-\sum_{k=1}^{n} \langle [R^{-1}(k, \ldots, n)]^{-1} \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix}, \begin{pmatrix} w_{kk} \\
w_{kk+1} \\
\vdots \\
w_{kn} \\
\end{pmatrix} \rangle
\]
\[
= -\langle Rw^*_1, w^*_1 \rangle - \sum_{k=2}^{n} \langle Rw^*_k, w^*_k \rangle - \langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle
\]
\[
= -\sum_{k=1}^{n} \langle Rw^*_k, w^*_k \rangle + \sum_{k=2}^{n} \langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle
\]
\[
= -\text{Tr}[R] + \sum_{k=2}^{n} \langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle.
\]

Since \( \lambda_{\max}(A) = \max \{ \langle Ax, x \rangle ; \| x \| = 1 \} \), we have
\[
\langle \begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix} w^*_k, w^*_k \rangle \leq \lambda_{\max}(\begin{pmatrix} R_{11}(k) \\
R_{21}(k) \\
R_{22}(k)R_{11}(k)^{-1}R_{12}(k) \\
\end{pmatrix}).
\]

Then we obtain the result. \( \square \)

We also consider the real quadratic form given by replacing \( W \) by \( I \) (= identity). That is
\[
\text{Tr}[Q^t R^{-1} Q - 2Q].
\]

(6)

Then we want to minimize (6) under any lower triangle matrices \( Q \). By Theorem 2 we obtain the following.

**Theorem 4** The minimum value of (6) is given by
\[
-|R_{11}(2)| - \frac{|R_{11}(3)|}{|R_{11}(2)|} - \frac{|R_{11}(4)|}{|R_{11}(3)|} - \cdots - \frac{|R|}{|R_{11}(n)|}.
\]

In order to prove Theorem 4 we need the following lemma.
Lemma 1. For $2 \leq k \leq n$

$$|R^{-1}(k, \ldots, n)| = \frac{|R_{11}(k)|}{|R|}$$

Proof. Let

$$R = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},$$

where $A_{11}$ is $(k-1) \times (k-1)$ matrix, $A_{12}$ is $(k-1) \times (n-k+1)$ matrix, $A_{21}$ is $(n-k+1) \times (k-1)$ matrix and $A_{22}$ is $(n-k+1) \times (n-k+1)$ matrix. And let

$$R^{-1} = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix}$$

be the inverse matrix of $R$, where $B_{11}$ is $(k-1) \times (k-1)$ matrix, $B_{12}$ is $(k-1) \times (n-k+1)$ matrix, $B_{21}$ is $(n-k+1) \times (k-1)$ matrix and $B_{22}$ is $(n-k+1) \times (n-k+1)$ matrix. Since $R$ is regular, $A_{11}$ is also regular. Since

$$\begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} I & -A_{11}^{-1}A_{12} \\ 0 & I \end{pmatrix} = \begin{pmatrix} A_{11} & 0 \\ A_{21} & A_{22} - A_{21}A_{11}^{-1}A_{12} \end{pmatrix},$$

we have

$$|R| = |A_{11}| |A_{22} - A_{21}A_{11}^{-1}A_{12}|.$$ (7)

On the other hand, since

$$\begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix} = I,$$

we have the following relations:

$$A_{11}B_{12} + A_{12}B_{22} = 0$$ (8)
$$A_{21}B_{12} + A_{22}B_{22} = I.$$ (9)

By (8), we get

$$B_{12} = -A_{11}^{-1}A_{12}B_{22}. \quad \text{(10)}$$

It follows from (9) and (10) that

$$-A_{21}A_{11}^{-1}A_{12}B_{22} + A_{22}B_{22} = I$$

and then

$$(A_{22} - A_{21}A_{11}^{-1}A_{12})B_{22} = I.$$ (11)

Then

$$|A_{22} - A_{21}A_{11}^{-1}A_{12}| |B_{22}| = 1.$$ (12)

By (7) we get

$$\frac{|R|}{|A_{11}|} |B_{22}| = 1.$$ (13)

Then we have

$$|B_{22}| = \frac{|A_{11}|}{|R|}.$$ (14)

That is

$$|R^{-1}(k, \ldots, n)| = \frac{|R_{11}(k)|}{|R|}.$$ (15)

$\square$
Proof of Theorem 4. We put \( w_{k\ell} = \delta_{k\ell}, \ell = k, \ldots, n \) in (5). Then the minimal value of (6) is given by

\[
- \sum_{k=1}^{n} \frac{\tilde{r}_{kk}(k, \ldots, n)}{|R^{-1}(k, \ldots, n)|},
\]

where \( \tilde{r}_{kk}(k, \ldots, n) \) is the cofactor of \((k, k)\) component in \(R^{-1}(k, \ldots, n)\). By the relation of \( \tilde{r}_{kk}(k, \ldots, n) = |R^{-1}(k+1, \ldots, n)| \) and by Lemma 1, we have as the minimal value of (6)

\[
- \sum_{k=1}^{n} \frac{|R^{-1}(k+1, \ldots, n)|}{|R^{-1}(k, \ldots, n)|} = -|R_{11}(2)| - \frac{|R_{11}(3)|}{|R_{11}(2)|} - \cdots - \frac{|R|}{|R_{11}(n)|}.
\]

Then we complete the proof. \( \square \)

III. Tight Upper Bound to \( C_{n,FB}(P) \)

Let \( R_Z^{11}(k) \) be the submatrix of \( R_Z^{(n)} \) generated by \( 1, \ldots, k - 1 \) rows and \( 1, \ldots, k - 1 \) columns, \( R_Z^{12}(k) \) be the submatrix of \( R_Z^{(n)} \) generated by \( 1, \ldots, k - 1 \) rows and \( k, \ldots, n \) columns and \( R_Z^{21}(k) = R_Z^{12}(k)^t \).

Lemma 2 For any matrices \( A, C \),

\[
Tr[AC^t] \leq Tr[AA^t]^{1/2} Tr[CC^t]^{1/2}.
\]

Proof. See [2]. \( \square \)

Lemma 3 Under the condition (1), an upper bound of

\[
\frac{1}{n} \left( Tr[R_{Z'}^{(n)}] + BR_Z^{(n)} B^t + B R_Z^{(n)} + R_Z^{(n)} B^t \right)
\]

is given by

\[
P + 2 \sqrt{n \left( Tr[R_Z^{(n)}] - |R_{Z'}^{(1)}(2)| - \frac{|R_{Z'}^{(1)}(3)|}{|R_{Z'}^{(2)}(2)|} - \cdots - \frac{|R_{Z'}^{(n)}|}{|R_{Z'}^{(n)}|} \right)}.
\]

Proof. To avoid the complexity we denote \( R_Z^{(n)} \) by \( R_Z \). We apply Lemma 2 for \( A = BR_Z^{1/2}, C = R_Z^{1/2} - Q^t R_Z^{-1/2} \), where \( Q \) is a lower triangular. And we remark that \( Tr[BQ] = 0 \). Then we obtain

\[
Tr[BR_Z] = Tr[BR_Z] - Tr[BQ]
= Tr[BR_Z^{1/2}(R_Z^{1/2} - R_Z^{-1/2} Q^t)]
= Tr[BR_Z^{1/2}(R_Z^{1/2} - Q^t R_Z^{-1/2})]
\leq Tr[BR_Z] B^{t 1/2} Tr[(R_Z^{1/2} - Q^t R_Z^{-1/2})(R_Z^{1/2} - Q^t R_Z^{-1/2})^t]^{1/2}
= Tr[BR_Z] B^{t 1/2} Tr[R_Z - Q - Q^t + Q^t R_Z^{-1/2} Q]^{1/2}.
\]
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It is clear that
\[ \text{Tr}[BR_Z B^t] \leq \text{Tr}[R_V + BR_Z B^t] \leq nP. \]

By Theorem 4, we obtain
\[
\min_Q \text{Tr}[R_Z - Q - Q^t + Q^t R_Z^{-1} Q]
= \text{Tr}[R_Z] + \min_Q \text{Tr}[Q^t R_Z^{-1} Q - 2Q]
= \text{Tr}[R_Z] - |R_Z^1(2)| - \frac{|R_Z^1(3)|}{|R_Z^1(2)|} - \cdots - \frac{|R_Z|}{|R_Z^1(n)|}.
\]

Then
\[
\frac{1}{n} \text{Tr}[R_V + BR_Z B^t + BR_Z + R_Z B^t]
= \frac{1}{n} \text{Tr}[R_V + BR_Z B^t] + \frac{2}{n} \text{Tr}[BR_Z]
\leq P + 2\sqrt{P \frac{n}{n}} \sqrt{\text{Tr}[R_Z] - |R_Z^1(2)| - \frac{|R_Z^1(3)|}{|R_Z^1(2)|} - \cdots - \frac{|R_Z|}{|R_Z^1(n)|}}.
\]

Now we can state the following proposition which is an extension of Proposition 5.

**Proposition 8**

\[ C_n(P) \leq C_{n,FB}(P) \leq \frac{1}{2} \log(P_2 + \frac{1}{n} \text{Tr}[R_z^{(n)}]) - \frac{1}{2n} \log |R_z^{(n)}|, \]

where
\[ P_2 = P + 2\sqrt{P \frac{n}{n}} \sqrt{\text{Tr}[R_z^{(n)}] - |R_z^1(2)| - \frac{|R_z^1(3)|}{|R_z^1(2)|} - \cdots - \frac{|R_z|}{|R_z^1(n)|}}. \]

**Proof.** To avoid the complexity we denote \( R_V, \ldots \) by \( R_V, \ldots \), respectively.

\[
\frac{1}{2n} \log |R_V + BR_Z B^t + BR_Z + R_Z B^t + R_Z| - \frac{1}{2n} \log |R_Z|
\leq \frac{1}{2} \log \frac{1}{n} \text{Tr}[R_V + BR_Z B^t + BR_Z + R_Z B^t + R_Z] - \frac{1}{2n} \log |R_Z|
\quad (\text{Because } \frac{1}{2n} \log |A| \leq \frac{1}{2} \log \frac{1}{n} \text{Tr}[A])
\]
\[
= \frac{1}{2} \log \left( \frac{1}{n} \text{Tr}[R_V + BR_Z B^t + BR_Z + R_Z B^t] + \frac{1}{n} \text{Tr}[R_Z] \right) - \frac{1}{2n} \log |R_Z|
\leq \frac{1}{2} \log(P_2 + \frac{1}{n} \text{Tr}[R_Z]) - \frac{1}{2n} \log |R_Z|
\quad (\text{by Lemma 3})
\]

Then
\[ C_n(P) \leq C_{n,FB}(P) \leq \frac{1}{2} \log(P_2 + \frac{1}{n} \text{Tr}[R_Z]) - \frac{1}{2n} \log |R_Z|. \]
We let $R_U^{(n)} = R_V^{(n)} + BR_Z^{(n)} B^t + BR_Z^{(n)} + R_Z^{(n)} B^t$. Then $R_U^{(n)}$ is symmetric, but not necessarily positive definite. We denote $\langle R_U^{(n)} \rangle = ((R_U^{(n)})^t R_U^{(n)})^{1/2}$. We can represent

$$R_U^{(n)} = \frac{(R_U^{(n)}) + R_U^{(n)}}{2} - \frac{(R_U^{(n)}) - R_U^{(n)}}{2}.$$ 

Since $(R_U^{(n)}) + R_U^{(n)}$ and $(R_U^{(n)}) - R_U^{(n)}$ are positive definite, we have

$$R_Z^{(n)} + R_U^{(n)} \leq R_U^{(n)} + \frac{(R_U^{(n)}) + R_U^{(n)}}{2}.$$

Then

$$|R_Z^{(n)} + R_U^{(n)}| \leq |R_Z^{(n)} + \frac{(R_U^{(n)}) + R_U^{(n)}}{2}|.$$

We want to obtain an upper bound of $\frac{1}{n} Tr[\frac{(R_U^{(n)}) + R_U^{(n)}}{2}]$ under the condition (1). It follows from Lemma 3 that an upper bound of $\frac{1}{n} Tr[R_U^{(n)}]$ is given by $P_2$. Then we have to obtain an upper bound of $\frac{1}{n} Tr[\langle R_U^{(n)} \rangle]$ under the condition (1).

**Lemma 4** Under the condition (1), an upper bound of

$$\frac{1}{n} Tr[\langle R_U^{(n)} \rangle]$$

is given by

$$P + 2 \sqrt{\frac{P}{n}} \sum_{k=2}^{n} \lambda_{\text{max}} \left( R_Z^{11}(k) \begin{pmatrix} R_Z^{12}(k) & R_Z^{21}(k) & (R_Z^{22}(k))^{-1} R_Z^{12}(k) \end{pmatrix} \right).$$

**Proof.** To avoid the complexity we denote $R_Z^{(n)}, \ldots$ by $R_Z, \ldots$, respectively. By Schatten [9], p4, there exists an orthogonal matrix $W$ such that

$$\langle R_U \rangle = W^t R_U = W^t R_V + W^t B R_Z B^t + W^t B R_Z + W^t R_Z B^t.$$ 

It is clear that

$$Tr[W^t (R_V + B R_Z B^t)] \leq ||W|| |Tr[R_V + B R_Z B^t]| \leq nP.$$ 

We apply Lemma 2 for $A = B R_Z^{1/2}, C = W R_Z^{1/2} - Q^t R_Z^{-1/2}$, where $Q$ is a lower triangular. Since $Tr[BQ] = 0$, we obtain

$$\begin{align*}
Tr[W^t B R_Z] &= Tr[B R_Z W^t] \\
&= Tr[B R_Z W^t] - Tr[BQ] \\
&= Tr[B R_Z^{1/2} (R_Z^{1/2} W^t - R_Z^{-1/2} Q)] \\
&= Tr[B R_Z^{1/2} (W R_Z^{1/2} - Q^t R_Z^{-1/2})^t] \\
&\leq Tr[BR_Z B^t]^{1/2} Tr[(W R_Z^{1/2} - Q^t R_Z^{-1/2})(W R_Z^{1/2} - Q^t R_Z^{-1/2})^t]^{1/2} \\
&= Tr[BR_Z B^t]^{1/2} Tr[WR_Z W^t - WQ - Q^t W^t + Q^t R_Z^{-1/2} Q]^{1/2}.
\end{align*}$$

Now

$$\min_Q Tr[WR_Z W^t - WQ - Q^t W^t + Q^t R_Z^{-1/2} Q] = Tr[R_Z] + \min_Q Tr[Q^t R_Z^{-1} Q - 2WQ].$$
It follows from Theorem 2 that

\[
\min_Q \text{Tr}[Q^t R_Z^{-1} Q - 2WQ] = -\sum_{k=1}^n \langle [R_Z^{-1}(k,\ldots,n)]^{-1} \begin{pmatrix} w_{kk} \\ w_{kk+1} \\ \vdots \\ w_{kn} \end{pmatrix}, \begin{pmatrix} w_{kk} \\ w_{kk+1} \\ \vdots \\ w_{kn} \end{pmatrix} \rangle. \tag{11}
\]

By Theorem 3, an upper bound of (11) under any orthogonal matrices \(W\) is given by

\[-\text{Tr}[R_Z] + \sum_{k=2}^n \lambda_{\text{max}}\left( \begin{array}{ccc} R_{Z1}^1(k) & R_{Z2}^1(k) & R_{Z1}^{12}(k) \\ R_{Z2}^1(k) & R_{Z2}^{12}(k) & R_{Z2}^{12}(k) \\ R_{Z1}^{12}(k)^{-1}R_{Z2}^{12}(k) & R_{Z2}^{12}(k) & R_{Z2}^{12}(k) \end{array} \right) \].

Then under the condition (1), an upper bound of \(\frac{1}{n}\text{Tr}[W^t BR_Z]\) is given by

\[
\sqrt{\frac{P}{n}} \sqrt{\sum_{k=2}^n \lambda_{\text{max}}\left( \begin{array}{ccc} R_{Z1}^1(k) & R_{Z2}^1(k) & R_{Z1}^{12}(k) \\ R_{Z2}^1(k) & R_{Z2}^{12}(k) & R_{Z2}^{12}(k) \\ R_{Z1}^{12}(k)^{-1}R_{Z2}^{12}(k) & R_{Z2}^{12}(k) & R_{Z2}^{12}(k) \end{array} \right) }. \tag{12}
\]

Similarly under the condition (1), an upper bound of

\[
\frac{1}{n}\text{Tr}[W^t R_Z B^t]
\]

is also given by (12). Hence we obtain the result. \(\square\)

Now we can state the main theorem.

**Theorem 5**

\[ C_n(P) \leq C_{n,FB}(P) \leq C_n(P^*), \]

where

\[
P^* = P + \sqrt{\frac{P}{n}} \left\{ \sqrt{\text{Tr}[R_Z^{(n)}]} \right\} + \sqrt{\text{Tr}[R_Z^{(n)}] - |R_Z^{11}(2)| - |R_Z^{11}(3)| - \cdots - |R_Z^{(n)}|}. \]

It is easy to obtain the Corollary.

**Corollary 1**

\[ C_n(P) \leq C_{n,FB}(P) \leq C_n(P_3), \]

where

\[
P_3 = P + \sqrt{\frac{P}{n}} \left\{ \sqrt{\text{Tr}[R_Z^{(n)}]} \right\} + \sqrt{\text{Tr}[R_Z^{(n)}] - |R_Z^{11}(2)| - |R_Z^{11}(3)| - \cdots - |R_Z^{(n)}|}. \]
Proof. To avoid the complexity we denote $R^{(n)}_Z$ by $R_Z$. We apply Lemma 2 for $A = BR_Z^{1/2}$, $C = WR_Z^{1/2}$. Then

$$\begin{align*}
\text{Tr}[W^tBR_Z] &= \text{Tr}[BR_ZW^t] \\
&\leq \text{Tr}[BR_ZB^{1/2}]\text{Tr}[WR_ZW^t]^{1/2} \\
&\leq \sqrt{nPTr[R_Z^{1/2}]}.
\end{align*}$$

As the same method of Lemma 4 we obtain the result. \qed

IV. Examples and Remarks

We want to compare the relationship between upper bounds given by Proposition 2, Proposition 3, Proposition 4, Proposition 5, Proposition 6, Proposition 7 and Theorem 5. As the upper bound in Proposition 8 is tighter than the upper bound in Proposition 5, we may compare the relationship between six types of upper bounds without Proposition 5. Since we can’t compare in general, we have two examples; one is for $n = 2$, another is for $n = 3$.

Example 1 Let $R_Z^{(2)} = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}$. Then $\lambda_1 = 1$, $\lambda_2 = 3$ and

$$P(\mu) = \frac{1}{4}(\mu + 4 - \sqrt{\mu + 1} - \sqrt{3(\mu + 3)}).$$

The upper bound in Proposition 4 is given by

$$\frac{1}{2} \log(1 + \frac{P}{\lambda_1}).$$

The upper bound in Proposition 6 is given by

$$\frac{1}{2} \log \frac{1}{4}(1 + \sqrt{1 + \frac{\mu}{\lambda_1}})(1 + \sqrt{1 + \frac{\mu}{\lambda_2}}).$$

We get Table 1.

Example 2 Let $R_Z^{(3)} = \begin{pmatrix} 2 & 1 & 0 \\ 1 & 2 & 1 \\ 0 & 1 & 2 \end{pmatrix}$. Then $\lambda_1 = 2 - \sqrt{2}$, $\lambda_2 = 2$, $\lambda_3 = 2 + \sqrt{2}$ and

$$P(\mu) = \frac{1}{12}((\sqrt{\mu + \lambda_1} - \sqrt{\lambda_1})^2 + (\sqrt{\mu + \lambda_2} - \sqrt{\lambda_2})^2 + (\sqrt{\mu + \lambda_3} - \sqrt{\lambda_3})^2).$$

The upper bound in Proposition 4 is given by

$$\frac{1}{2} \log(1 + \frac{P}{\lambda_1}).$$

The upper bound in Proposition 6 is given by

$$\frac{1}{3} \log \frac{1}{8}(1 + \sqrt{1 + \frac{\mu}{\lambda_1}})(1 + \sqrt{1 + \frac{\mu}{\lambda_2}})(1 + \sqrt{1 + \frac{\mu}{\lambda_3}}).$$

We get Table 2. Since it is not easy to calculate $P_1$, we omit $P_1$ and $C_3(P_1)$ in Table 2.
From two examples, if $P$ is sufficiently small, then we hope that Proposition 7 gives the strongest upper bound in those obtained before, and if $P$ is sufficiently large, then we hope that Theorem 5 gives the strongest upper bound in those obtained before.

**Remark 1**
When the noise process is stationary, \{\(R_n\)\} is a sequence of leading minors of an infinite Toeplitz matrix \(R_Z\). Assume that the first row of \(R_Z\) is in \(\ell_1\) (i.e., \(\sum_{n=1}^{\infty} |(R_Z)_{1n}| < \infty\)), and define the noise spectrum

\[
R(w) = (R_Z)_{11} + 2 \sum_{n=1}^{\infty} (R_Z)_{1n} \cos[w(n - 1)].
\]

Then the asymptotic distribution of \(\lambda_1(R^{(n)}_Z), \ldots, \lambda_n(R^{(n)}_Z)\) is according to \(R(w)\), in the sense that for any bounded continuous function \(f(x)\):

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(R^{(n)}_Z)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(R(w)) dw.
\]

One of the upper bounds in [7] is

\[
C_{FB} = \lim_{n \to \infty} C_{n, FB}(P) \leq
\]

\[
\frac{1}{2} \log (P + \sqrt{P}) \sqrt{\frac{1}{2\pi} \int_{-\pi}^{\pi} R(w) dw - \exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \log R(w) dw \right)} + \frac{1}{2\pi} \int_{-\pi}^{\pi} R(w) dw - \frac{1}{2\pi} \int_{-\pi}^{\pi} \log \sqrt{R(w)} dw.
\]

Unfortunately we can’t interpret the upper bound in Theorem 5 easily. Because the maximal eigenvalues

\[
\lambda_{\text{max}}(R^{(n)}_Z(k)) = \begin{pmatrix}
R^{11}_Z(k) & R^{12}_Z(k) \\
R^{21}_Z(k) & R^{22}_Z(k)
\end{pmatrix}
\]

are not able to be represented by the eigenvalues of \(R^{(n)}_Z\). So we are ready to treat the stationary case in the next paper.
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Table 1

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>0.5</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.0087212</td>
<td>0.0304212</td>
<td>1.1095945</td>
</tr>
<tr>
<td>$P_1$</td>
<td>0.0087402</td>
<td>0.0306525</td>
<td>1.4173944</td>
</tr>
<tr>
<td>$P^*$</td>
<td>0.159825</td>
<td>0.3126333</td>
<td>2.8139875</td>
</tr>
<tr>
<td>$C_2(P)$</td>
<td>$\frac{1}{2} \log 1.0174424$</td>
<td>$\frac{1}{2} \log 1.060824$</td>
<td>$\frac{1}{2} \log 3.2231926$</td>
</tr>
<tr>
<td>Prop 4</td>
<td>$\frac{1}{2} \log 1.0175184$</td>
<td>$\frac{1}{2} \log 1.0617678$</td>
<td>$\frac{1}{2} \log 4.4503889$</td>
</tr>
<tr>
<td>Prop 6</td>
<td>$\frac{1}{2} \log 1.1435006$</td>
<td>$\frac{1}{2} \log 1.6912396$</td>
<td>$\frac{1}{2} \log 11.059606$</td>
</tr>
<tr>
<td>Prop 7</td>
<td>$\frac{1}{2} \log 1.0174804$</td>
<td>$\frac{1}{2} \log 1.3126333$</td>
<td>$\frac{1}{2} \log 1.061305$</td>
</tr>
<tr>
<td>Th 5</td>
<td>$\frac{1}{2} \log 1.31965$</td>
<td>$\frac{1}{2} \log 1.6252666$</td>
<td>$\frac{1}{2} \log 7.724825$</td>
</tr>
<tr>
<td>Prop 2</td>
<td>$\frac{1}{2} \log 1.035189$</td>
<td>$\frac{1}{2} \log 1.1253865$</td>
<td>$\frac{1}{2} \log 10.38897$</td>
</tr>
<tr>
<td>Prop 3</td>
<td>$\frac{1}{2} \log 4.140756$</td>
<td>$\frac{1}{2} \log 4.243296$</td>
<td>$\frac{1}{2} \log 12.89277$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>20.0</th>
<th>100.0</th>
<th>1000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>2.7777002</td>
<td>19.092932</td>
<td>229.376777</td>
</tr>
<tr>
<td>$P_1$</td>
<td>4.7066048</td>
<td>110.22794</td>
<td>13382.801</td>
</tr>
<tr>
<td>$P^*$</td>
<td>5.4743855</td>
<td>26.16305</td>
<td>253.88219</td>
</tr>
<tr>
<td>$C_2(P)$</td>
<td>$\frac{1}{2} \log 7.6088063$</td>
<td>$\frac{1}{2} \log 14.830392$</td>
<td>$\frac{1}{2} \log 133.58544$</td>
</tr>
<tr>
<td>Prop 4</td>
<td>$\frac{1}{2} \log 14.271018$</td>
<td>$\frac{1}{2} \log 403.72591$</td>
<td>$\frac{1}{2} \log 230.37677$</td>
</tr>
<tr>
<td>Prop 6</td>
<td>$\frac{1}{2} \log 20.452128$</td>
<td>$\frac{1}{2} \log 359.06679$</td>
<td>$\frac{1}{2} \log 157.357$</td>
</tr>
<tr>
<td>Prop 7</td>
<td>$\frac{1}{2} \log 14.992849$</td>
<td>$\frac{1}{2} \log 4198.37$</td>
<td>$\frac{1}{2} \log 7727.7184$</td>
</tr>
<tr>
<td>Th 5</td>
<td>$\frac{1}{2} \log 18.622146$</td>
<td>$\frac{1}{2} \log 264.38495$</td>
<td>$\frac{1}{2} \log 147.73365$</td>
</tr>
<tr>
<td>Prop 2</td>
<td>$\frac{1}{2} \log 57.893933$</td>
<td>$\frac{1}{2} \log 21994.052$</td>
<td>$\frac{1}{2} \log 17845.069$</td>
</tr>
<tr>
<td>Prop 3</td>
<td>$\frac{1}{2} \log 30.435225$</td>
<td>$\frac{1}{2} \log 593.21568$</td>
<td>$\frac{1}{2} \log 267.17088$</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>0.5</th>
<th>1.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.0101237</td>
<td>0.034092</td>
<td>1.1405571</td>
</tr>
<tr>
<td>$P_1$</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$P^*$</td>
<td>0.2492136</td>
<td>0.472843</td>
<td>3.6783178</td>
</tr>
<tr>
<td>$C_3(P)$</td>
<td>$\frac{1}{n} \log 1.0518467$</td>
<td>$\frac{1}{n} \log 1.174596$</td>
<td>$\frac{1}{n} \log 7.7010887$</td>
</tr>
<tr>
<td>Prop 4</td>
<td>$\frac{1}{n} \log 1.0527477$</td>
<td>$\frac{1}{n} \log 1.184954$</td>
<td>$\frac{1}{n} \log 25.595502$</td>
</tr>
<tr>
<td>Prop 6</td>
<td>$\frac{1}{n} \log 1.6760538$</td>
<td>$\frac{1}{n} \log 2.4715584$</td>
<td>$\frac{1}{n} \log 45.590561$</td>
</tr>
<tr>
<td>Prop 7</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Th 5</td>
<td>$\frac{1}{n} \log 2.2763025$</td>
<td>$\frac{1}{n} \log 3.4215843$</td>
<td>$\frac{1}{n} \log 45.771912$</td>
</tr>
<tr>
<td>Prop 2</td>
<td>$\frac{1}{n} \log 1.1063814$</td>
<td>$\frac{1}{n} \log 1.3796757$</td>
<td>$\frac{1}{n} \log 59.306767$</td>
</tr>
<tr>
<td>Prop 3</td>
<td>$\frac{1}{n} \log 8.4147736$</td>
<td>$\frac{1}{n} \log 11.037405$</td>
<td>$\frac{1}{n} \log 61.608709$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>20.0</th>
<th>100.0</th>
<th>1000.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>2.8255303</td>
<td>19.208453</td>
<td>222.45715</td>
</tr>
<tr>
<td>$P_1$</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$P^*$</td>
<td>6.8198438</td>
<td>29.622951</td>
<td>257.89891</td>
</tr>
<tr>
<td>$C_3(P)$</td>
<td>$\frac{1}{n} \log 28.091507$</td>
<td>$\frac{1}{n} \log 2384.8824$</td>
<td>$\frac{1}{n} \log 2827094.5$</td>
</tr>
<tr>
<td>Prop 4</td>
<td>$\frac{1}{n} \log 197.49137$</td>
<td>$\frac{1}{n} \log 38583.215$</td>
<td>$\frac{1}{n} \log 5520105.9$</td>
</tr>
<tr>
<td>Prop 6</td>
<td>$\frac{1}{n} \log 183.00042$</td>
<td>$\frac{1}{n} \log 557673.6$</td>
<td>$\frac{1}{n} \log 5038900.7$</td>
</tr>
<tr>
<td>Prop 7</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Th 5</td>
<td>$\frac{1}{n} \log 171.52312$</td>
<td>$\frac{1}{n} \log 7905.8248$</td>
<td>$\frac{1}{n} \log 4388876.6$</td>
</tr>
<tr>
<td>Prop 2</td>
<td>$\frac{1}{n} \log 789.13276$</td>
<td>$\frac{1}{n} \log 5687664.5$</td>
<td>$\frac{1}{n} \log 2827094.5$</td>
</tr>
<tr>
<td>Prop 3</td>
<td>$\frac{1}{n} \log 224.73205$</td>
<td>$\frac{1}{n} \log 19079.059$</td>
<td>$\frac{1}{n} \log 22616756.0$</td>
</tr>
</tbody>
</table>