Dual-Color Fluorescence Cross-Correlation Spectroscopy on a Single Plane Illumination Microscope (SPIM-FCCS)
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Abstract: Single plane illumination microscopy based fluorescence correlation spectroscopy (SPIM-FCS) is a new method for imaging FCS in 3D samples, providing diffusion coefficients, flow velocities and concentrations in an imaging mode. Here we extend this technique to two-color fluorescence cross-correlation spectroscopy (SPIM-FCCS), which allows to measure molecular interactions in an imaging mode. We present a theoretical framework for SPIM-FCCS fitting models, which is subsequently used to evaluate several test measurements of in-vitro (labeled microspheres, several DNAs and small unilamellar vesicles) and in-vivo samples (dimeric and monomeric dual-color fluorescent proteins, as well as membrane bound proteins). Our method yields the same quantitative results as the well-established confocal FCCS, but in addition provides unmatched statistics and true imaging capabilities.
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1. Introduction

Fluorescence correlation spectroscopy (FCS) [1, 2] is a powerful experimental technique to measure the dynamics of fluorescently labeled molecules in solution and inside living cells [3]. It reports on the particle number, the diffusion coefficient, flow speeds, as well as photo-physical and chemical reaction rates by performing an autocorrelation analysis of the fluorescence intensity fluctuations measured inside a small observation volume (typically $10^{-15} \text{L} = 1 \text{µm}^3$).

FCS was extended to fluorescence cross-correlation spectroscopy (FCCS) to evaluate the cross-correlation between two or more separate color channels [4–9]. This allows to additionally extract information about the interaction between differently labeled particles. For an overview of the existing FCS/FCCS-techniques, see e.g. [10–12]. Both methods have found widespread application in confocal microscopes which measure one or a few measurement positions at a time. FCS has been extended to an imaging method, first by consecutive single-spot measurements [13], by line- [14] and circle-scanning [15], by line-confocal detection [8, 16], by spinning-disk microscopy [17], by multi-confocal detection [18, 19] and, in recent years, on total internal reflection (TIRF) [20] and SPIM microscopes [21, 22]. In the supplementary information (SI [23]) we present typical exemplary SPIM-FCS measurements, viz., organic dye in buffer, fixed GUVs, and fluorescent proteins in live cells (Fig. S11) to show the range of samples, to which the method is applicable. FCCS has been implemented for a small number of pixels on a two-focus two-color confocal setup [24], and with a line-scanning microscope for a few spatially separated pixels [25, 26]. It has been shown to work with low temporal resolution ($\sim 30$ ms) as image cross-correlation spectroscopy [27] and, when averaging over larger subregions, as spatio-temporal image cross-correlation spectroscopy [28]. Raster image cross-correlation spectroscopy [29] uses the different time-scales embedded in a laser-scanning confocal image, to improve the temporal resolution, but at the cost of spatial resolution. However, all these methods either average over larger subregions in the acquired images or are in other ways (acquisition speed, z-sectioning) limited by the used microscopy techniques. To overcome these limitations, we extend FCCS into a fast and true imaging mode by using single plane illumination microscopy (SPIM-FCCS) with a high-speed electron-multiplying charge coupled device (EMCCD) camera, giving moderate to high temporal resolution (0.3 – 1.0 ms) and good z-sectioning.

Similar to SPIM-FCS, SPIM-FCCS excites a single plane (thickness $\sim 1.3 \text{µm}$) in a sample. The difference in SPIM-FCCS is that two light sheets of different wavelength are used simultaneously to excite different fluorophores for the cross-correlation analysis. For detection we use an image splitter optics to separate the full spectral range into two distinct color channels which are imaged onto the same EMCCD camera. This sensor has been chosen due to its relatively high temporal resolution and high detection efficiency (quantum efficiency $> 95\%$). The properties of several other possible detectors have recently been studied and compared in [30], but EMCCD cameras currently offer the best compromise between acquisition speed and photosensitivity.

Here we show that SPIM-FCCS works on a range of simple calibration samples (organic dyes, labeled DNAs, microspheres, small unilamellar vesicles) and is applicable in live-cell measurements in the cytoplasm, nucleus and the membrane. In addition to the optical setup for SPIM-FCCS measurements, we describe its alignment and calibration in detail, and present a comprehensive theoretical framework and fit procedures for camera-based SPIM-FCCS. We especially discuss one- and two-component normal diffusion of two differently colored species A and B and their dimer AB.
2. SPIM-FCCS: The method

2.1. Introduction to SPIM-FCCS

In fluorescence fluctuation microscopy, the motion properties of fluorescently labeled particles are extracted from an analysis of the fluorescence fluctuations emitted at different positions in the sample. For FCCS measurements, the fluorescence signal emitted by each spot $\vec{r}$ of a sample is split spectrally into a green color channel signal $I_\gamma(t; \vec{r})$ and red signal $I_\rho(t; \vec{r})$. Then the normalized correlation functions (with $\gamma \rho \in \{gg, rr, gr, rg\}$)

$$g_{\gamma \rho}(\tau; \vec{r}) = \frac{\langle I_\gamma(t; \vec{r}) \cdot I_\rho(t + \tau; \vec{r}) \rangle}{\langle I_\gamma(t; \vec{r}) \rangle \cdot \langle I_\rho(t; \vec{r}) \rangle} - 1 = \frac{G_{\gamma \rho}(\tau)}{\langle I_\gamma(t; \vec{r}) \rangle \cdot \langle I_\rho(t; \vec{r}) \rangle}$$

are calculated. Here $\langle \cdot \rangle$ denotes a temporal average and $G_{\gamma \rho}(\tau) = \langle \delta I_\gamma(t) \cdot \delta I_\rho(t + \tau) \rangle$ is the non-normalized correlation function between the fluorescence fluctuations $\delta I_\gamma(t) = I_\gamma(t) - \langle I_\gamma \rangle$ in channels $\gamma$ and $\rho$ respectively. The autocorrelations $g_{gg}(\tau; \vec{r})$ and $g_{rr}(\tau; \vec{r})$ mainly contain information about the diffusion coefficient and concentration of the different labeled particles, while the amplitude of the cross-correlation $g_{gr}(\tau; \vec{r})$ reports on their interaction. As we will not use spatial cross-correlations between different points in the sample, we will omit the parameter $\vec{r}$ from this point on. If theoretical models are known for the measured correlation functions, a parameter fit can yield parameters describing the mobility and interaction of the observed species.

To extend FCCS, which is most often implemented on point-scanning confocal microscopes to an imaging technology, we implemented it on a single plane illumination microscope (SPIM). The microscope was optimized for single-cell measurements with green and red fluorescent proteins (FP), using a blue and a green, $\sim 1.3 \ \mu m$ thin light sheet to excite fluorescence in only a fine slice of the cell. The detected light is imaged as two separate color channels onto a high-speed EMCCD camera (see Fig. 1(A)), and the cross-correlation between two color channels can be performed by cross-correlating the corresponding pixels time series. The optics have to be carefully aligned to ensure that the two cross-correlated pixels correspond to the same volume inside the sample (see section 3.2 for details on the alignment procedure).

![Diagram](image-url)

Fig. 1. Schematic view of the SPIMs described in this article: (A) shows the detailed optical setup and (B) shows three possible sample mounting schemes: Solid samples (e.g. beads for calibration) can be embedded in a gel cylinder, liquid samples are sealed into small thermoplastic bags and adherent cells are grown onto small glass pieces.
In this section, we will first derive the theoretical models required to extract information from the measured correlation functions. Then we give a short explanation of the full data evaluation pipeline that uses these models. An extended derivation and further comments can be found in the SI [23].

2.2. SPIM-FCCS models

Extending our previous work [21, 30, 31], we derive theoretical models for SPIM-FCCS and the simple situation of a bimolecular binding reaction \( A + B = AB \). Our models allow us to determine the diffusion coefficients \( D_A, D_B \) and \( D_{AB} \), as well as the concentrations \( c_A, c_B \) and \( c_{AB} \) of three molecular species \( A, B \) and \( AB \) present in this process. In a typical experiment, \( A \) and \( B \) are the green and red labeled monomers, whereas \( AB \) represents the double-labeled dimer formed from \( A \) and \( B \).

To derive the FCCS correlation functions, we follow the same approach as in [25, 32, 33] and start from the fluorescence intensities \( I_\gamma(t), \delta I_\gamma(t) \) in the green and \( I_\delta(t), \delta I_\delta(t) \) in the red color channel. These can be written for any color channel \( \gamma \) and the set of molecular species \( S = \{ A, B, AB, \ldots \} \) as:

\[
I_\gamma(t) = \int_{-\infty}^{\infty} \text{MDE}_\gamma(\vec{r}) \cdot \sum_{\chi \in S} \eta^\gamma_\chi c_\chi(t, \vec{r}) \, dV, \quad \delta I_\gamma(t) = \int_{-\infty}^{\infty} \text{MDE}_\gamma(\vec{r}) \cdot \sum_{\chi \in S} \eta^\gamma_\chi \delta c_\chi(t, \vec{r}) \, dV
\] (2)

Here \( \eta^\gamma_\chi \) represents the molar fluorescence brightness of the fluorescent species \( \chi \) in channel \( \gamma \). The symbol \( c_\chi(t, \vec{r}) \) denotes the local particle concentration of species \( \chi \) at time \( t \) and position \( \vec{r} \) and \( \text{MDE}_\gamma(\vec{r}) \) is the molecular detection efficiency of channel \( \gamma \) for an emitting particle at position \( \vec{r} \). The fluorescence fluctuations \( \delta I_\gamma(t) \) are calculated form the concentration fluctuations \( \delta c_\chi(t, \vec{r}) \).

For SPIM-FCS/FCCS we assume the same MDE as in our previous publications [21, 30, 31], i.e. a laterally constant Gaussian light sheet \( I_{LS}(z) = \exp(-2z^2/w^2_{LS}) \) with \( 1/e^2 \)-halfwidth \( w_{LS} \) for illumination, a pixel detector with square pixels (side length \( a \)) and a point spread function (PSF), that describes the imaging properties of the detection optics. The overall MDE is then calculated by an integral over the volume sampled by each point on the pixels (\( \vec{r} = (x, y, z)^T \)):

\[
\text{MDE}_\gamma(\vec{r}) = \text{MDE}_\gamma(x, y, z) = \frac{1}{\mathcal{N}} \cdot I_{LS}(z) \cdot \int_{0}^{a} \int_{0}^{a} \text{PSF}_\gamma(x - \mu, y - \nu, z) \, d\mu \, d\nu,
\] (3)

where \( \text{PSF}_\gamma(x, y, z) = \exp[-2 \cdot (x^2 + y^2)/w^2_{\gamma} - 2z^2/c^2_{\gamma}] \) is the Gaussian point spread function of the detection objective. The factor \( \mathcal{N}^{-1} \) is a normalization constant, set to fulfill \( \int_{V} \text{MDE}_\gamma(\vec{r}) \, dV = 1 \). Using these definitions, the correlation function Eq. (1) can be written as:

\[
g_{\gamma \rho}(\tau) = \sum_{\chi \in S} \frac{\eta^\gamma_\chi \cdot \eta^\rho_\chi \cdot G^\gamma_{\gamma \rho}(\tau)}{\left( \sum_{\chi \in S} \eta^\gamma_\chi \cdot c_\chi \right) \cdot \left( \sum_{\chi \in S} \eta^\rho_\chi \cdot c_\chi \right)}.
\] (4)

where the \( G^\gamma_{\gamma \rho}(\tau) \) are factors describing the non-normalized (cross-)correlation functions of species \( \chi \) between channels \( \gamma \) and \( \rho \) (Note: we defined \( G^\gamma_{\gamma \rho}(\tau) \) in such a way that its units are \( 1/\text{Length}^6 \)):

\[
G^\gamma_{\gamma \rho}(\tau) = \frac{\langle \delta I_\gamma(t) \cdot \delta I_\rho(t + \tau) \rangle}{\eta^\gamma_\chi \eta^\rho_\chi} = c_\chi \cdot \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \text{MDE}_\gamma(\vec{r}) \cdot \text{MDE}_\rho(\vec{r}') \cdot \phi_\chi(\vec{r}, \vec{r}', \tau) \, dV \, dV'.
\] (5)
To describe the diffusive motion of species $\chi$, we use a Green’s function of the following form:

$$
\phi_\chi(\vec{r}, \vec{r}', \tau) = \frac{1}{(4\pi D_\chi \tau)^{3/2}} \cdot \exp \left[ -\frac{(\vec{r} - \vec{r}')^2}{4D_\chi \tau} \right] 
$$

(6)

The integrals in Eq. (5) can be separated into three directional components $G_{\gamma\rho}^\chi(\tau) = c_\chi \cdot G_{\gamma\rho,x}^\chi(\tau) \cdot G_{\gamma\rho,y}^\chi(\tau) \cdot G_{\gamma\rho,z}^\chi(\tau)$. Each of these can be solved analytically:

$$
G_{\gamma\rho,x}^\chi(\tau) = G_{\gamma\rho,y}^\chi(\tau) = \frac{1}{a} \left\{ \text{erf} \left( \frac{\sqrt{2} \cdot a}{\sqrt{8D_\chi \tau + w_\gamma^2 + w_\rho^2}} \right) + \frac{\sqrt{8D_\chi \tau + w_\gamma^2 + w_\rho^2}}{a \cdot \sqrt{2\pi}} \cdot \left[ -\frac{1}{8D_\chi \tau + w_\gamma^2 + w_\rho^2} - 1 \right] \right\}
$$

(7)

$$
G_{\gamma\rho,z}^\chi(\tau) = \frac{\sqrt{2/\pi}}{\sqrt{8D_\chi \tau + z_\gamma^2 + z_\rho^2}}.
$$

(8)

Here we assumed that no shift exists between the green and the red MDE ($\delta x = \delta y = \delta z = 0$), which was well achieved during the measurements for this paper, as shown in sections 3.2 and 3.3. The full correlation function including a non-zero shift and a possible directed flow, is provided in the SI [23]. In the case of 2-dimensional diffusion, one of the factors $G_{\gamma\rho,y}^\chi(\tau)$ or $G_{\gamma\rho,z}^\chi(\tau)$ is omitted (depending on the orientation of the 2D motion), e.g. for 2D-diffusion in the $xz$-plane, we separated the integrals in Eq. (5) only into two factors $G_{\gamma\rho,x}^\chi(\tau) = c_\chi \cdot G_{\gamma\rho,x}^\chi(\tau) \cdot G_{\gamma\rho,z}^\chi(\tau)$. Note that the concentrations are then in units of particles per area. This case is observed later in this paper, where the light sheets perpendicularly slices through the cell membrane (see SI [23], Fig. S10 for a sketch).

To further simplify the set of correlation functions in Eq. (4), we assume that the spectral properties of the two fluorophores $A$ and $B$ do not change on binding. Then the molar brightnesses $\eta_\chi^\gamma$ of species $\chi$ in channel $\gamma$ can be written in terms of the molar channel brightness $\eta_\chi$ of fluorophore $A$ in the green channel and $\eta_\chi$ of the fluorophore $B$ in the red channel:

$$
\eta_\chi^A \equiv \eta_\chi \quad \eta_\chi^B = 0 \quad \eta_\chi^{AB} = \eta_\chi
$$

(9)

Here $\kappa_{gr}$ is the crosstalk factor of the green into the red channel and we assume that there is no crosstalk of the red into the green channel, which is well justified for our dual-wavelength FCFS setup. The factors $\eta_\chi$ and $\eta_\chi$ can be estimated from the measured and background corrected average fluorescence intensities $\langle I_\chi(t) \rangle$ and $\langle I_\chi(t) \rangle$, as

$$
\eta_\chi = \frac{\langle I_\chi(t) \rangle}{c_A + c_{AB}}, \quad \eta_\chi = \frac{\langle I_\chi(t) \rangle - \kappa_{gr} \cdot \langle I_\chi(t) \rangle}{c_B + c_{AB}},
$$

(10)

Note that we only used molar brightnesses $\eta_\chi, \eta_\chi^{AB}$ in units of $1/(\text{particles}/\text{volume}) = \text{volume}$. Molecular brightnesses can be calculated as $\eta_\chi^2/\text{Ve}$. using the effective volume $V_{\text{eff}} := \left( \int \text{MDE}(\vec{r}) \, dV \right)^2 / \int \text{MDE}^2(\vec{r}) \, dV$. 
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The final system of correlation functions reads:

\[
\begin{align*}
    g_{gg}(\tau) &= \eta_g^2 G_{gg}^A(\tau) + \eta_g^2 G_{gg}^{AB}(\tau) \\
    g_{rr}(\tau) &= \eta_r^2 \left[ G_{rr}^B(\tau) + G_{rr}^{AB}(\tau) \right] + \kappa_{gr}^2 \eta_g^2 \left[ G_{gg}(\tau) + G_{gg}^{AB}(\tau) \right] + 2 \kappa_{gr} \eta_r \eta_g G_{gr}^{AB}(\tau) \\
    g_{gr}(\tau) &= g_{gg}(\tau) = \frac{\eta_r \eta_g C_{gr}^2 (\tau) + \kappa_{gr} \eta_g^2 C_{gr}(\tau) + \kappa_{gr} \eta_r^2 C_{gr}(\tau) + \kappa_{gr}^2 \eta_g^2 C_{gr}(\tau)}{\eta_r C_{gr} + \eta_g C_{gr} + \eta_r \eta_g C_{gr}}
\end{align*}
\]  

(11) (12) (13)

We implemented these models in our data evaluation software QuickFit 3.0 and tested the implementation using different simulations, as described in the SI [23] and section 3.3.

From the concentrations \( c_A, c_B \) and \( c_{AB} \), the amount of binding (as relative dimer concentration) can be calculated:

\[
p_{AB} = \frac{c_{AB}}{\min(c_A, c_B)}
\]  

(14)

More general, the amount of cross-correlation (also a measure of binding) can also be defined from the correlation function amplitudes without assuming any concentrations:

\[
q = \frac{g_{gr}(\tau_{\min})}{\min[g_{gg}(\tau_{\min}), g_{rr}(\tau_{\min})]},
\]  

(15)

\( g_{pp}(\tau) \) are either directly measured correlation functions (then \( \tau_{\min} \) is the minimum lag time) or fitted model functions (then \( \tau_{\min} = 0 \)).

2.3. Data evaluation

Several aspects of data processing for SPIM-FCS measurements have already been described [21, 22, 30, 31, 34]. We slightly modified these methods to yield the two-color cross-correlation functions. A schematic of all evaluation steps is shown in Fig. 2. Initially we acquire a time-series \( I(t; \vec{r}) \) of the sample with \( 5 \times 10^4 - 5 \times 10^5 \) frames at a frame rate above 1000 frames per second (fps) using both lasers for illumination. In addition a short (\( \sim 2000 \) frames) background series \( B(t; \vec{r}) \) without light sheet illumination is recorded with the same camera settings. Then

![Fig. 2. FCCS data evaluation chain. The left column shows the progression from the raw input data to the statistically analyzed results. The right column gives typical numbers for the size of the dataset in each step.](image)
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the data is preprocessed by subtracting the averaged background \((I(t; \vec{r}) - \langle B(t; \vec{r}) \rangle)\), splitting the images series into two color channels and computing the auto- and cross-correlation functions using multi-\(\tau\)-algorithm. If necessary a bleach correction is performed independently for every pixel, by fitting e.g. an exponential decay (or a more complex function) to the time-series in each pixel and then detrending the initial time-series, while preserving its ideal average and variance, as described in [14]. We checked this correction method using SPIM-FCS simulations of a depleting reservoir, which show that the obtained mobility parameters are not altered by the correction. Details on the correction method and the simulation results can be found in the SI [23].

Finally the model functions \(g_{yp}(\tau; c_A, c_{AB}, D_A, D_{AB}, \ldots)\), derived in the last section are fitted to the experimental curves \((\tau; \hat{g}_{gg,i}, \hat{g}_{gr,i}, \ldots)\), measured at discrete lag times \(\tau\). We choose a global fitting method that simultaneously minimizes the least-squares deviations of the fit functions from the measurements. The optimal parameter vector \(\vec{\beta}\) is then the solution of this least-squares optimization problem:

\[
\vec{\beta}^* = \arg \min_{\vec{\beta}} \sum_{\gamma p=\{gg, gr, rg\}} \sum_{i} \left[ \frac{\hat{g}_{yp,i} - g_{yp}(\tau; \hat{\vec{\beta}})}{\sigma_{yp,i}} \right]^2,
\]

where \(\hat{\vec{\beta}}\) maps the “global” parameter vector \(\vec{\beta}\) to the “local” vector containing only the parameters used by the model function \(g_{yp}(\cdot; \cdot)\). To solve this optimization problem we used either a version of the Levenberg-Marquardt algorithm [35, 36], implemented in the software library lmfit [37] or our own implementation of the simulated annealing stochastic optimizer [38].

Each global fit incorporates the two autocorrelation and the cross-correlation functions from each pixel. The concentrations \(c_A\), \(c_B\) and \(c_{AB}\) are always linked over these three correlation curves. In simple cases, where only one diffusing component is visible in the correlation functions, also the diffusion coefficients \(D_A\), \(D_B\) and \(D_{AB}\) are linked in the same manner. In more complex cases, where two diffusing fractions per species are required to describe the data, we found that the models do no longer converge reliably and with physically meaningful fit parameter values. So we simplified Eq. (11)-Eq. (13), by assuming two diffusing components per channel which were no longer assigned to any specific species.

\[
g_{gg}(\tau) = \frac{\eta_g^2 c_A + \eta_g^2 c_{AB}}{\eta_g^2 (c_A + c_{AB})^2} \cdot \hat{G}_{gg}(\tau) \tag{17}
\]

\[
g_{gr}(\tau) = \frac{\eta_r^2 (c_B + c_{AB}) + \eta_g^2 (c_A + c_{AB}) + 2\kappa_{gr} \eta_r \eta_g c_{AB}}{(\kappa_{gr} \eta_g c_A + (\eta_r + \kappa_{gr} \eta_g) c_B + (\eta_r + \kappa_{gr} \eta_g) c_{AB})^2} \cdot \hat{G}_{gr}(\tau) \tag{18}
\]

\[
g_{gr}(\tau) = g_{rg}(\tau) = \frac{\eta_g \eta_r c_A + \eta_g \eta_g c_{AB}}{(\eta_g c_A + (\eta_r + \kappa_{gr} \eta_g) c_{AB} + \eta_r c_B) (\eta_g c_A + (\eta_r + \kappa_{gr} \eta_g) c_{AB} + \eta_r c_B)} \cdot \hat{G}_{gr}(\tau) \tag{19}
\]

where the correlation functions are defined using Eq. (7) and Eq. (8) as \(\hat{G}_{yp}(\tau) = G_{yp,x}(\tau) \cdot G_{yp,y}(\tau)\). The concentrations were still linked. This approach then resembles the analysis performed in [33, 39], where each curve was fitted separately and finally the amplitudes were analyzed with a linked fit model.

The complete data processing and fitting pipeline is freely available in the software packages QuickFit 3.0 [40] and in parts in ImFCS [31]. Typical data processing times with QuickFit 3.0 on a modern computer (AMD Phenom II 1090T, 3 GHz, 16 GB RAM running Linux) are 40–120 s for background and bleach correction, as well as correlation of 100,000 frames with \(128 \times 20\) pixels each. Model fitting can be done with \(\sim 50\) fits/s for single curve fits and a
1-component diffusion model. Our global fitting strategy reaches 2.5 – 7 fits/s depending on
the number of free parameters in the models. Detailed data is given in the SI [23].

3. Experimental setup

3.1. A light sheet microscope with dual color excitation and detection

We used two home-built SPIM microscopes situated in Heidelberg (SPIM1) and Singapore
(SPIM2). Both instruments are comparable in their setup and performance. Here we only give
an overview of the systems (see Fig. 1(A)). A detailed description can be found in the SI [23].
The basic setup of our type of SPIM is described in [41]. The microscopes are optimized to
perform SPIM-FCS/FCCS in single live cells. The light sheets are typically ∼1.3 μm thick
(1/e²-halfwidth) and the field of view is about 50 × 50 μm² at a pixels size of 400 nm. The
detection volume defined by each pixel of the camera is about V_{eff} = 2.5 – 3 μm³, as compared
to V_{eff} = 0.5 – 1 μm³ in a confocal microscope [30].

We extended the SPIM setup, as described in [41], with a dual-excitation beam path com-
bining two lasers (a blue 491 nm and a green 561 nm solid-state laser) with two distinct beam
expanders. This is necessary to compensate for the chromatic aberrations of the two laser light
sheets. The laser beams are combined after expansion using a dichroic mirror. This allows
both light sheets to be steered independently. A telescope relays the combined beams to the
cylindrical lens, which forms the light sheet together with a microscope air objective (SPIM1:
10x/NA0.3, SPIM2: 20x/NA0.25). The light sheets are projected through No. 1.0 cover slips
into the medium-filled (e.g. deionized water, or Hanks’ buffer medium) sample chamber. The
intensity in each light sheet was 50 – 100 W/cm² during all measurements, which is a factor of
10 – 30 below typical intensities used for confocal FCS in live cells (∼1500 W/cm²).

Fluorescence detection is performed using a 60x/NA1.0 water dipping objective and a cor-
responding tube lens. The fluorescence signal is then split with image splitter (DualView DV2,
Photometrics, Tucson, USA) into two images projected side-by-side onto a 128 × 128 pixel
high-speed EMCCD camera (iXon X3 860, Andor, Belfast). The temporal resolutions of
measurements given throughout this manuscript are frame repetition times, i.e. the sum of
the exposure time and the readout time. The latter was 60 μs for all measurements. Binning
was always performed during the data processing step and not on the camera. As different filter
sets were used for the measurements in this paper, the crosstalk κ_{gr} is given in the text where
necessary. Generally the crosstalk for eGFP was between κ_{gr} = 3.5% and 9%, and for Alexa-
488 between κ_{gr} = 5.4% and 11.8% (both depending on the used filter set). Note that all model
fits in this paper already incorporate a correction for the respective crosstalk.

The samples are mounted on a motorized XYZ-translation stage, allowing to acquire 3D
image stacks. In addition to the lasers a white light emitting diode (LED, W42182/U2, Seoul
Semiconductor, Ansan-city, Gyeonggi-do, Korea) can be used for transmission illumination.
All electronic devices (stages, cameras, lasers, LED, ...) are controlled by a central computer,
which also performs the data acquisition. We use QuickFit 3.0 [40] as a control and acquisition
software on SPIM1 and the Andor Solis software on SPIM2. The image series (including a
background measurement without illumination) are stored as 16-bit uncompressed TIFF-files
(tagged image file format) and could be written to hard disk in real-time. All data evaluation is
then performed off-line (see section 2.3) using either QuickFit 3.0 or ImFCS.

3.2. Alignment procedure

As the focal overlap is a very important parameter for any FCCS data evaluation, special care
has to be taken when aligning the instrument. The blue 491 nm laser is aligned first, while
imaging its light sheet profile using a mirror under 45° to the light sheet propagation axis (see
SI [23] and Ref. [30]). Then the green 561 nm is adjusted to overlay the blue laser as precisely
as possible. We routinely achieve a peak-peak distance between the blue and green light sheet, $\delta z < 100$ nm (at a typical light sheet width of $\sim 1.3 \mu m$).

In a second step the image splitter optics are aligned, by imaging an electron microscopy grid with 1500 or 2000 lines per inch (grid spacing: 16.9 $\mu m$ or 12.7 $\mu m$ respectively; Latec Scientific Supply Pte. Ltd, Singapore) in transmission illumination mode. The overlap of the two color channels was optimized using a special live-view of the difference between the two half images in QuickFit 3.0 and then maximizing the image cross-correlation coefficient between them. It is also possible to use the open source software $\mu$Manager [42] with its plugins “Split View” and “Co-localization” [43] for the same task.

Finally the alignment and focal volumes were checked with a $z$-scan of TetraSpec fluorescent micro-spheres (100 nm diameter, T7279 Microspheres, Life Technologies GmbH, Darmstadt, Germany) embedded in a gel cylinder (0.5% Phytigel, P8169, Sigma-Aldrich Chemie Gmbh, Munich, Germany) supplemented with 0.1% MgSO$_4$. A Matlab script (Matlab 2012a, Math-Works, Ismaning, Germany) was developed and used to fit a 3D Gaussian model function to each bead in both channels. This allowed us to measure the displacement of the MDEs in all directions (available online: [44]). We routinely reach a lateral and longitudinal displacement $\delta x$, $\delta y$ and $\delta z$ of better than 100 nm. In section 3.3 we show FCCS simulations which confirm that this displacement leads to a negligible (< 5%) reduction of the measured relative concentrations. Exemplary results and detailed protocols are shown in the SI [23] section S7.

To complete the alignment, we routinely check the setup in a final step with in-vitro standard samples (e.g. TetraSpec beads from stock, different double-labeled double-stranded DNAs in TE buffer, details and example measurements, see section 4). With these measurements we could check again the overlap of the two color channels, as a good focal overlap results in a high cross-correlation amplitude. The data was also used to perform a daily calibration of the focal volumes. In contrast to confocal FCS/FCCS, we do not need a standard sample with known diffusion coefficient. The exactly known pixel size of the camera can be used as a ruler to independently determine the absolute diffusion coefficient [30, 45]. Calibration was done with several different samples for each color channel separately. All samples yield comparable results for the daily focal sizes $w_g$ and $w_r$ ($c_g$ and $c_r$ were taken from the bead or light sheet scan), which also stayed constant with a relative standard deviation of $\leq 10\%$ over a period of 9 months (data shown in SI [23], Fig. S8). Both instruments used for this paper yield slightly different, but still stable and consistent focal parameters. The setups are stable without realignment for continuous measurements over up to 24 hours. The focal parameters stayed constant within the errors over several months (data, see SI [23]).

3.3. Simulations on the error due to misalignment

A crucial part of the alignment procedure are the displacements $\delta x$, $\delta y$ and $\delta z$ between the green and red detection volume. We used FCCS simulations to determine a threshold for these, which allows to do measurements with a small to negligible error. We extended the simulation program described in Refs. [30, 34, 46] to allow FCCS measurements. In a first step, this program creates random walk trajectories of 700 – 900 particles in a simulational box (all with the same diffusion coefficient, overall particle concentration $c_{all} \approx 1 \text{nM}$). The particles carry green, red or both fluorophores in different proportions $c_{DL}/c_{all}$ ranging from single-label only ($c_{DL}/c_{all} = 0$) to double-label (DL) only ($c_{DL}/c_{all} = 1$). A blue and a green light sheet illuminate the walkers, and two detection volumes for the green and red color channels are set up. The focal parameters approximately match those of the actual SPIM-FCCS setups used for this paper. The distance between the volumes is varied in eleven steps between $\delta x = 0$ nm and $\delta x = 2000$ nm. Detailed simulation parameters are given in the SI [23].

For each combination of $c_{DL}/c_{all}$, shift $\delta x$ and one of two realistic crosstalk coefficients
Fig. 3. Fit results when assuming no shift $\delta x = 0$ in the fit model, given that a shift $\delta x > 0$ actually is present in the microscope setup. (A) The graph shows the relative error, as defined by Eq. (21) at different crosstalk coefficients $\kappa \equiv \kappa_{gr}$ and focal shifts $\delta x$ (color-coded green-orange or blue-red), the thick orange line marks an error level of 5% which is still acceptable. (B) depicts the simulated foci (as $1/e^2$-isosurfaces) at different shifts $\delta x$. The camera pixels in the object space (pixel size $a = 400$ nm) are shown as gray squares inside the foci.

$\kappa_{gr} = 3.5\%$ and $\kappa_{gr} = 11.2\%$, the two autocorrelations and the cross-correlation curves were simulated and evaluated with a global fit to the SPIM-FCCS models described before. As in all measurements in this paper, we assumed $\delta x = \delta y = \delta z = 0$ for the fit. For each combination the fit yields a focus shift dependent relative concentration

$$p'_{AB}(\delta x) = \frac{c_{AB}(\delta x)}{c_{all}(\delta x)} = \frac{c_{AB}(\delta x)}{c_A(\delta x) + c_B(\delta x) + c_{AB}(\delta x)}$$

(20)

from which we estimated the relative error, when assuming $\delta x = 0$, instead of the actual $\delta x > 0$:

$$\text{err}(\delta x) = \frac{|p'_{AB}(\delta x) - p'_{AB}(0)|}{p'_{AB}(0)}.$$  

(21)

Fig. 3 shows the results of these simulations. Further plots with example correlation functions and other representations of the results are given in the SI [23] (Fig. S16 – Fig. S18). The data shows that if we accept an error margin of $\text{err}(\delta x) < 5\%$, we can draw the conclusion that the instrument has to be aligned to $\delta x, \delta y, \delta z < \delta_{5\%} = 200$ nm. As shown in the last section 3.2, this is easily possible with the methods described there.

4. **In-vitro samples**

In this section we present several test measurements, to validate SPIM-FCCS. We first discuss possible samples for alignment. Then we compare SPIM-FCCS measurements with confocal FCCS experiments, on the same samples, to show that both methods yield the same results.

As test samples (for routine calibration and checking), we used either 100 nm diameter fluorescent microspheres (TetraSpec [T7279] Microspheres, Life Technologies GmbH, Darmstadt, Germany) directly from stock, or different double-stranded DNA samples (dsDNA), labeled
either with a single fluorophore or double-labeled with two different colors. The DNA samples were diluted in TE buffer (10 mM Tris, 0.1 mM Ethylenediaminetetraacetic acid, EDTA, pH 7.5) to the desired concentration. We used the 170 bp-long “601”-nucleosome binding sequence (fragment length: ~58 nm), labeled with an Alexa-488 and an Alexa-594 dye on opposite ends of the strand. Labeling was performed by amplifying the DNA sequence with two labeled primers using the polymerase chain reaction (PCR). Alternatively a short 40 bp double-labeled dsDNA-fragment (fragment length: ~13.6 nm) was used. As a third test sample that can be easily produced in any lab, we used small unilamellar vesicles (SUVs) with two spectrally distinct lipid dyes and prepared according to the protocol given in [23, 47, 48].

Example correlation curves of all these samples are shown in Fig. 4 and Tab. 1 summarizes typical numerical values. All measurements were carried out at room temperature (between 22°C and 25°C). We heat-sealed between 20 µl and 50 µl of each solution into plastic sample bags, as described elsewhere [30].

In addition to the calibrations above, we used a 607 bp dsDNA (fragment length: ~206 nm) to compare the performance of light sheet and confocal microscopy based FCCS. This DNA, was either labeled with Alexa-488, Alexa-594 or both dyes (on opposite ends of the strand) and mixed in different proportions. The same samples were measured on a confocal microscope (details on the setup, see SI [23] and Ref. [50]) and on our SPIM. Again we used 2 × 2 pixel binning to reduce the noise on the measured CFs, which were subsequently fitted with the SPIM-FCCS models described above, or the according confocal FCCS models (see SI [23]) using a global fit. Fig. 5 shows the results of these measurements (additional plots and example CFs are available in the SI [23], Fig. S12). There is a linear relation between the parameters measured with the two methods (as green [outlier-robust] regression lines in Fig. 5(A)), but the ideal slope 1 is not reached. The deviations from the ideal result can be explained by the
Table 1. Summary of typical diffusion coefficients recalculated to their value $D_{20,W}$ at 20°C in water and of the relative cross-correlation amplitudes $q$ (not crosstalk-corrected) obtained with different samples. The diffusion coefficients of single dyes (Alexa-488, eGFP etc.), as typically measured in SPIM-FCS, are given for comparison.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$D_{20,W}$ [µm²/s]</th>
<th>$q$ [%]</th>
<th>Sample</th>
<th>$D_{20,W}$ [µm²/s]</th>
<th>$q$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>40bp dsDNA</td>
<td>(36 ± 8)</td>
<td>(75 ± 10)</td>
<td>eGFP†</td>
<td>(66 ± 8)</td>
<td>—</td>
</tr>
<tr>
<td>170bp dsDNA*</td>
<td>(22 ± 3)</td>
<td>(59 ± 8)</td>
<td>Alexa-488†</td>
<td>(232 ± 41)</td>
<td>—</td>
</tr>
<tr>
<td>607bp dsDNA*</td>
<td>(6.3 ± 0.9)</td>
<td>(46 ± 18)</td>
<td>Atto-565†</td>
<td>(221 ± 100)</td>
<td>—</td>
</tr>
<tr>
<td>SUV</td>
<td>(6 ± 2)</td>
<td>(60 ± 8)</td>
<td>Alexa-594†</td>
<td>(158 ± 96)</td>
<td>—</td>
</tr>
<tr>
<td>TetraSpec*</td>
<td>(3.1 ± 0.2)</td>
<td>(104 ± 8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* an average over 6 measurements during two week
† These particles are so fast, that the measured diffusion coefficients are not absolutely accurate, cf. [49]

noisiness of the SPIM-FCCS correlation functions (red crosses show the results without pixel binning) and the accompanying uncertainty in the fit results. Also imperfect background, bleach and crosstalk corrections may influence the results, leading to an offset at low dimer concentrations. The measured concentrations are about a factor of (9.5 ± 2.1) higher than the actual concentrations, or the concentrations measured in confocal FCS/FCCS. This fact was already discussed in Refs. [30,51]. But, as especially the 607 bp DNA measurement shows, reasonable values for relative concentrations can still be extracted from SPIM-FCCS measurements. Also it shows that both microscopy methods yield comparable dynamic ranges for the relative dimer concentration. A calibration of the concentrations can be performed by measuring a dilution series of a standard sample (e.g. a mixture of single- and double-labeled DNA) with known absolute and relative concentrations. A possible protocol is given in the SI [23] and example results for our SPIM-FCCS setup in Fig. S21. Using the calibrated concentrations, also absolute values for e.g. a dimeric dissociation constant $K_D = c_A \cdot c_B / c_{AB}$ can estimated using SPIM-FCCS.

Fig. 5. Comparison between confocal and SPIM-FCCS measurements. (A) shows the relative dimer concentration $p_{AB}$ and (B) the relative cross-correlation amplitude $q$. The black dashed line represents the ideal result (slope 1). Different mixtures of single- and double-labeled 607bp long dsDNA strands were measured on both instruments. For the SPIM, the acquisition setting were: 700,000 frames, 128 × 6 pixels, no binning (red crosses) or 2 × 2 pixel binning (green circles), $\tau_{min} = 0.33$ ms. Data from the confocal measurements are average and standard deviation (SD) over 7 consecutive runs (30 s each). For SPIM they are average and SD over all pixels from 3−4 separate experiments. Green lines in (A) represent robust regressions to the 2×-binning data.
5. *In-vivo measurements*

5.1. Sample preparation

To establish the applicability of SPIM-FCCS in live-cell measurements, we transfected adherent mammalian cells with different vectors expressing fluorescent proteins in the cytoplasm, nucleoplasm and the cellular membrane.

For SPIM measurements, the cells were grown on small pieces (about $5 \times 10 \text{ mm}^2$) of No. 3 cover slips ($0.28 \text{ mm} - 0.32 \text{ mm}$ thick, No. 16301, Neolab, Heidelberg, Germany) put into the culture dishes before seeding the cells. Before use, the glass pieces were thoroughly washed with acetone or 70% ethanol and deionized water, then sterilized. For the measurement, a glass cover slip was clamped into self-closing tweezers. Then it was mounted from above in the SPIM sample chamber, which was filled with Hanks’ balanced salts solution (PAN-Biotech, Aidenbach, Germany). To avoid any direct reflection of the laser light to the sensor the glass cover slip was positioned under an angle below $45^\circ$ with respect to the light sheet.

5.2. Proteins in the cyto- and nucleoplasm

HeLa cells were grown in phenol-red free medium as described above. They were transfected using FuGENE HD (Promega GmbH, Mannheim, Germany), one day after seeding. We used either a plasmid expressing an eGFP-mRFP1-dimer molecule or a plasmid expressing monomeric eGFP and mRFP1 separately (for details on the plasmids, see [52]). The proteins were located in the cytosol and nucleoplasm, see Fig. 6(D). Measurements were performed 24 – 36 h after transfection. For a detailed protocol, see the SI [23]. We acquired SPIM-FCCS measurements with typically $64 \times 20$ pixels per color channel at a temporal resolution of 0.53 ms and binned

---

Fig. 6. SPIM-FCCS control measurement of eGFP-mRFP1-dimers and eGFP- + mRFP1-monomers expressed in HeLa cells. (A) and (B) show example correlation functions and fits for the dimer and monomer sample, horizontal dashed lines are the level of cross-correlation explained by crosstalk (C) shows histograms of the relative dimer concentration $p_{AB}$ and of the diffusion coefficient $D_A = D_B = D_{AB}$ in two exemplary cells. (D) shows intensity (blue circles mark position of CFs in A,B), (E) shows relative concentration images (same data as in C) and (F) shows the diffusion coefficient maps. The acquisition settings were: $128 \times 20$ pixel, $2 \times 2$ binning, 1.06 ms temporal resolution, 211 s measurement duration (200,000 frames) for each cell.
2 × 2 pixels. The binning increases the correlation time and reduces noise on the CFs. Thus it improves the accuracy with which diffusion coefficients can be determined [49]. The EM-gain of the camera was set to 300 for all samples. As bleaching was not negligible, a bleach correction, using a mono-exponential \( f(t) = A \cdot \exp\left[-\left(t/t_0\right)\right] \) or modified mono-exponential model \( f(t) = A \cdot \exp\left[-\left(t + f_2t^2\right)/t_0\right]\) was used.

Data was fitted with a global 1-component SPIM-FCS model with only one diffusion coefficient for all species, i.e. \( D_A = D_B = D_{AB} \). Fig. 6 displays example results of these measurements, showing a shift of the relative dimer concentration from \( p_{AB} = (0.025 \pm 0.023) \) for the monomers to \((0.18 \pm 0.06)\) for eGFP-mRFP1-transfected cells. The models already contain an implicit crosstalk-correction. The non-corrected relative correlation amplitude averaged over several cells was \( q = (0.46 \pm 0.07) \) for the dimers and \((0.25 \pm 0.04)\) for the monomers. These values are comparable to typical results from confocal FCCS experiments [52]. Note that our fusion construct shows \( \sim 30\% \) Förster resonance energy transfer (FRET), due to its 7 amino acid short linker [53], which reduces the detectable cross-correlation amplitude [54].

The diffusion coefficient drops from \( D_{\text{monomer}} = (34 \pm 5) \mu\text{m}^2/\text{s} \) for the monomers to \( D_{\text{dimer}} = (25 \pm 5) \mu\text{m}^2/\text{s} \approx 0.74 \cdot D_{\text{monomer}} \) for the dimer, which is comparable to the values for eGFP monomers and dimers reported for confocal FCS/FCCS measurements in [13, 52].

5.3. Membrane-bound proteins

We tested the applicability of SPIM-FCCS to membrane-associated proteins using Chinese hamster ovary (CHO) cells expressing either the epidermal growth factor receptor (EGFR) labeled with eGFP and mRFP1 (eGFP-EGFR-mRFP1), or coexpressing the single fluorescent proteins fused to a plasma membrane targeting sequence (PMT-eGFP, PMT-mRFP1) from two different plasmids. The EGFR protein has a trans-membrane domain and the PMT sequence leads to an enrichment of the dyes in the cellular membrane. The EGFR construct serves as positive control whereas the PMT constructs should show no cross-correlation. All constructs have already been described and used for confocal single-wavelength FCCS in Ref. [33]. Measurements for these proteins were performed 48 – 60 h after transfection with FUGENE HD, as the expression of EGFR was too low after 24 – 36 h. Again we acquired SPIM-FCCS measurements with 64 × 20 pixels per color channel at a temporal resolution of 0.53 ms and an EM-gain of 300.

As small motions of the cellular membrane can interfere with the FCCS measurement, we selected only cells that showed negligible movement during the measurement and where the CFs \( g_{\text{CF}}(\tau) \) decayed to 0 for large lag times \( \tau \). We used a strong variant of the bleach correction, which fits a modified exponential function \( f(t) = A \cdot \exp\left[-\left(t + f_2t^2\right)/t_0\right]\) to the data. Again a 2 × 2 pixel binning was used to improved CF statistics. This also reduces artifacts due to membrane motion, as the relation between motion and focus size is improved. Finally a 2-component SPIM-FCCS model for 2D diffusion in the \( xz \)-plane was fitted to the data. Only the concentrations were linked over all channels, whereas the diffusion coefficients and diffusing species fractions were specific to each channel. Fig. 7 shows exemplary results. From a larger set of measurements, distributed over several weeks, we get an average \( p_{AB} = (0.36 \pm 0.20) \) for the PMT-cells and \( p_{AB} = (0.93 \pm 0.62) \) for the EGFR samples. These numbers are average and standard deviation over 42 (PMT) and 33 (EGFR) single-cell average values (see SI [23], Fig. S14). The non-zero value of \( p_{AB} \) for the negative control (PMT-cells) can be explained by a non-perfect crosstalk correction and especially by remaining and non-corrected membrane motion. The results compare well to the curves and values reported in Ref. [33] from confocal single-wavelength FCCS.

Our data demonstrates that SPIM-FCCS measurements in membranes are possible and that we can reproduce the results obtained with confocal measurements in Ref. [33], if cells and...
Fig. 7. SPIM-FCCS control measurement of eGFP-EGFR-mRFP1 and PMT-eGFP + PMT-mRFP1-monomers expressed in CHO cells. (A) and (B) show example correlation functions and fits for the dimer and monomer sample, horizontal dashed lines are the level of cross-correlation explained by crosstalk (C) shows histograms of the relative dimer concentration $p_{AB}$, (D) shows intensity (red circles mark position of CFs in A,B), and (E) shows relative concentration images (same data as in C) The acquisition settings were: $128 \times 20$ pixels, $2 \times 2$ binning, 0.53 ms temporal resolution, 99 s measurement duration (100,000 frames) for each cell.

pixels are selected carefully to exclude any artifacts due to movement of the cells. The SPIM illumination slices through the middle of the cell and therefore the membrane is only visible as a ring which limits the number of pixels in which membrane dynamics can be measured (thus the histogram in Fig. 7(C) has low resolution). It should be noted that TIRF imaging FCCS would provide a better solution if solely membrane dynamics are of interest, since then most pixels of the acquired image will show a part of the membrane. While SPIM-FCCS is a good choice if dynamics inside the cell and on the membrane need to be measured at the same time.

6. Conclusion

In this work we introduce single plane illumination microscopy based two-color fluorescence cross-correlation spectroscopy (SPIM-FCCS) as a method for in-vitro and in-vivo measurements. We used custom-built light sheet microscopes, which were equipped with a dual-color excitation. An image splitter was used to separately image the detected fluorescence into two separate color channels on a single EMCCD camera. Based on our previous work [21, 30, 31], we developed a comprehensive and extendable theoretical framework for camera-based SPIM-FCCS. With our setup, we can acquire 3804 auto- and cross-correlation functions (three functions for each of $128 \times 20$ pixels) within 53 s with good statistics in live cells. Data processing and fitting can be performed within less than 10 min per cell. For data fitting we use a global fit strategy which allows to extract the concentrations of each species in a mixture of single-(green or red) and double-labeled (green-red) molecules. We showed how a SPIM-FCCS setup can be aligned and which test samples can be used to check the alignment and the setup. Easily available samples are, for instance, multi-colored microspheres, which are readily available from several companies. Also several DNA constructs, which can be produced using PCR, are
a viable choice. As a third option we tested small unilamellar vesicles, which can be produced by following a simple protocol with good repeatability and uniform size distribution. We compared the performance of SPIM-FCCS and confocal microscopy based FCCS and could show that our new method yields the same results as the established technique.

Finally we applied SPIM-FCCS to live-cell measurements in the cytoplasm, nucleus and the cellular membrane. HeLa cells were transected with an eGFP-mRFP1-dimer as positive and the two fluorescent proteins separately as a negative control. These molecules are located in the cytoplasm as well as in the nucleus. To check the applicability to membrane-bound proteins, we transfected CHO cells with a double-labeled epidermal growth factor receptor (eGFP-EGFR-mRFP1) as positive or the single fluorescent proteins fused to a membrane targeting sequence (PMT-eGFP, PMT-mRFP1) as a negative control. With SPIM-FCCS we obtain the same results that have already been reported for these samples with confocal FCCS [33, 52].

In summary light sheet based FCCS provides a robust and quantitative bio-imaging tool to understand the dynamics of bio-molecules in live cells. It allows one to measure spatially varying molecular interactions (as expected e. g. for transcription factors in the interphase nucleus). Compared to confocal microscopy based FCCS, imaging FCCS gives much better statistics per cell, as hundreds of points are measured in parallel. Using a calibration standard, this method will also allow to quantitatively measure spatially varying equilibrium constants \textit{in-vitro} and in living cells. The technique can easily be extended with fast, frame-based alternating of the excitation lasers, comparable to “pulsed interleaved excitation” [54] or “alternating-laser excitation” [55] techniques. This will allow to filter spectral crosstalk and enable us to perform ratiometric Förster resonance energy transfer imaging [56]. Also an additional splitting of the fluorescence signal by polarization can be implemented to measure spatially resolved fluorescence anisotropy and its correlations [57]. Faster image sensors, such as scientific complementary metal-oxide semiconductor (sCMOS) cameras [30] and large-scale single-photon avalanche diode (SPAD) arrays (such as described in [34, 58]), will allow much higher temporal resolution, matching that of confocal FCS. Today these sensors are still lacking in photosensitivity. Finally an extension to 3D-mapping of mobility and interaction parameters is easily possible by subsequently measuring several slices of a sample, although this will introduce a slice to slice time-structure.
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