Computational Protein Design: The Proteus Software and Selected Applications


We describe an automated procedure for protein design, implemented in a flexible software package, called Proteus. System setup and calculation of an energy matrix are done with the XPLOR modeling program and its sophisticated command language, supporting several force fields and solvent models. A second program provides algorithms to search sequence space. It allows a decomposition of the system into groups, which can be combined in different ways in the energy function, for both positive and negative design. The whole procedure can be controlled by editing 2–4 scripts. Two applications consider the tyrosyl-tRNA synthetase enzyme and its successful redesign to bind both O-methyl-tyrosine and D-tyrosine. For the latter, we present Monte Carlo simulations where the D-tyrosine concentration is gradually increased, displacing L-tyrosine from the binding pocket and yielding the binding free energy difference, in good agreement with experiment. Complete redesign of the Crk SH3 domain is presented. The top 10000 sequences are all assigned to the correct fold by the SUPERFAMILY library of Hidden Markov Models. Finally, we report the acid/base behavior of the SNase protein. Sidechain protonation is treated as a form of mutation; it is then straightforward to perform constant-pH Monte Carlo simulations, which yield good agreement with experiment. Overall, the software can be used for a wide range of application, producing not only native-like sequences but also thermodynamic properties with errors that appear comparable to other current software packages.
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Introduction

Computational protein design (CPD) continues to develop as an important tool for biotechnology.[1–8] Early applications led to proteins with novel ligand-binding functions,[9,10] novel enzyme activity,[11] and proteins that were completely “redesigned”: around 2/3 of their sequence was mutated, yet their structure and stability were retained.[12] In the last few years, CPD has allowed the creation of new protein folds,[13–15] completely new enzymes,[16–18] and the assembly or deassembly of multiprotein complexes.[19–23]

CPD methods are mainly characterized by (a) the energy function, (b) the description of the folded protein’s conformational space, (c) the treatment of the unfolded state, and (d) the search method used to explore sequences and conformations. Although the search method is important for efficiency, the accuracy of the results is mainly determined by the first three ingredients, especially the energy function. Energy functions from molecular simulations are developed from first principles[24–28] and have the capability to predict protein structure, stability, and ligand binding with a high accuracy.[29–33] In a CPD context, however, additional approximations are necessary, so that the energy function is modified, both by the use of an implicit solvent model[34–38] and through additional, empirical, contributions.[2,3,12,13,39–42]

Several software implementations have been reported. The Rosetta suite is currently the most successful and widely used,[12,13,15,18,41,43] but others exist and have also been successful.[6–10,44–54] They differ in the characteristics (a–d) listed above, the range of choices offered for each one, the degree of empiricism of the energy function, the applicability to different classes of molecules, the mode of user interaction, the availability and ease of development of source code, and so on.

Here, we describe a software implementation, Proteus 2.0, that significantly extends and improves an earlier one.[54–56] Its three main components are (1) the molecular simulation program XPLOR,[57] with its capability to describe biomolecular interaction energies; (2) a sophisticated set of scripts, written in the XPLOR scripting language,[57,58] that control the calculation of an energy matrix for the system of interest[59]; (3) a C program, Proteus, for exploring the space of sequences and conformations using various search algorithms, including a mean field and a Monte Carlo method. XPLOR can be
downloaded by academic users from the Yale University web site, whereas local modifications to XPLOR, our XPLOR scripts, the Protein source code, and documentation are available on request (and will soon be available online). The software is modular and flexible, allowing the use of four different molecular mechanics force fields, four solvent models, including two generalized born (GB) variants,[60–62] several rotamer libraries, and a wide range of fitness functions, using any combination of protein stability, ligand affinity, and ligand specificity, including positive and negative design. The current version does not allow the most recent methods for flexible backbone design,[63–65] but calculations can be performed using an ensemble of predefined backbone conformations.

This and the earlier implementation have been used for several applications with good success. One application consisted in redesigning 95 small proteins from six structural families, then using the designed sequences to perform homolog searching.[56,67] For this application, the energy matrix calculations were ported to a volunteer distributed computing framework, based on the Berkeley Open Infrastructure for Network Computing,[68] and made available through our Protein@Home project, in which over 20,000 volunteers participated.[56,67] Where comparison was possible, the quality of the designed sequences was comparable to several other CPD implementations. Over 85% of the designed sequences were assigned to their correct SCOP family by the SUPERFAMILY library of Hidden Markov Models for fold recognition.[69] We also tested their capability to retrieve natural homologs from sequence databases. Using low energy designed sequences, we could retrieve 60–70% of known SH2, SH3, and PDZ domains and around 90% of known Kunitz-type inhibitors and interleukin-1B chemokines.

A second application consisted in redesigning the asparaginyl-tRNA synthetase isoenzyme to decrease binding of its natural substrate asparagine (Asn) and increase binding of the substrate analog aspartate (Asp).[70,71] The best designed sequences did not display detectable catalytic activity; nevertheless, MD simulations and Poisson–Boltzmann (PB) free energy calculations gave good evidence that they did indeed have a strongly reduced Asn binding and increased Asp binding, compared to the native enzyme.[71] A third application (not yet published) led to a successful redesign of the stereospecificity of the tyrosyl-tRNA synthetase (TyrRS) enzyme, with one designed variant having a preference for the substrate analog D-tyrosine, with respect to the natural substrate L-tyrosine. A fourth application used the software in a somewhat different way, to study acid/base changes (mutations) in a test set of 12 proteins.[51,72] Indeed, the CPD problem maps precisely onto the problem of computing acid/base constants (pKₐ's) for protein sidechains, as long as one uses an appropriate algorithm (constant-pH Monte Carlo) to sample the Boltzmann ensemble of conformations and protonation states. Calculations with the Amber ff99SB force field and a good GB variant gave good agreement between computed and experimental pKₐ's, with rms errors of about 1.2 pKₐ units, almost as good as the widely used PropKa program[73,74] (0.8 pKₐ units for the same test). Finally, sidechain reconstruction tests gave good results earlier[62] and better results very recently with the superior, Amber force field: for nine proteins, we obtained 77% of sidechains with correct 1₂ and 2₂ angles, compared to 81% with the widely used SCWRL4 program[75] (which uses a much larger rotamer library); these tests will be published elsewhere.

Below, we describe the methods used in our current software and some illustrative applications. In the “Theoretical Methods” section, we describe the energy function, including the solvent and unfolded state models. The energy function combines a molecular mechanics treatment of the protein(s) and any ligands with an implicit model of the solvent. When a GB solvent model is used, we introduce a “Native Environment (NE)” approximation for each sidechain, described below. It allows the total energy to be expressed as a sum of one- and two-residue terms. This makes possible the usual two-stage CPD procedure, introduced by Mayo and coworkers, where an energy matrix is precomputed, then used during a second, sequence exploration stage.[59] The solvent model also includes terms that depend on the solvent-accessible surface area of each atom. Here, too, approximations are used to reduce the surface areas to a sum over one- and two-residue terms.[62,76] For the unfolded state, we use a simple model, where the protein is viewed as a collection of independent tripeptides.[52,54] The energy of these tripeptides includes an empirical correction for each amino acid type,[13,39,77] optimized so that the abundancies of each type match some target values, such as the natural frequencies in a given protein family.

In the same, theoretical section, we describe the Monte Carlo exploration of sequence space and the relation between the sampled distribution of sequences and conformations and the folding free energy of each sequence. We include the special case where “sequence” changes correspond to changes in the sidechain protonation states. We also describe the mean field exploration method and a heuristic method.

In the next, Computational Protocols section, we describe the computational steps and their implementation in a typical design calculation. These include the setup of the system for XPLOR, the positioning of sidechain rotamers on the protein backbone, the precalculation of GB solvation radii, the calculation of diagonal and off-diagonal energy matrix terms (the most expensive step), the exploration of sequence and conformation space. Many of the details are in the Supporting Information.

Finally, we describe some illustrative applications. We focus on practical aspects and difficulties, and features that are specific to the present, most recent software implementation. We first consider the design of two protein:ligand complexes. Both involve the TyrRS enzyme, with two possible substrate analogs as its ligand: O-methyl-tyrosine (me-Tyr) and D-tyrosine (D-Tyr). In particular, we report MD simulations where L-Tyr and D-Tyr are both present, but the concentration of D-Tyr is gradually increased so that it displaces L-Tyr from the binding pocket. The midpoint concentration can then be interpreted as a binding free energy difference. Next, we consider whole protein design, with the c-Crk SH3 domain as an example. Finally, we
describe the calculation of acid/base constants for the SNase protein. The calculation of thermodynamic properties in the D-Tyr and SNase applications helps to illustrate the accuracy of our free energy function and structural models. Additional thermodynamic calculations (such as stability changes due to point mutations) will be reported elsewhere. Full details on the computational methods used for the present applications are given in Supporting Information.

Theoretical Methods

Energy function: general form

We use a molecular mechanics energy function along with an implicit solvent model. The molecular mechanics parameterizations that are currently available within Proteus correspond to the Charmm19 force field and the f99SB version of the Amber force field. XPLOR also allows a “polar hydrogen” version of OPLS and the Charmm22 force field, but these two parameterizations are not yet implemented within the Proteus CPD scripts. As the energy function includes a contribution from the implicit solvent, it should be viewed as a potential of mean force.

Four main solvent models are available. The two simplest use a simple dielectric screening function to reduce the Coulombic interactions between protein atoms: either a uniform screening factor (“CDIE” option in XPLOR) or a distance-dependent screening factor (“RDIE” option). The other two solvent models use a more complex, GB screening function. The GB energy contribution has the form:

$$E_{GB} = \frac{T}{2} \sum_{i \neq j} g_{ij} q_i q_j,$$

where the sum is over all pairs of protein charges, \( T = \frac{1}{\epsilon} - \frac{1}{\epsilon_p} \), \( \epsilon_p \) is the protein dielectric constant, \( \epsilon \) is the solvent dielectric constant (80 at room temperature), and \( g_{ij} \) represents the interaction (or Green’s function) between a unit charge at the \( q_i \) position and the solvent polarization induced by another unit charge at the \( q_j \) position. This last quantity is approximated by

$$g_{ij} = \left( r_{ij}^2 + b_i b_j \exp \left| -r_{ij}^2/4b_i b_j \right| \right)^{-1/2}$$

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \) and \( b_i \) is the “solvation radius” of atom \( i \). This radius approximates the distance from \( i \) to the protein surface and is a function of the coordinates of all the protein atoms. Two GB implementations are available in XPLOR and Proteus: the “GB/ACE” version of Schaefer and Karplus and the version of Truhlar and coworkers which we refer to as GBAC. They differ by the method used to compute the \( b_i \); for details, see Moulinier et al.

All four screening functions above can be combined with a solvent accessible surface energy term:

$$E_{surf} = \alpha \sum_i \sigma_i A_i$$

The sum is over the protein atoms \( i, A_i \) is the solvent accessible surface area of atom \( i \), \( \sigma_i \) is an atomic solvation coefficient (measured in kcal/molÅ²) that depends on the atom type, and \( \alpha \) is an overall scaling factor for the surface term.

GB energy term: approximation as a sum over atom pairs

Because the solvation radii \( b_i \) depend on all the protein coordinates, the GB energy contribution \( E_{GB} \) cannot be expressed as a sum over atom or residue pairs, violating the two-stage, Mayo CPD protocol. To avoid this difficulty, various approximations have been proposed. Proteus uses the following simple method. Consider two different residues, \( I \) and \( J \), with given sidechain types and rotamers. Let \( i \) and \( j \) be atoms, belonging to \( I \) and \( J \), respectively. When computing the \( I,J \) interaction energy, a contribution \( \frac{1}{4} q_i q_j g_{ij} \) arises from the \( i,j \) pair. To compute \( b_i \) in \( g_{ij} \) (eq. (2)), we assume the whole protein except for \( I \) is in a fixed, reference conformation with a fixed, reference sequence; similarly for \( J \). The reference sequence and conformation are normally taken from the experimental native structure (but other choices are possible). We refer to this as the “native environment,” or NE approximation. Notice that for each \( i,j \) pair, the NE approximation assumes three different sequences when computing \( b_i, b_j \) and \( g_{ij} \). The net effect is that each residue pair \( I,J \) experiences an effective, native-like, dielectric environment. For sidechain-backbone interactions, the same method applies, taking \( J \) to represent the backbone (assumed to have a fixed conformation). In practice, all the \( b_i \) are precomputed at the same time as the diagonal \( I,I \) terms of the energy matrix (see below). The quality of the NE approximation is quite good, as illustrated by the successful applications below and described in detail elsewhere (manuscript in preparation).

Accessible surface area energy term: approximation as a sum over atom pairs

Surface areas are computed using the Lee and Richards algorithm, implemented in the XPLOR program. For reasons of efficiency, following Street and Mayo, we assume that \( A_i \) can be obtained by summing the contact areas \( A_{ij} \) between atom \( i \) and its neighbors \( j \), and subtracting the contact, or solvent-inaccessible area \( C_i = \sum_{j} A_{ij} \) from the total area of atom \( i \). This approximation has the enormous advantage that the surface energy takes the form of a sum over pairs of amino acids. However, it leads to a systematic error, as the contact areas can overlap: a portion of atom \( i \) can be in contact with two atoms \( j \) and \( j' \) at a time. Street and Mayo showed, and we confirmed that the systematic error can be largely corrected by applying a scaling factor of less than one to contact areas \( A_{ij} \) that involve at least one buried atom (or \( j \)); for details, see Ref. [62]. In earlier work, we did extensive testing and comparison of several different sets of surface parameters, based on sidechain reconstruction, protein solvation energies, and mutations of over 1000 sidechains (including buried sidechains). Details on our current implementation and its accuracy will be published elsewhere.
Unfolded energy: approximation as a sum over residues

In the unfolded state model, following earlier studies,[42,59,69] the amino acid sidechains do not interact with each other, but only with nearby backbone and with solvent. One way to implement this idea is to consider that each amino acid X is part of a tripeptide with a sequence Ala-X-Ala and a given backbone geometry. In practice, we and others have found that this simple model should be supplemented by an empirical energy correction, $E_X$, optimized so that the overall amino acid compositions are reasonable when whole proteins are designed.[13,39,54,77] Notice that if a correction is to be added, we can simply view the whole contribution $E_X$ of each amino acid as an empirical quantity that depends only on the amino acid type of $X$, without referring to tripeptides.

To optimize the $E_X$ values, we typically consider a test set of proteins and determine the experimental amino acid frequencies, $f_{calc}$, averaged over all sequences, proteins, and amino acid positions, are compared to the experimental frequencies $f_{exp}$. The energy $E_X$ is then modified according to the Boltzmann-like relation:

$$ E_X^{new} = E_X^{old} + 0.5 \ln \frac{f_{exp}}{f_{calc}}. $$

In this scheme, if a given type $X$ is too abundant in the designed sequences, eq. (4) leads to an increased stability of the unfolded state when $X$ is present, so that $X$ will be less abundant in the next round. After about 10 rounds, the frequencies converge to the target values and the procedure can be stopped. Illustrative values are shown in Figure 1 and Table 1, and compared to the values obtained with the tripeptide method. The $E_X$ values shown were optimized for the SH3 protein family, using CPD runs with the Amber ff99SB force field, the GB/HCT solvent model, and a protein dielectric constant of 16. The tripeptide energies were computed with the same energy function, and averaged over all positions in two proteins (SNase and lysozyme) and over 800 conformations (rotamer sets) for each protein (standard deviation in parentheses). [c] Two singly protonated and a doubly protonated isoform of His.

### Table 1. Unfolded state energies $E_X$ and tripeptide energies $E_{X}$.

<table>
<thead>
<tr>
<th>AA type</th>
<th>Number$^{[a]}$</th>
<th>$E_X$</th>
<th>$E_{X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala</td>
<td>27</td>
<td>6.21</td>
<td>7.27</td>
</tr>
<tr>
<td>Arg</td>
<td>18</td>
<td>$-17.79$</td>
<td>$-16.27$</td>
</tr>
<tr>
<td>Asn</td>
<td>17</td>
<td>1.66</td>
<td>2.25</td>
</tr>
<tr>
<td>Asp</td>
<td>16</td>
<td>$-5.94$</td>
<td>$-4.00$</td>
</tr>
<tr>
<td>Cys</td>
<td>2</td>
<td>6.44</td>
<td>4.06</td>
</tr>
<tr>
<td>Gin</td>
<td>10</td>
<td>1.42</td>
<td>2.02</td>
</tr>
<tr>
<td>Glu</td>
<td>19</td>
<td>$-4.93$</td>
<td>$-4.75$</td>
</tr>
<tr>
<td>His$^{[b]}$</td>
<td>1</td>
<td>17.26</td>
<td>15.99</td>
</tr>
<tr>
<td>His$^{[b]}$</td>
<td>4</td>
<td>18.59</td>
<td>15.77</td>
</tr>
<tr>
<td>Hip$^{[c]}$</td>
<td>1</td>
<td>17.26</td>
<td>18.06</td>
</tr>
<tr>
<td>Ile</td>
<td>15</td>
<td>9.35</td>
<td>10.18</td>
</tr>
<tr>
<td>Leu</td>
<td>27</td>
<td>7.10</td>
<td>7.95</td>
</tr>
<tr>
<td>Lys</td>
<td>35</td>
<td>$-2.26$</td>
<td>$-1.44$</td>
</tr>
<tr>
<td>Met</td>
<td>9</td>
<td>5.90</td>
<td>2.93</td>
</tr>
<tr>
<td>Phe</td>
<td>8</td>
<td>4.09</td>
<td>4.42</td>
</tr>
<tr>
<td>Ser</td>
<td>9</td>
<td>4.26</td>
<td>3.64</td>
</tr>
<tr>
<td>Thr</td>
<td>19</td>
<td>4.53</td>
<td>4.71</td>
</tr>
<tr>
<td>Trp</td>
<td>4</td>
<td>1.37</td>
<td>1.22</td>
</tr>
<tr>
<td>Tyr</td>
<td>13</td>
<td>$-2.93$</td>
<td>$-0.21$</td>
</tr>
<tr>
<td>Val</td>
<td>18</td>
<td>6.91</td>
<td>7.33</td>
</tr>
</tbody>
</table>

The energies are also shown in Figure 1. They are computed with the ff99SB force field, the GB/HCT solvent model, a protein dielectric constant of 16, and a surface energy term. The atomic surface energy coefficients are as follows (in kcal/molÅ$^2$): alkane atoms $= -0.04$; aromatic atoms $= -0.08$; polar atoms $= -0.01$; ionic atoms $= -0.10$; hydrogens $= 0$. [a] Positions in SNase and lysozyme with the corresponding amino acid type. [b] Tripeptide energies are averaged over several positions in two proteins, and over 800 conformations (rotamer sets) for each protein (standard deviation in parentheses). [c] Two singly protonated and a doubly protonated isoform of His.

## Sequence exploration: heuristic and mean field optimization methods

Proteus allows three sequence exploration methods. The first is a mean field approach, which has been described elsewhere.[62,90-92] This method calculates iteratively the Boltzmann probability $P(i,k)$ of each rotamer $k$ of each residue $i$, which is related to the mean energy $E(i,k)$ of sidechain $i$:

$$ E(i,k) \propto -k_BT \ln P(i,k). $$

(5) is the Boltzmann average of the interaction energy between sidechain $i$ and its environment; $k_B$ is the Boltzmann constant and $T$ is the temperature. As the protein backbone is fixed, we can write

$$ E(i,k) = E_{BB}(i,k) + \sum_{j \neq i} \sum_j E(i,k,j)P(j,l) $$

(6)
where $E_{\text{gb}}$ is the interaction energy with the backbone, the first sum is over protein sidechains $j$, the second sum is over the rotamers $l$ of sidechain $j$, and $E_i(k, j, l)$ is the interaction energy between sidechains $i$ and $j$ when they occupy rotamers $k$ and $l$. We assume the optimal sidechain positions correspond to the most probable rotamers.

The second exploration method is a heuristic procedure developed by Wernisch et al.\[54,89\] A “heuristic cycle” proceeds as follows: an initial amino acid sequence and set of sidechains are chosen randomly. These are improved in a step-wise way. At a given amino acid position $i$, the best amino acid type and rotamer are selected, with the rest of the sequence held fixed. The same is done for the following position $i+1$, and so on, performing multiple passes over the amino acid sequence until the energy no longer improves (or a set, large number of passes is reached), and the cycle ends. The method can be viewed as a steepest descent minimization, starting from a random sequence, and leading to a nearby, local, (folding) energy minimum. For design calculations, we typically perform $\sim 500,000$ heuristic cycles for each protein, thus sampling a large number of local minima on the energy surface.

### Sequence exploration: statistical mechanical framework and Monte Carlo method

The third exploration method in Proteus is a Monte Carlo one. This method has a considerable advantage, as it leads to a distribution of sidechain types and rotamers that is rigorously defined and controlled by the user. Thus, the Metropolis Monte Carlo algorithm leads to a Boltzmann distribution, which is thermodynamically correct for ordinary molecular systems.\[93,94\] However, the CPD context is unusual, as it involves a protein whose sidechain types can fluctuate, a situation that might appear unphysical. In fact, this situation can be modeled as a large collection of variants of the given protein $P$, say $P_1$, $P_2$, . . . . In principle, this collection should include all possible mutants of $P$, and each mutant should be present in large numbers. A Monte Carlo move that mutates one variant $P_i$ (with a specific set of rotamers), into another, $P_j$, can then be viewed as a conformational change, where $P_i$ changes from its unfolded to a folded state, whereas $P_j$ changes from the folded to the unfolded state. Thus, the CPD situation maps onto an ordinary molecular system; the partition function has the usual form,\[95\] and the Boltzmann distribution of sidechain types and conformations has a simple physical interpretation.

If we assume $P_i$ and $P_j$ differ by a single mutation, the ratio of their Boltzmann probabilities has the form:

$$\frac{P_j}{P_i} = \exp \left[ -\beta \left( E_j - E_i \right) \right]. \quad (7)$$

Here, $\beta = 1/k_B T$, $E_i$ and $E_j$ are the energies of the folded $P_i$ and $P_j$ (with the chosen sets of rotamers), and the energies $E_X$ represent the contribution of the mutated sidechain to the unfolded state energy before and after the mutation. The exponent on the right is the energy change that enters into the Metropolis Monte Carlo test.

When the “mutations” take the form of sidechain protonation/deprotonation, the problem is the classic one of constant-$pH$ Monte Carlo.\[31,96–100\] If we compare two states that differ by the addition of a proton to a specific titratable sidechain $j$, with the protein in a given conformational state, say $J$, the ratio of Boltzmann probabilities has the form:\[31\]

$$\frac{P_j(\text{prot})}{P_j(\text{deprot})} = \exp \left[ -\beta \left( \Delta E_j - \Delta E_{\text{model}} \right) + 2.303 \left( pK_{a,\text{model}} - p\text{H} \right) \right]. \quad (8)$$

The energy changes correspond to protonation of, respectively, the folded protein ($\Delta E_j$) and a small model compound ($\Delta E_{\text{model}}$) that is chemically similar to the titrating sidechain $j$ and whose experimental $pK_{a,\text{model}}$ is known. The energy change associated with the model compound is $\Delta E_{\text{model}} + 2.303 k_B T \left( pK_{a,\text{model}} - p\text{H} \right)$. This quantity plays the same role as the unfolded energy change $E_X - E_{\text{X}}$ in the case of the sidechain mutation.

### Computational Protocols: General Features

The energy matrix: system setup and XPLOR scripts

With a pairwise energy function and a finite conformational space, the residue:residue interaction energies can be precomputed and stored in an energy matrix.\[101\] Here, the calculation is done with XPLOR.\[57\] XPLOR has its own scripting language, like its ancestor, CHARMM\[28\] and its descendants, CNS\[58,102\] and NIH-XPLOR\[103\]. The system setup, the calculation of the diagonal and off-diagonal blocks of the matrix are done using a sophisticated set of XPLOR scripts (about 4000 lines). Only three of them are normally edited by the user to specify the details of the design, including the choice of force field, solvent model, rotamer library, and the position and nature of the allowed mutations. A few shell scripts automate the whole procedure.

The system to be designed is first set up with XPLOR in the usual way for a molecular mechanics study.\[57\] The chosen force field is implemented through molecular topology and force field parameter files. Both the Charmm19 polar hydrogen and the Amber ff99SB all-hydrogen protein force fields are fully supported for CPD. The OPLS polar hydrogen and Charmm22 all-hydrogen force fields are supported by XPLOR but not fully implemented in our CPD procedure. Two GB variants are supported: GB/ACE (compatible with Charmm19)\[82,83\] and GB/HCT (compatible with ff99SB).\[61,62,84,104\]

As usual in molecular mechanics, the system is divided into “residues,” which usually include backbone and sidechain moieties. The backbone and possibly some of the sidechains are held fixed, or “frozen.” The other sidechains can be “active” (allowed to mutate) or “inactive” (they do not mutate). Ligands can be present and can be frozen, inactive, or active. For each nonfrozen ligand, sets of rotamers must be provided by the user. To allow mutations, the XPLOR setup includes a step where (a) all possible sidechains are grafted (or patched) onto each active backbone position. Later, at any given step of the
Monte Carlo exploration, only one or two at a time will interact with the rest of the system, the others behaving as dummies. A similar approach is used for an “active” ligand: all possible ligand types are added to the system. At this stage, the list of allowed sidechain types can be manually edited to impose restrictions at particular sites. For example, one residue might be allowed to explore only nonpolar types, whereas another has only acid/base activity (switching between different protonation states). Such restrictions can also be imposed readily at later stages (see below).

With the molecular topology in place, the setup includes several further steps. First, (b) for each protein residue, a discrete set of possible conformations is drawn from a rotamer library; the corresponding conformations are constructed within XPLOR and the sidechain coordinates saved. The result of (b) is a collection of PDB files, one for each residue (active or inactive) and each sidechain type and rotamer at that position (around 200 files for a single active sidechain). For each position, type, and rotamer, (c) the Born solvation radii are computed with XPLOR, with all the other positions occupying their native type and conformation. These radii are written to a single file. For each position, type, and rotamer, (d) the intra-sidechain and sidechain:backbone interaction energies are computed and stored in a file. These energies correspond to the diagonal of the energy matrix. The energy is actually computed after a short energy minimization (usually around $N_{\text{min}} = 15$ steps), with only the current sidechain allowed to move (see Supporting Information). This minimization is designed to alleviate the rotamer approximation. Finally, (e) rotamers that have high backbone:sidechain energies are eliminated (by a shell script); for each residue and sidechain type, a file is produced containing the list of retained rotamers.

Steps (b–d) are performed with a single XPLOR script. Compared to the original XPLOR 3.854 distribution (http://www.csb.yale.edu), there are very few modifications to the code itself. The main one is the GB implementation. String arrays have also been added to the script language and XPLOR string variables can now be assigned directly from the shell command line. Amber force field files have been created (including extensions for some minor sidechain protonation states).

With the setup in place, calculation of the remaining, off-diagonal matrix blocks is done automatically, with a shell script either submitting individual pairs of positions to a PBS batch queue system or running them directly from the shell. Each pair is computed by a single XPLOR script, which loops over allowed residue types and rotamers. As for the diagonal matrix terms, the energy is computed after a short minimization ($N_{\text{min}}$ steps), with only the current pair allowed to move. Notice that there is no further, on-the-fly minimization during the subsequent Monte Carlo exploration. In applications, it may be necessary to adjust $N_{\text{min}}$ empirically. The individual energy terms are written to a file, with a verbosity level that is set by the user. With the highest verbosity, the files contain enough information to modify the energy function substantially a posteriori (with a peri script): the solute dielectric constant, the atomic surface coefficients, and the unfolded energies $E_C$ can all be modified without recomputing the matrix, so that many different parameterizations can be tested efficiently. Modifying the $E_C$ can also allow different experimental conditions to be modeled, including different pH values or ligand concentrations (see below).

**Sequence exploration: the Proteus program**

The next step is to explore sequence and conformation space. This is done with a second program, called Proteus, written in C. The program is controlled by a command file with an XML format and a simple syntax. Individual commands (with sensible defaults) are used to control the exploration method (mean field, heuristic, or Monte Carlo), the number of exploration steps, the temperature, details of the Monte Carlo move scheme, the starting sequence and conformation, and locations of input files (the energy matrix) and output files (sequences, energies). Possible Monte Carlo moves are rotamer and/or type changes for one or two residues at a time. Backbone moves are not currently supported, although multiple backbone conformations can be present.

Individual commands can also be used to apply restrictions to the system in a flexible and powerful way. In the matrix calculation, above, individual residues were assigned a list of possible types and rotamers, defining an exploration space $S_{\text{X}}$. Here, the system can be restricted to a subset of $S_{\text{X}}$. The simplest example is to make an active amino acid keep its native type. Another example is to make it occupy just one or a few rotamers. More complex examples are given below.

Another command allows one to define groups of residues. These, in turn, can be used to impose additional restrictions within $S_{\text{X}}$. For example, one group of residues can be made to behave as a copy of another, occupying the same amino acid sequence. The two copies might correspond to two particular backbone conformations that we want to select for or against. They could also correspond to a protein with or without a bound ligand; the holo and apo copies would then have the same sequence but explore different rotamer sets. In the first example (two backbones), each group would be present as a distinct physical object in the XPLOR setup and the energy matrix. In the second example, however (apo vs. holo), only one physical object is needed in the energy matrix; the second, virtual copy is created within Proteus.

Finally, a single Proteus command is used to define one or more energy functions, which will drive the exploration. By default, the total energy is used (which includes the contribution of the unfolded state, through the $E_C$). However, more complex functions can be constructed that treat individual groups differently. For example, arbitrary weights can be applied to individual groups or group interactions. Weights can be zero, so that the corresponding interactions are ignored. They can be positive or negative, so that the interactions are selected for or against, allowing both positive and negative design. A threshold can also be applied to individual group interactions; if the energy increases beyond the threshold, its value is replaced by the threshold. This allows a particular energy to help drive the exploration only when its value
is in a particular range; for example, the folding free energy might contribute fully only when it drops below a threshold. In the context of Monte Carlo exploration, we would typically combine the individual group or group pair combinations into a weighted sum. All these mechanisms (groups, space restrictions, energy weights and thresholds) can be used easily to build up complex models involving multiple backbone conformations, multiple ligands, and complex optimization criteria, involving both positive and negative design.

**Selected Applications**

The complex between TyrRS and O-methyl-tyrosyl adenylate

TyrRS attaches tyrosine (Tyr) to the appropriate (cognate) tRNA\[^{10}\], establishing the link between the amino acid type and the nucleotide triplet that forms the anticodon within the tRNA. This and other aminocyl-tRNA synthetases have been extensively engineered to modify their preferred amino acid substrate, replacing the wildtype substrate by a variety of analogs.\[^{105,106}\] The engineering has been done by experimental directed evolution, and has allowed the genetic code to be expanded to include nonnatural amino acids, such as O-methyl-tyrosine (me-Tyr). We have performed a similar engineering using CPD. We started from a mutant TyrRS, which differs from the wildtype, archael, Methanococcus jannaschii enzyme at four positions. The mutations were selected experimentally to enhance me-Tyr binding and activity.\[^{105}\] The crystal structure of the mutant TyrRS, without the amino acid ligand, is known (PDB code 1U7X)\[^{107}\]; it has a C\(_{\alpha}\) deviation of 0.7 Å with respect to the wildtype apo-enzyme.\[^{107}\] Three of the mutations are close to the ligand; one (Glu107Thr) is far to the second highest-scoring sequence. With this mutant, the Gln32 sidechain occupies a rotamer similar to the crystal structure. The me-Tyr sidechain phenyl has an orientation similar to the wildtype holoenzyme; its methyl points toward the Gln32 sidechain. The other five high-scoring sequences are QL, AL, QQ, AA, and QF; all six mutants are within 1.3 kcal/mol of each other in terms of ligand binding affinity. Performing short MD simulations (2 ns each) and estimating the binding free energies with a PB model,\[^{33,37,110}\] the experimental QA mutant is ranked fourth, with a binding free energy within 2.2 kcal/mol of the top mutant. The mutants QL and QQ have poorer affinities (by about 3 kcal/mol) according to the PB model. It may be that the other three high-scoring mutants, AL, AA, and QF also have an experimental activity for me-Tyr binding and possibly catalysis, even though they were not selected by the experimental directed evolution.\[^{105}\]

<table>
<thead>
<tr>
<th>Table 2. Variants of M. jannaschii TyrRS designed for O-methyl-Tyr binding.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotamer library</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>1995</td>
</tr>
<tr>
<td>1995</td>
</tr>
<tr>
<td>2003</td>
</tr>
<tr>
<td>1995</td>
</tr>
<tr>
<td>1995</td>
</tr>
<tr>
<td>2003</td>
</tr>
</tbody>
</table>

\[^{[a]}\] This sequence was shown experimentally to be active.\[^{105}\] \[^{[b]}\] Affinity is averaged over the top 1000 conformations obtained from a conformation exploration for each sequence. \[^{[c]}\] From PB binding free energy calculations using 400 snapshots from a 2-ns MD trajectory for each TyrRS variant (with explicit solvent).
Proteus capabilities. More details will be published elsewhere. Experimental work showed recently that a single amino acid substitution in the *Escherichia coli* enzyme (Asp81Arg), suggested by the computational design, does indeed lead to an inverted specificity, with a distinct preference of the mutant enzyme for D-Tyr (Plateau and Ye-Lehmann, personal communication). In Figure 2, we show the results of MC simulations of both the wildtype and mutant enzyme, where the amino acid ligand is allowed to freely adopt either the L- or D-stereoisomer. In effect, the ligand is treated as active, and allowed to mutate between two types. The simulations are performed with the Amber ff99SB force field, the GB/HCT solvent model (with a protein dielectric constant of 8), a surface area term (as above), and the Tuffery rotamer library. The concentration of L-Tyr is held fixed, whereas the D-Tyr concentration is gradually increased. This is achieved by adding a term \( \frac{dE}{kT} \log [\text{D-Tyr}] \) to the energy of the unbound D-Tyr \( E_N \) in eq. (7), a method that is precisely analogous to pH variation in constant-pH MC simulations. For the matrix elements involving the nonnatural ligand, D-Tyr, we explored the possibility of using a slightly larger number \( N_{\text{min}} \) of minimization steps than for the natural ligand and the intraprotein terms. Good results were obtained using \( N_{\text{min}} = 25 \) for matrix elements involving D-Tyr and 15 for the rest of the matrix. We also tested different protein dielectric constants, obtaining comparable results with 2, 4, 6, and 8.

Figure 2 shows the titration curves for both the wildtype and mutant TyrRS as [D-Tyr] is increased, using a protein dielectric of two. The fraction of bound D-Tyr increases from zero to one, with midpoints of 1.8 and 1.4 kcal/mol, respectively. Each midpoint value represents the binding free energy difference between L- and D-Tyr, with the positive sign indicating a preference for L-Tyr. The computed wildtype preference is a bit larger than experiment (about 1.3 kcal/mol; Plateau and Ye-Lehmann, personal communication). The smaller value for the mutant indicates a reduced preference for L-Tyr. However, the mutant value is larger than the experimental one, which is known to be negative, though its precise value could not be measured. Nevertheless, with reasonable choices for the two adjustable parameters, \( \epsilon_p \) and the D-Tyr \( N_{\text{min}} \), the qualitative behavior and error magnitudes are reasonable. In addition, the results are rather robust, as with \( N_{\text{min}} = 15 \) for D-Tyr, the wildtype/mutant difference is similar, and the different dielectric constants only change the free energies by about 1 kcal/mol or less (not shown).

The Crk SH3 domain and its peptide ligand

SH3 domains are small, all-beta domains of about 60 residues that help control protein–protein binding. We have already used several SH3 domains to help parameterize and test our software. Here, we present some recent results for the complete redesign of the Crk SH3 domain with an improved force field and solvent model, alone or in complex with a deca-peptide ligand (sequence: PPPALPPKKR). We start from the crystal structure of the protein:peptide complex (PDB code 1CKA). The last, Arg residue of the deca-peptide is missing from the PDB structure and omitted from our model.

The system was modeled with the Amber ff99SB all-atom force field and an implicit solvent model that combines the GB/HCT generalized Born variant with a solvent accessible surface area contribution. A large protein dielectric constant of 16 was used, similar to earlier whole protein designs. We used the Tuffery rotamers and unfolded energies \( E_N \) that were optimized to reproduce the amino acid abundancies in the SH3 family. The entire protein sequence (57 residues) was allowed to vary, except for four Pro and four Gly residues. The peptide, when present, was inactive (fixed sequence, variable rotamers). Sequence exploration was done both with the Monte Carlo method. Full computational details are given in Supporting Information. In particular, Figure 1 in Supporting Information gives a flowchart for the calculations, with a description of the input and output files. In terms of CPU and memory use, the Monte Carlo runs required about 0.6 gigabytes of memory and took a few hours on a single core of a 3-GHz Intel Xeon processor. The energy matrix calculations take much longer. For a single pair of active residues, there are around 40,000 possible type/rotamer combinations and the corresponding block of matrix elements requires about 8 h on a single core of a similar processor. The overall matrix for 1CKA involves about 1200 such pairs and can require several days, depending on the size of the cluster used. Notice that the matrix can then be edited automatically to change the dielectric constant, surface energy coefficients, or reference energies without further computation.

Results are summarized in Figure 3. Designed and experimental sequences are plotted as logos. The designed sequences correspond to the top 10,000 folding energies obtained with Monte Carlo exploration for the protein:peptide complex. Results for the apoprotein are mostly similar (not shown). The experimental sequences correspond to the SH3 seed alignment in the Pfam database (61 proteins). The native Crk sequence and the top 25 designed sequences (holoprotein) are also shown as an alignment. The designed amino acid types are in good agreement with the Pfam types. Eleven positions that make up the hydrophobic core are very well reproduced (red dots between the two sequence logos). Only five
positions deviate strongly from the Pfam types; they are highlighted between the two logos (Fig. 3) as crosses. All five are highly exposed at the protein surface, except for position 150, which is an Asp in the native protein and forms a salt bridge with Lys8 in the peptide ligand. In the designed proteins, Lys8 switches to a different, more exposed rotamer, while the native Asp150 is mutated into (mostly) Ala. The peptide Lys8 rotamer allows it to form a salt bridge with nearby Glu149, present in some of the sequences. The functionally important Trp170 is always preserved in the designed sequences, but the neighboring (and more exposed) Trp171 is mutated to Val in most of the top 10,000 designed sequences.

The top 10,000 Monte Carlo sequences were submitted to the SUPERFAMILY library of Hidden Markov Models, which detect similarities to proteins and protein families in the SCOP database. All 10,000 sequences were correctly assigned, not only to the SH3 family, but also to the correct Crk native structure. The E-values for the SH3 family assignments were around $10^{-10}$, compared to $10^{-20}$ for the native sequence. The E-values for assignment to the Crk structure were around $10^{-3}$, compared to three $10^{-5}$ for the native sequence. Figure 4 illustrates the stability of two of the designed sequences during 20 nanosecond MD simulations in explicit solvent (see details in Supporting Information). Results are also shown. 

Figure 3. Natural and designed SH3 sequences. The "natural" sequence logo is for the Pfam SH3 alignment; the designed logo is for the top 10,000 MC sequences (Crk numbering). Red dots highlight hydrophobic core positions, blue dots are ligand-binding positions, and crosses are positions that are poorly predicted by the design. Sidechains in the stereo structure, above, are colored the same way; the peptide ligand is yellow. In the alignment, below, "Pfam" is the consensus sequence from the Pfam SH3 alignment; "consensus" is the consensus over the top 25 designed sequences.
for the wildtype Crk protein and for a sequence designed earlier with the simpler, CASA solvent model. The design was produced experimentally and found to be only partly structured (Gujarro and Plateau, personal communication). The newer designs have a significantly improved stability in the MD simulations and are expected to be structured; experimental tests are underway.

The acid/base behavior of Staphylococcal nuclease

Sidechain acid/base reactions can be treated as “mutations” and treated with practically the same formalism as protein design, with only minor changes to the software. The main difference is the interpretation of the “unfolded” reference state. Instead of an unfolded protein, the reference state now corresponds to a model of protein compounds in solution. Each model compound is the analog of a titrating sidechain type, as usual in pK_a calculations for proteins. The reference energies are the energies of each model compound in its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution.

The acid/base behavior of Staphylococcal nuclease

Sidechain acid/base reactions can be treated as “mutations” and treated with practically the same formalism as protein design, with only minor changes to the software. The main difference is the interpretation of the “unfolded” reference state. Instead of an unfolded protein, the reference state now corresponds to a model of protein compounds in solution. Each model compound is the analog of a titrating sidechain type, as usual in pK_a calculations for proteins. The reference energies are the energies of each model compound in its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution. Here, as an illustration, we report the titration behavior of the protein Staphylococcal nuclease, or SNase. We consider a hyperstable SNase mutant, its optimal rotamer in solution.

The titration curves for the first four Asp and Glu sidechains are shown in Figure 5. The sigmoidal behavior is typical of experimental titration curves. The calculated Hill coefficients (slopes) are between 0.70 and 0.85, within the typical experimental range. For all 17 Asp and Glu sidechains, the mean rms deviation between the computed and experimental pK_a values is 1.45-pH units, compared to 1.2 with the simple Null model and 1.3 with the popular PROPKA program. Although this is slightly larger than the errors reported in some recent studies (around 1-pKa unit; reviewed in Ref. [111]), it is similar to other studies of SNase, which is considered a challenging benchmark. For example, a study using Rosetta gave an rmsd of over 2. The largest experimental pK_a shift is for Asp21, and is well reproduced, with a predicted pK_a of 6.5, vs. 6.5 from experiment. The largest errors, 2.1–2.6 units, are for Asp19, Asp77, and Glu129. Finally, we note that for a larger test set of proteins and titratable groups, the typical errors are smaller than for SNase, and close to 1.1-pKa unit. More details will be published elsewhere (Polydorides and Simonson, in preparation).

Concluding Discussion

The design software described here combines several well-established ingredients: a molecular mechanics energy function, implicit solvent, a fixed backbone, and sidechain rotamers. Sequences are selected based on their folding stability. An alternative used by some programs is to completely reparameterize the energy function, to adapt it to the space of dihedral internal coordinates, a method that has its own drawbacks. Monte Carlo moves for the protein backbone are not currently supported, but calculations can be done with an ensemble of backbones.
The Proteus software is made up of the XPLOR molecular modeling program (modified locally), a sophisticated collection of scripts written in the XPLOR command language (totalling about 4000 lines), a C program, Proteus, for sequence/conformation exploration, and a set of perl and shell scripts. Source code is freely available to academics or anyone with an XPLOR source code license. Energy matrix calculations are mainly controlled through three XPLOR scripts and two shell scripts. Sequence/conformation exploration is controlled by one main Proteus script (with an XML format). System setup is done with XPLOR, in a way that is highly automated and similar to other modeling programs, like Charmm or Amber.

The software is designed to be flexible, allowing several molecular mechanics force fields and solvent models to be used, and any rotamer library, including backbone-dependent ones. The system can be decomposed into groups, which can be present with multiple copies and contribute to the energy in various ways. For example, protein sequences can be selected based on stability, binding affinity for one ligand, and specificity relative to another ligand. The software has some unusual features, illustrated in the applications above. Thus, acid/base activity is fully supported, so that sidechain titration curves can be obtained easily, and protonation states can vary when nearby positions mutate. In addition, multiple ligands can be present and interconvert via Monte Carlo “mutations,” as shown for TyrRS. Here too, titration curves are easily obtained, giving estimates of the binding free energy differences between the ligand species.

The applications above included classic sequence exploration for the small protein Crk and a TyrRS:ligand complex, with the latter leading to an experimentally active sequence. We also described calculations of thermodynamic properties, the latter leading to an experimentally active sequence. We believe that by doing sequence exploration and thermodynamic calculations with the same software and energy function, we are more likely to identify physically meaningful parameterizations of the model, and successfully design a wide range of new proteins.
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Using the Proteus computation design software and Monte Carlo simulations, D-Tyr is titrated into the active site of a wild type and a redesigned tyrosyl-tRNA synthetase, displacing L-Tyr and obtaining binding free energy differences similar to experiments.
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