On the Effects of Strong Asymmetries on the Adaptive Controllers Based on Robust Fixed Point Transformations
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Abstract—For replacing Lyapunov’s sophisticated “2nd Method” in the design of adaptive controllers a novel approach based on Robust Fixed Point Transformations (RFPT) was proposed that directly concentrates on the designer’s intent instead of forcing global stability. It guarantees convergence only in a bounded basin while iteratively generating the sequence of the appropriate control signals. In the initial phase of this iterative learning considerable fluctuation may occur in the control signal that otherwise may be limited due to phenomenological reasons. While in mechanical systems positive or negative force or torque components can be allowed, in controlling chemical reactions negative ingress rates of pure reactants into a stirring reactor phenomenologically cannot be realized. While velocity components may have well interpreted positive or negative values, negative concentrations physically cannot make sense. On this reason the mathematical models of chemical reactions normally containing the products of various powers of the concentrations must be completed with truncation-type nonlinearities that introduce strong asymmetric nonlinearities. In this paper the effects of these phenomena are investigated via computer simulations in the adaptive control of a Classical Mechanical and a chemical system. It was found that in spite of these limitations the adaptive controller can still work at least in certain segments of the whole control section.

I. INTRODUCTION

In the adaptive control of Classical Mechanical Devices as robots and various manipulators usually we have to cope with strongly coupled nonlinear equations of motion the solution of which does not have closed analytical form. For studying their solutions the use of purely numerical techniques cannot be satisfactorily applied since the validity of their results are restricted only to the time interval of the actual investigations. In general no reliable extrapolation for \( +\infty \) time can be done on the basis of computations. On this reason the ingenious method invented and published by Lyapunov in his PhD dissertation in 1892 [1] became the almost only essential tool for designing globally stable controllers for nonlinear systems. Translations of his work to English (e.g. [2]) and French appeared in the middle of the past century well inspired the development of control technology. Its main virtue is that without knowing the details of the behavior of the solution its stability can be determined or granted on the basis of relatively simple estimations that can be carried out even in analytical form. Both model-based predictive controllers as well as their adaptive variants as the Adaptive Inverse Dynamics Controller or the Slotine-Li Model-Based Controller and its adaptive variants (e.g. [3], [4], [5]) intensively use this technique. While these controllers try to adaptively tune the parameters of formally exactly known models of approximately available parameters, another class of the adaptive controllers, the so called Model Reference Adaptive Controllers (MRAC) rather apply this technique for generating fast control signals that make the behavior of the controlled systems similar to that of a reference system normally having far more “decent” dynamical properties as the actual one under control (e.g. [6], [7], [8], [9]). The Lyapunov function technique is widely use in the design of Robust Variable Structure/Sliding Mode Controllers, too (e.g. [10]).

Though the fact of global stability guaranteed by this method is very important, other important design goals as precise prescription of the relaxation of the tracking errors cannot directly met by this technique. For properly setting the arbitrary control parameters that normally are present in a great number in the case the Lyapunov function based techniques (mainly in the free parameters of the big positive definite symmetric matrices) ample amount of computations are needed normally by the application evolutionary methods to meet the primary design goals (e.g. [10], [11], [12]). Another drawback of the Lyapunov function-based techniques that they need designers having excellent skill in Mathematics. The proofs of convergence usually consume up several pages in the appropriate papers. These drawbacks of Lyuponov’s technique motivated seeking alternatives that gave up the need for global stability in order to bring the primary design goals in the foreground on the basis of far simpler considerations. The essence of these methods is briefed Section II. The usability of these new methods were extensively investigated in the adaptive control of Classical Mechanical systems and certain chaotic systems as certain neuron models as e.g. [13], and
the hydrodynamic model of freeway traffic [14]. However, up to now little if any effort was done to investigate the application possibilities for the control of chemical reactions. In the present paper the case of the Brusselator Model of the The Belousov-Zhabotinskii Reaction will be considered, too.

II. ADAPTIVE CONTROL USING ROBUST FIXED POINT TRANSFORMATIONS

The mathematical principles of the application of the RFPT transformations in adaptive control were expounded in details e.g. in [15]. The application of the same idea within the novel mathematical structure of MRAC controllers also was explained in details e.g. in [16]. Appropriate variants were developed for Single Input - Single Output (SISO) and Multiple Input - Multiple Output (MIMO) systems, too. Since in this paper only MIMO systems are considered, the basics of this method are briefly summarized on the basis of [15] and [16] as follows.

This approach can be applied in control tasks in which the controlled response of the physical system under control is directly measurable and no model-base filtering technique (e.g. some Kalman Filter [17]) must be used for state estimation. In the case of dynamic systems this system response normally corresponds to certain time-derivatives of the state variables: in Classical Mechanics for fully driven systems it corresponds to \( \dot{q} \), i.e. the 2nd time-derivative of the generalized coordinates; in chemical reactions to the time-derivative of certain concentrations. For driving the system through a set of time-dependent states (depending on the system’s phenomenology) a desired response \( r^d \) can be prescribed by the designer of the controller. This desired response normally makes the system’s actual state asymptotically converge to the prescribed nominal value. Normally, in the lack of precise system model the designer applies some available approximate model to calculate the appropriate “physical agents” that can bring about the desired response. In mechanical systems these agents are force or torque components, in chemistry they correspond to some ingress rate of certain reagents that are fed into the reaction vessel. Due to the imprecisions in the model, the actually applied “agents” bring about a realized response \( r^r := f(r^d) \) that differs from the desired one: \( r^r \neq r^d \). In this case the “response function” \( f() \) can evidently be introduced. Though its analytical form is not known, this function is known in the sense that its input value is known, and its output value is measurable. Instead of trying to tune the parameters of the imperfect (and frequently also incomplete) model in order to obtain the ideal \( r^r \equiv r^d \) response function the RFPT-based approach constructs a contractive mapping by the use of which in each control cycle an element of a convergent sequence of inputs to the approximate model, the sequence of the “required” responses \( \{r_n\} \) is generated that converges to the solution of the control task, i.e. \( r_n \to r^* \), so that \( f(r^*) = r^d \). In [15] the details of the convergence were also expounded.

The application of the same idea in the case of MRAC controllers was explained in [16]. The essence of MRAC int

his view is that external, and internal control loops are so applied that the external loop computed the desired response on purely kinematical basis and it calculates the appropriate model of a perfectly known reference system. Evidently, since the reference system considerably differs from the actual one, an internal control loop deforms this reference force before applying it on the actual system to obtain the desired response. Finding this proper deformation now happens in the space of the forces by convergent sequence of the “required forces” that are generated by similar RFPT transformations. When this sequence well approaches the appropriate one causing the desired response the external loop has the illusion that by the application of the dynamic model of the reference system it can obtain precise tracking, i.e. the “MRAC illusion” is brought about. In the case of SISO systems the appropriate sequences were generated by the function given in (1)

\[
\begin{align*}
\tilde{h}_{n+1} &:= f(\tilde{r}_n) - \tilde{r}^d_{n+1}, \quad \tilde{r}^d_{n+1} := h_{n+1}/||h_{n+1}||, \\
\tilde{B}_{n+1} &:= B_n \sigma(A_n||h_{n+1}||), \\
\tilde{r}_{n+1} &:= (1 + \tilde{B}_{n+1})\tilde{r}_{n+1} + B_{n+1}K_n \tilde{B}_{n+1} 
\end{align*}
\]

in which \( \sigma(x) \) a smooth, strictly increasing function varying between \( \pm 1 \) also satisfying the additional restrictions that \( \sigma(0) = 0 \), and \( \frac{d\sigma}{dx} |_{x=0} = 1 \). In the close vicinity of the fixed point in which \( ||h_{n+1}|| \) is very small (i.e. \( ||h_{n+1}|| < h_{\text{limit}} \)), instead of the use of the mathematically near singular normalization the \( \tilde{r}_{n+1} := \tilde{r}_{n} \) rule can be applied. The numerical value of \( h_{\text{limit}} \) may depend on the typical numerical range of the particular control application under consideration. The new element first published here is the introduction of the orthogonal matrix \( O \) that can modify the direction of the unit vector along which that adaptive deformation is applied. (In the former applications only the case \( O = I \) was investigated.)

Apart from the orthogonal matrix \( O \) the above construction has only three adaptive parameters as \( K_c, B_c, \) and \( A_c \). The appropriate convergence of the iterative sequences had only a bounded basin. As it was exemplified in [18], on the basis of a more or less accurate system model it is not difficult to set these parameters via little number of numerical simulations. Normally the \( B_c = \pm 1 \) setting can be chosen, and a “big” (either positive or negative) parameter \( K_c \) can be set, to which a small positive parameter \( A_c \) fits well. In the great majority of the applications a single parameter \( A_c \) does well. However, if problems arise by leaving the bounded region of convergence a set of a few various \( A_c \) parameters can also be used in (1) the obtain a set of possible next required values \( \{r^{(i)}_{n+1}\} \). The next required signal will be the weighted sum of these “proposals” as \( r_{n+1} = \sum_i \frac{w_i}{\sum_j w_j} r^{(i)}_{n+1} \). In [19] simple scheme was proposed for obtaining the weights that is explained in Fig. 1. The weights are obtained by the use of a rigid, positive, bell-shaped function that is kept moving with fixed velocity over a grid: for decreasing response error \( ||h_{n+1}|| \) the direction of motion remains invariant, otherwise it is changed. In this manner fine tuning of the adaptive controller was achieved. Though de details of the conditions of convergence
were detailed in [15] it worths noting that, as it can well be seen in (1), the properties of the partial differential \( \frac{\partial f(\vec{r}_n)}{\partial r} \) certainly influence the formation of the control sequences through \( \frac{\partial f(\vec{r}_n)}{\partial r} \). Actually this quantity can be used for deciding if the choice \( B_z = 1 \) or \( B_z = -1 \) can be taken, as well as for deciding the proper range for \( |K_z| \). In the particular examples considered instead of computing the components of the matrix \( \frac{\partial f(\vec{r}_n)}{\partial r} \), the more easily computable scalar product \( [\tilde{f}(\vec{r}_n) - \tilde{f}(\vec{r}_{n-1})][\tilde{r}_n - \tilde{r}_{n-1}] \) was observed for determining the controllability of the given stage of the process.

For developing observers the properties of the series given in (2) is utilized by the use of which forgetting filters can be constructed for the discrete time-sequence of physical quantities \( \{z(t-s)\} \) as \( z(t) = (1-\beta) \sum_{s=0}^{\infty} \beta^s z(t-s) \) in which \( s = 0 \) corresponds to the present instant, and the higher values pertain to the past (also used e.g. in [19]).

The old, rather “obsolete” information is forgotten faster for smaller \( 0 < \beta < 1 \) values. For constant \( z(i) \equiv z \) evidently \( \tilde{z} = z \) therefore (2) acts as a noise filter, too, that is able to average out fluctuations. From technical point of view the realization of this filter is very easy: a quantity \( \tilde{z}(t) \) can be stored in a buffer and in each control cycle the refreshing operation \( \tilde{z}(t+1) := \beta \tilde{z}(t) + z(t+1) \), \( \tilde{z}(t) = (1-\beta)\tilde{z}(t) \) can be applied. In the here presented simulations this method is used for the observation of chattering and that of the applicability of the adaptive control method.

\[
\Sigma := \sum_{s=0}^{\infty} \beta^s = \frac{1}{1-\beta} < \infty \iff |\beta| < 1
\]  

During former investigations it was also observed that leaving the region of convergence not necessarily leads to the decay of the adaptive control. It trajectory tracking can remain precise at the cost of the appearance of big chattering in the control signal. In [20] simple method was successfully suggested for the reduction of this chattering. According to that (1) can be modified as follows:

\[
\begin{align*}
\tilde{h}_{n+1} &= \tilde{f}(\vec{r}_n) - \tilde{r}_n^t, \\
\vec{r}_{n+1} &= \tilde{h}_{n+1}/||\tilde{h}_{n+1}||, \\
\vec{B}_{n+1} &= B_z \sigma(A_z||\tilde{h}_{n+1}||), \\
\tilde{r}_{n+1} &= (1 + \vec{B}_{n+1})\vec{r}_n + K_z \sigma \left( \frac{B_z + K_z}{K_z} \right) \Omega \vec{e}_{n+1}.
\end{align*}
\]  

Besides that, by observing chattering the whole grid of parameters \( \{A_z\} \) can be shifted in Fig. 1 to the direction of the smaller values if chattering (i.e. strong fluctuation in the control signal) occurs. In Section III the particular physical systems are detailed for which the operation of the control method was investigated.

### III. THE PARTICULAR PARADIGMS UNDER CONSIDERATION

In the investigations a Classical Mechanical system similar to that used in [18] wit the introduction of further asymmetries and “actual vs. reference system differences” within the frames of an MRAC controller. The other was the famous Belousov-Zhabotinskii Reaction developed by Prigogine and Lefever in 1968 [21].

#### A. MRAC Control of Two Coupled Nonlinear Springs

The dynamics of the actual and the reference systems are given by (4) and (5), respectively, with the parameter settings as \( m_1 = m_2 = 40 \text{ kg}, g = 11 \text{ m/s}^2 \) (gravitational acceleration), \( L_1 = L_2 = 0.3 \text{ m}, k_1 = k_2 = 260 \text{ N/m}^3, b_1 = b_2 = 1 \text{ N} \cdot \text{s/m}, m_1 = 10 \text{ kg}, m_2 = 20 \text{ kg}, \tilde{g} = 10 \text{ m/s}^2, \)

\[
\begin{align*}
\tilde{L}_1 &= 0.9 \text{ m}, \\
\tilde{L}_2 &= 1.8 \text{ m}, \\
k_1 &= 160 \text{ N/m}^3, k_2 &= 380 \text{ N/m}^3, b_1 &= 0.5 \text{ N} \cdot \text{s/m}, \text{ and } b_2 &= 1 \text{ N} \cdot \text{s/m}.
\end{align*}
\]

The kinematically prescribed PID-type tracking error relaxation was given as

\[
\tilde{r}(t) := \tilde{x} \text{Dec} + (\tilde{q}_{\text{Nom}}(t) - \tilde{q}(t)) + 3 \lambda \left[ \tilde{q}_{\text{Nom}}(t) - \tilde{q}(t) \right] + 3 \lambda^2 \left[ \tilde{q}_{\text{Nom}}(t) - \tilde{q}(t) \right] + \lambda \int_0^t \left[ \tilde{q}_{\text{Nom}}(\tau) - \tilde{q}(\tau) \right] d\tau
\]

20/s. For the two mass-points 3rd order spline functions were prescribed as nominal trajectories. The discrete time-resolution of the integration was 1 ms.

\[
\begin{align*}
m_1(\tilde{q}_1 - q_1) + k_1 \cdot (q_1 - \tilde{L}_1) \cdot 3 - k_2 \cdot (q_2 - q_1 - L_2) \cdot 3 + b_1 \tilde{q}_1 &= Q_1, \\
m_2(\tilde{q}_2 - q_2) + k_2 \cdot (q_2 - q_1 - L_2) \cdot 3 + b_2 \tilde{q}_2 &= Q_2
\end{align*}
\]

\[
\begin{align*}
m_1(\tilde{q}_1 - q_1) + k_1 \cdot \text{sign} (q_1 - \tilde{L}_1) \cdot 4 - k_2 \cdot \text{sign} (q_2 - q_1 - \tilde{L}_2) \cdot 4 + b_1 \tilde{q}_1 &= Q_1, \\
m_2(\tilde{q}_2 - q_2) + k_2 \cdot \text{sign} (q_2 - q_1 - \tilde{L}_2) \cdot 4 + b_2 \tilde{q}_2 &= Q_2
\end{align*}
\]

The simulation results for the non-adaptive controller well reveal the consequences of the differences between the actual and the reference models in the trajectory tracking accuracy (Figs. 2, and 3). The adaptive control parameters were as follows: \( K_z = 700 \text{ N}, \text{ and } K_c = 70000 \text{ N}, \text{ and } B_z = -1 \).
Fig. 2. Trajectory tracking of the non-adaptive controller for the coupled springs

![Fig. 2. Trajectory tracking of the non-adaptive controller for the coupled springs](image)

Fig. 3. Tracking error of the non-adaptive controller for the coupled springs
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Fig. 4. Tracking error of the adaptive controller for the coupled springs for $O = I$
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Fig. 5. Forces of the adaptive controller for the coupled springs for $O = I$
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Fig. 6. Tracking error of the adaptive controller for the coupled springs for $O$ pertaining to $0.8 \text{ rad}$

![Fig. 6. Tracking error of the adaptive controller for the coupled springs for $O$ pertaining to $0.8 \text{ rad}$](image)

$A_c \in \{10^{-3.55}, 10^{-3.50}, 10^{-3.45}\}$, and $\beta = 0.5$ in the forgetting buffer. The results of the adaptive controller for $O = I$ (i.e. without any rotation for the direction of the response error) are given in Fig. 4, and 5. The tracking accuracy evidently became quite precise even in the case of the phase trajectories, too. The small chattering that is observable in the chart of the forces can well be revealed as well as the realization of the “MRAC illusion": the desired forces calculated according to the reference model (green line for $Q_1$, red line for $Q_2$) are very close to that recalculated from the realized acceleration of the actual system and the reference model (brown line for $Q_1$, purple line for $Q_2$), and considerably differ from the actually exerted ones (black line for $Q_1$, blue line for $Q_2$). This difference corresponds to the adaptive deformation. Figure 6 testifies that though the tracking error increased for a $\varphi = 0.8 \text{ rad}$ rotation in the $(Q_1, Q_2)$ space the controller did not collapse and well maintained the MRAC illusion, too. (For sparing room the chart of the control forces is not shown now.) This definitely means a kind of robustness of the control method for Classical Mechanical systems.
in it the two equations of (7) contained type control was designed for the desired reaction by setting the system were carefully avoided in the case of the chemical speed.

The simulations made for amplitude \( \bar{u} \) by the use of which \( \bar{A} \) and \( \bar{B} \) in this approach replenishment of components \( A \) and \( B \) must be satisfactory for control purposes. Since the time-derivatives of the first two equations of (7) contained \( \bar{A} \) and \( \bar{B} \) a 2nd order PID-type control was designed for the desired \( \dot{X} \) and \( \dot{Y} \) values (exactly of the same form that was considered in the case of the coupled springs) that so provided the \( \bar{A} \) and \( \bar{B} \) by the use of which \( u_A \) and \( u_B \) were determined from the last two equations according to the available model.

In the forthcoming simulations the exact parameters were assumed to be \( k_1 = 1 \), \( k_2 = 1 \), \( k_3 = 1 \) and \( k_4 = 1 \) while the approximate ones used by the controller were \( \bar{k}_1 = 0.8 \), \( \bar{k}_2 = 0.9 \), \( \bar{k}_3 = 0.7 \), and \( \bar{k}_4 = 0.6 \) of appropriate physical dimensions that comply with (7). The simulations made for \( \Lambda = 6/\text{s} \) for the non-adaptive simple PID controller for large amplitude (0.5 mole) oscillation in the nominal trajectory of frequency \( \omega = 3/\text{s} \) provided nice trajectory tracking but in it the physically not interpretable \( u_A < 0 \), \( u_B < 0 \), \( A < 0 \), \( B < 0 \) quantities also occurred. For getting rid of the physically not interpretable sessions (7) were completed with truncations for the negative values. This lead to completely unapplicable PID control that allowed fast rate of increase in certain concentrations with considerable positive ingress rates, however, since the extraction of pure reactants were impossible the decreasing phases were left without active control with long \( u_A \equiv 0 \) and \( u_B \equiv 0 \) sessions. These asymmetries are the main barriers of the available control speed. On this reason the fast transients of the iterative learning that were not critical in the case of the mechanical system were carefully avoided in the case of the chemical reaction by setting the cycle time of the controller 10 ms and the discrete time-resolution of the Euler integration to 1 ms. Furthermore nominal trajectory of considerably smaller amplitude \( H = 0.05 \text{mole} \) was considered for which the common PID controller provided useful results (Fig. 7). The results obtained for the adaptive counterpart of the controller for the same nominal motion are given in Fig. 8 for the adaptive parameter settings \( K_c = 600 \), \( K_s = 5 \text{mole}, \) \( B_c = -1 \), and \( A_c \in \{1.67, 5.27, 16.67, 52.70, 166.67, 527.05\} \times 10^{-5} \text{ mole} \). The adaptivity was switched on at \( t = 5 \text{s} \) when the rough initial transients were already damped by the common PID controller and further refinement of the tracking properties became actual. The improvement in the tracking precision in the stabilized stage of the motion is evident.

\[
\begin{align*}
A \rightarrow^{k_1} X, & B + X \rightarrow^{k_2} Y + D, \\
2X + Y \rightarrow^{k_3} 3X, & X \rightarrow^{k_4} E. \\
\end{align*}
\]

\[
\begin{align*}
\dot{X} & = k_1 A - k_2 B X + k_3 X^2 Y - k_4 X, \\
\dot{Y} & = k_2 B X - k_3 X^2 Y, \\
\dot{\bar{A}} & = -k_1 A + u_A, \quad \dot{\bar{B}} = -k_2 B X + u_B.
\end{align*}
\]

Figure 9 reveals the details of the adaptation mechanism.

IV. Conclusions

Very briefly it can be stated that the RFPT-based adaptive controllers can efficiently used either for mechanical and chemical systems. In the latter case especial emphasis must be placed on the phenomenological limitations of the system that manifest themselves mainly as speed limitations.

Regarding further research it seems to be expedient to make investigations for more realistic control signals that take into account the effect that the ingress of a certain component also dilutes the other ones in the reaction vessel. For fixing the volume of reaction certain outflow rate must also be allowed.
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Fig. 8. Tracking of the adaptive controller (for $X$: black and green lines, for $Y$: blue and red lines)