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During the last three decades, formal concept analysis (FCA) became a well-known formalism in data analysis and knowledge discovery because of its usefulness in important domains of knowledge discovery in databases (KDD) such as ontology engineering, association rule mining, machine learning, as well as relation to other established theories for representing knowledge processing, like description logics, conceptual graphs, and rough sets. In early days, FCA was sometimes misconceived as a static crisp hardly scalable formalism for binary data tables. In this paper, we will try to show that FCA actually provides support for processing large dynamical complex (may be uncertain) data augmented with additional knowledge. © 2013 Wiley Periodicals, Inc.
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INTRODUCTION

The name formal concept analysis (FCA) was coined by Rudolf Wille, who started his research project of ‘restructuring lattice theory’ in late 1970s at Technical University of Darmstadt. ¹ FCA takes its philosophical roots in Logique de Port-Royale of Arnauld and Nicole,² and its mathematical roots in the work by Birkhoff,³ Ore,⁴ and other on Galois connections and lattices of closed sets, and in the early work on applying lattice-theoretical ideas in information science, like it was done by Barbut and Monjardet.⁵ In early days, FCA was sometimes misconceived as a static crisp hardly scalable formalism for binary data tables. In this paper, we will try to show that FCA actually provides support for processing large dynamical complex (may be uncertain) data augmented with additional knowledge. During the last three decades, FCA-based models of knowledge representation, discovery,⁶ and processing were intensively designed and used in many research and industrial projects all over the world, see the reviews by Carpineto and Romano⁷ and Poelmans et al.⁸ on FCA applications in information retrieval, the review by Priss⁹ on applications of FCA in information retrieval, knowledge discovery, artificial intelligence in general, the overview of FCA software by Tilley,¹⁰ the overview by Tilley et al.¹¹ on FCA applications in software engineering, the survey by Lakhal and Stumme¹² of FCA-based applications in data mining, the analytical review by Doerfel et al.¹³ with bibliometric analysis of publications on FCA, and study of the FCA research community. At the same time, many important connections to other established directions of knowledge discovery and processing were established: description logics (DLs),¹⁴ concept graphs,¹⁵ mining association rules,¹⁶ rough set theory (RST),¹⁷ biclustering and multimodal clustering,¹⁸ and others.

The remainder of this paper is organized as follows. In section FCA: Main Definitions, we introduce the main notions and definitions of FCA. In section FCA Algorithms and Scalability, we discuss scalability problems and algorithms of FCA. In section Relationships of FCA to Models of Knowledge Representation and Processing, we consider connections of FCA to other research areas of knowledge representation and processing. In section Extensions of FCA, we give an overview of several ‘extensions’ of
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TABLE 1 Example of a Formal Context

<table>
<thead>
<tr>
<th></th>
<th>Browsing</th>
<th>Mining</th>
<th>Software</th>
<th>Web Services</th>
<th>FCA</th>
<th>Information Retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper 1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper 2</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper 3</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper 4</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper 5</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the main model. Conclusions section concludes the paper.

FCA: MAIN DEFINITIONS

In what follows, we will keep to the notation of the book, which is by now the main reference for the mathematical foundations of FCA.

The underlying notion of FCA is that of a formal context, which is a triple of sets \( (G, M, I) \), where \( I \subseteq G \times M \) is a binary relation. This triple can be represented by a cross-table with the set of rows \( G \) (called objects), columns \( M \) (called attributes), and crosses representing relation \( I \), see an example in Table 1, where objects are papers, attributes as terms, and incidence relation shows how terms occur in papers.

The notion of a formal concept is central to FCA. The way FCA looks at concepts is in line with the international standard ISO 704 that formulates the following definition: ‘A concept is considered to be a unit of thought constituted of two parts: its extent and its intent’. The extent consists of all objects belonging to the concept, whereas the intent comprises all attributes shared by those objects. Let us illustrate the notion of concept of a formal context using the data in Table 1. For a set of objects \( O \subseteq G \), the set of common attributes can be defined by:

\[
A = O^\prime = \{m \in M \mid (o, m) \in I \text{ for all } o \in O\}
\]

Take the attributes that describe paper 4 in Table 1, for instance. By collecting all papers of this context that share these attributes, we get to a set \( O \subseteq G \) consisting of papers 1 and 4. This set \( O \) of objects is related to the set \( A \) consisting of the attributes ‘browsing’, ‘software’, and ‘FCA’.

\[
O = A^\prime = \{o \in G \mid (o, m) \in I \text{ for all } m \in A\}
\]

That is, \( O \) is the set of all objects sharing all attributes of \( A \), and \( A \) is the set of all attributes that are valid descriptions for all the objects contained in \( O \). Each such pair \( (O, A) \) is called a formal concept (or concept) of the given context. The set \( A = O^\prime \) is called the intent, whereas \( O = A^\prime \) is called the extent of the concept \( (O, A) \).

There is a natural hierarchical ordering relation between the concepts of a given context that is called the subconcept–superconcept relation.

\[
(O_1, A_1) \leq (O_2, A_2) \iff (O_1 \subseteq O_2 \Leftrightarrow A_2 \subseteq A_1)
\]

The ordered set of all concepts makes a complete lattice called the concept lattice of the context, that is, every subset of concepts has infimum (meet) and supremum (join) w.r.t. \( \leq \). The line diagram of the concept lattice of the context from Table 1 is given in Figure 1. The nodes of this diagram represent the formal concepts. The shaded boxes (upward) linked to a node represent the attributes used to name the concept. The nonshaded boxes (downward) linked to the node represent the objects used to name the concept. The information contained in the formal context of Table 1 can be derived from the diagram in Figure 1 by applying the following reading rule: An object ‘g’ is described by an attribute ‘m’ if and only if there is an ascending path from the node named by ‘g’ to the node named by ‘m’. For example, paper 1 is described by the attributes ‘browsing’, ‘software’, ‘mining’, and ‘FCA’.

Another important notion of FCA is that of attribute implication. For subsets \( A, B \subseteq M \), one has \( A \rightarrow B \) if \( A^\prime \subseteq B^\prime \). Implications obey Armstrong rules, which are valid for functional dependencies in relational databases. Moreover, there is a two-way reduction between implications and functional dependencies. A minimal subset of implications from which all the rest can be deduced by means of Armstrong rules is called an implication base. Most well-known bases are Duquenne-Guigues or stem base, which is cardinality minimal, and proper premise base. Implications can be read from the lattice diagram.
too, implications with singleton premises of the form $a \rightarrow B$ are easily seen: the concept $(a', a'')$ lies below the concept $(B', B'')$. The first and one of the most well-known knowledge discovery FCA-based procedure is Attribute Exploration,\textsuperscript{19} at each step of which an implication base for the current context representing domain data is generated and offered to a domain expert, who either accepts all implications of the base (in which case the procedure terminates) or gives a counterexample to the implication he finds wrong. Data can be given in a more general way by many-valued contexts (relational tables), in which case they are reduced to binary contexts by means of conceptual scaling.\textsuperscript{19} Each type of scaling (nominal, ordinal, interordinal, dichotomic, etc.) is given by a scaling context.

**FCA ALGORITHMS AND SCALABILITY**

Scalability is a real issue for FCA, as the number of formal concepts can be exponential in the input context and counting them is #P-complete.\textsuperscript{22} However, all concepts can be constructed with polynomial delay, see an overview of many FCA-based algorithms in Ref 23. The sizes of implication bases, even the size of the minimal (stem or Duquenne-Guigues) implication base can also be exponential, counting the size of the stem base being #P-hard.\textsuperscript{24} See more results on algorithmic complexity in Refs 25 and 26. That is why, efficiently handling large and complex datasets became a challenge for FCA-based research. Besides designing more efficient practical algorithms, for example, Refs 27–34, the following approaches to reducing complexity are popular:

- Taking interesting small subsets of attributes and objects. Building nested line diagrams for zooming in data by taking subsets of attributes.\textsuperscript{19} Here, instead of one large diagram one obtains a smaller (depending on the size of the attribute subset) ‘outer’ diagram, where vertices correspond to ‘inner’ diagrams, where one can zoom in.
- Krajca et al.\textsuperscript{35} present an algorithm selecting attributes while computing formal concepts. Dias and Vieira\textsuperscript{36} propose an approach for replacing groups of similar objects by prototypical ones. Ganter and Kuznetsov\textsuperscript{57} describe how scaled many-valued contexts of FCA may make feature selection easier. Snasel et al.\textsuperscript{38} use matrix reduction to select attributes. Belohlavek and Vychodil\textsuperscript{39,40} propose an approach for factoring contexts, thus representing the set of original attributes by a smaller set of factors.
- ‘Concept weeding’\textsuperscript{9} by introducing interestingness measures of concepts. The simplest and most natural one is given by constraints on sizes of intents and extents proposed in Refs 22 and 41, which became very popular under the name of iceberg lattices because of their use in mining frequent association rules.\textsuperscript{42,43} Ventos and Soldano\textsuperscript{44} show that iceberg lattices obtained by pruning concepts with small extents make a special class of alpha-Galois lattice. Jay et al.\textsuperscript{45} used iceberg lattices in combination with concept stability for analyzing social communities. Concept stability measures the ratio of extent (intent) subsets that generate the same intent (extent), thus showing concept invariance to noise in data.\textsuperscript{46,41,47} Concept independence\textsuperscript{48} is a similar index showing the sparseness of objects and attributes outside the concept extent and intent that have same attributes and objects, respectively. Concept probability\textsuperscript{48} is the sample probability of a concept in a randomly generated context with the same number of units. Babin and Kuznetsov\textsuperscript{49} propose probabilistic methods for approximating stability.
- Lazy classification, where generation of numerous classification rules, is avoided.\textsuperscript{30,51}
RELATIONSHIPS OF FCA TO MODELS OF KNOWLEDGE REPRESENTATION AND PROCESSING

FCA and DLs

DLs\(^1\) provide a structured algorithmically decidable language for representing knowledge in a certain domain. DLs are fragments of the first-order logic where decidability is attained due to syntactic constraints, in particular, due to restricted quantification. The set of underlying entities of DLs, so-called concepts (each concept is given as a set of domain objects) is closed w.r.t. concept intersection. Seen from FCA perspective, the quantifier-free fragment of DL is just the lattice of extents of a given context. Because of this relationship between DL and FCA,\(^2\) two main research directions are natural:

- Enriching FCA by using means of DL languages, for example, theory-driven scaling by combining DLs with attribute exploration.\(^3\)–\(^5\)
- Using FCA for improving the potential of DLs in knowledge representation, using attribute exploration for computing the subsumption hierarchy of all conjunctions of a set of DL concepts.\(^6\) Using FCA for bottom-up construction of DL knowledge bases.\(^7\) Relational exploration,\(^8\) where DLs are used to specify FCA attributes, and FCA approaches are used to refine DL knowledge bases. Using complex formulae in a DL language to replace the atomic attributes in FCA.\(^9\,10\)

FCA and Ontology Engineering

Because of their properties, concept lattices are natural representations of domain taxonomies and meronomies with line diagrams being natural visualization tools. These properties were used in the models of ontology engineering,\(^11\) merging,\(^12\) and alignment,\(^13\) as the taxonomic (‘be more general than’) relation makes the backbone of an applied domain ontology. Constructing ontologies with FCA means is often very fruitful in text mining.\(^14\) For those who are used to see taxonomies as tree-like structures, the concept diagram can be easily transformed in this form by cutting (unordered) cycles and introducing concept duplicates. The problem of too numerous concepts in the ontology is solved by merging attributes, selecting most interesting concepts, or clustering the concept lattice (see the previous section on scalability). For example, in Refs 64 and 65, the structure of an epistemic community of researchers (objects) described by their papers (attributes) is represented by a taxonomy given by the most stable concepts (concepts with the highest stability index) of the respective concept lattice.

Association Rule Mining

Mining association rules is one of the main models in data mining.\(^15\) An association rule is just a statement about conditional sample probability (called confidence) of an event w.r.t. another one, together with the statement of the joint sample probability of the two events (called support), where both events are described in terms of attribute sets. In FCA terms, for two subsets of attributes (called itemsets in data mining) \(Y_1\) and \(Y_2\subseteq M\), the association rule \(Y_1\rightarrow Y_2\) has support \(\frac{|Y_1 \cup Y_2|}{|Y_1|}\) and confidence \(\frac{|Y_1 \cup Y_2|}{|Y_1|}\). The rule \(Y_1\rightarrow Y_2\) is called frequent if \(\text{supp}(Y_1\rightarrow Y_2)\geq \text{minsupp}\) for some threshold \(\text{minsupp}\). In FCA, association rules were known under the name of partial implications. In the paper by Luxenburger,\(^16\) it was shown that a concise representation of association rules of a context can be given by the edges of the diagram (i.e., by covering relation) of the concept lattice, or even by the spanning tree of the graph of the covering relation, where for each association rule from this concise representation,\(^17\)–\(^19\) the premise is given by the minimal generator of the upper concept intent, and the conclusion is given by the intent of the lower concept. The set of all frequent association rules is then represented by the upper part (order filter) of the lattice called iceberg lattice.\(^10\) This representation gives much more efficient algorithms than standard Apriori, see for example, Ref 70.

FCA and Machine Learning

A model of learning from positive and negative examples (making the training set) of a target class \(\nu\) describes the way one constructs a generalized description of (some) positive examples that would cover just a ‘small’ number of negative examples. Several machine learning methods are naturally described in FCA terms. In the last few decades, several FCA-based learning approaches were proposed. Nguifo and Njiwoua\(^21\) proposed IGLUE, an algorithm combining lattice-based and instance-based learning techniques. Fu et al.\(^22\) give an experimental comparison of FCA-based classification algorithms, such as GRAND,\(^23\) LEGAL,\(^24\) GALOIS,\(^25\) RULEARNER,\(^26\) CIbLe, and CLNN and CLNB.\(^27\) JSM hypotheses in FCA terms\(^22,11,28\) are positive intents (i.e., concept intents of the context given by positive examples) not contained in negative example intents.
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symmetrically for negative hypotheses. Hypotheses can be used as classifiers for objects from the test set. Ganter and Kuznetsov give a simple FCA-based description of version spaces and disjunctive version spaces. Kuznetsov gives an overview of several learning models in terms of FCA: learning decision trees, learning with graph descriptions and pattern structures in general, and so on. Ricordeau used FCA to generalize policies in reinforcement learning by grouping similar states using their descriptions. Maddouri proposes a machine learning method for incremental concept formation. Rudolph proposes to use FCA to design a neural network architecture in case some partial information about the networks desired behavior is already known and can be stated in the form of implications on the feature set. The author first translates implications in a formal context and then translates the context into a three-layered feedforward network, which computes closed sets of attributes. Tsopze et al. propose classification algorithms, where concept lattices are used to determine the architecture of a neural network. First a join semi-lattice of relevant concepts (w.r.t. some natural constraints) is built, then the join semi-lattice is translated into a topology of the neural network and the initial set of connection weights. Finally, the network is trained.

Belohlavek et al. describe induction of decision trees in FCA terms. First, the categorical attributes are scaled to logical attributes. Then, a modified version of the NextNeighbor algorithm is used to build a reduced concept lattice. Decision trees correspond to parts of lattice diagrams. The authors of Ref 86 use Boolean factor analysis to transform the attribute space to improve the results of machine learning and, in particular, decision tree induction. Visani et al. propose an approach of navigating in the concept lattice for supervised classification, and applied it to noisy symbol recognition.

FCA, Biclustering, and Multidimensional Clustering

There are several types of biclusters (coclusters) known in the literature: biclusters of equal values, similar values, coherent values, the commonality of them being the existence of inclusion-maximal set of objects described by inclusion-maximal set of attributes with some special pattern of behavior. Clustering objects based on sets of attributes taking similar values dates back to the work and was called biclustering in Ref 18. Attention to biclustering approaches started to grow from the beginning of 2000s with the growth of the need to analyze similarities in gene expression data and design of recommender systems. Given an object-attribute numerical data table (many-valued context in terms of FCA), the goal of biclustering is to group together some objects having similar values of some attributes. For example, in gene expression data, it is known that genes (objects) may share a common behavior for a subset of biological situations (attributes) only: one should accordingly produce local patterns to characterize biological processes, the latter should possibly overlap, as a gene may be involved in several processes. The same remark applies for recommender systems, where one is interested in local patterns characterizing groups of users that strongly share almost the same tastes for a subset of items.

A bicluster in a binary object-attribute data table is a pair (A, B) consisting of an inclusion-maximal set of objects A and an inclusion-maximal set of attributes B such that almost all objects from A have almost all attributes from B and vice versa. Of course, formal concepts can be considered as 'rigid' biclusters where all objects have all attributes and vice versa. Hence, it is not surprising that some bicluster definitions coming from practice are just definitions of a formal concept.

A bicluster of similar values in a numerical object-attribute data table is usually defined as a pair consisting of an inclusion-maximal set of objects and an inclusion-maximal set of attributes having similar values for the objects. Such a pair can be represented as an inclusion-maximal rectangle in the numerical table, modulo rows and columns permutations. In Ref 94, it was shown that biclusters of similar values correspond to triconcepts of a triadic context, where the third dimension is given by a scale that represents numerical attribute values by binary attributes. This fact can be generalized to n-dimensional case, where n-dimensional clusters of similar values in n-dimensional data are represented by n + 1-dimensional concepts. This reduction allows one to use standard definitions and algorithms from multidimensional concept analysis for computing multidimensional clusters.

FCA and RST

RST, introduced in Ref 17 is a mathematical theory to deal with uncertainty and imperfect knowledge. In RST, the data are given by a set of objects (called universe U) described by many-valued attributes. Objects having same attribute values are called indiscernible (similar) in view of the available information about them. By modeling indiscernibility as an equivalence relation, E \subseteq U \times U one can partition a finite...
universe of objects into pairwise disjoint subsets denoted by $U/E$. The partition provides a granulated view of the universe. An equivalence class is considered as a whole, instead of many individuals. For an object $x \in U$, the equivalence class containing $x$ is given by $[x]_E = \{ y \in U | xEy \}$. The empty set, equivalence classes, and unions of equivalence classes form a system of definable subsets under discernibility. It is a $\sigma$-algebra $\sigma(U/E) \subseteq 2^U$ with basis $U/E$. All subsets not in the system are consequently approximated through definable sets. Various definitions of rough set approximations have been proposed including the subsystem-based, granule-based, and element-based formulation.\textsuperscript{100} In this section, we introduce the subsystem-based formulation. In an approximation space $apr = (U, E)$, a pair of approximation operators $[\cdot], (\cdot) : 2^U \rightarrow 2^U$ is defined. The lower approximation $A = \{ X | X \subseteq \sigma(U/E), X \subseteq A \}$ is the greatest definable set contained in $A$, and the upper approximation $\bar{A} = \{ X | X \subseteq \sigma(U/E), A \subseteq X \}$ is the union of all definable sets not disjoint with $A$. Any set of all indiscernible (similar) objects is called an elementary set (neighborhood) and forms a basic granule (atom) of knowledge about the universe. Any union of elementary sets is a crisp (precise) set, otherwise the set is rough (imprecise, vague). Each rough set has boundary-line cases, that is, objects that cannot be classified with certainty as either members of the set or its complement. Crisp sets have no boundary-line elements at all. Boundary-line cases cannot be properly classified by employing the available knowledge.

Vague concepts (in contrast to precise concepts) cannot be characterized in terms of information about their elements. In other words, given an arbitrary subset $A \subseteq U$ of the universe of objects, it may not be the extent of a formal concept. This subset can be seen as an undefinable set of objects and can be approximated by definable sets of objects, namely extents of formal concepts. Any vague concept is replaced by a pair of precise concepts, called the lower and upper approximation of the vague concept. The lower approximation consists of all objects that surely belong to the concept and the upper approximation contains all objects that possibly belong to the concept. The difference between the lower and upper approximation constitutes the boundary region of the vague concept.

Many efforts have been made to combine FCA and RST.\textsuperscript{100} This combination is typically referred to as Rough Formal Concept Analysis (RFCA), see Refs 101 and 102. In RFCA, $\sigma(U/E)$ is replaced by lattice $L$ and definable sets of objects by extents of formal concepts. The extents of the resulting two concepts are the approximations of $A$. For a set of objects $A \subseteq U$, its lower approximation is defined as $l(A) = (\bigcup \{ X | (X, Y) \in L, X \subseteq A \})'^*$ and its upper approximation is defined by $\bar{l}(A) = (\bigcup \{ X | (X, Y) \in L, A \subseteq X \})'^*$

The lower approximation of a set of objects $A$ is the extent of $([l(A)], ([l(A)]')$ and the upper approximation is the extent of the formal concept $([\bar{l}(A)], ([\bar{l}(A)]'))$. The concept $([l(A)], ([l(A)]'))$ is the supremum of concepts where extents are subsets of $A$ and $([\bar{l}(A)], ([\bar{l}(A)]'))$ is the infimum of those concepts where extents are superset of $A$. For the other RST formulations, a similar description can be given for the combination of FCA and RST. Ganter et al.\textsuperscript{103} use a generalization of the indiscernibility relation, which is considered as a quasi-order of equivalence given by $g \leq h$ $\iff$ $g' \subseteq b'$ for $g, h \in G$. This generalization allows for defining version spaces and hypotheses in terms of RST. Ganter and Kuznetsov\textsuperscript{37} generalized the classical rough set approach by replacing lower and upper approximations with arbitrary kernel and closure operators respectively. Lattices of rough set abstractions were described as P-products. Meschke\textsuperscript{104} further investigates the role of robust elements, the possible existence of suitable negation operators, and the structure of corresponding lattices, restricts the view for large contexts to a subcontext without losing implicational knowledge about the selected objects and attributes. Ganter and Meschke\textsuperscript{105} use a slightly different approach based on FCA to mine the Infobright dataset containing so-called rough tables where objects are combined together in data packs. Their approach makes FCA useful for analyzing extremely large data.

**EXTENSIONS OF FCA**

In practice, data are often more complex than those given by formal contexts. A first approach to handle complex data in FCA was conceptual scaling,\textsuperscript{106} where complex data are turned into binary contexts by using scales. Since the beginning of FCA, many authors attempted to generalize its definitions to more complex data representations, such as graphs,\textsuperscript{46,107–109} intervals,\textsuperscript{46,94,107} logical formulas,\textsuperscript{110–112} and so on. Pattern structures\textsuperscript{78} give
a general approach for extending FCA to objects with partially ordered descriptions. Several approaches allow for analyzing arbitrary relations between objects: power context families (PCFs),\textsuperscript{113} relational concept analysis (RCA),\textsuperscript{114, 115} and logical concept analysis (LCA).\textsuperscript{116} Triadic concept analysis was introduced by Lehmann and Wille\textsuperscript{98, 117} to analyze three-dimensional data. Fuzzy FCA\textsuperscript{118–120} and rough FCA\textsuperscript{103} were developed to work with uncertain data and approximations.

**FCA-Based Models of Knowledge Processing with Relations on Objects**

PCFs were proposed by Wille\textsuperscript{113} as a method to transform conceptual graphs\textsuperscript{13} into a family of formal contexts. A PCF $K = (K_n)_{n \in \mathbb{N}^0}$ is a family of formal contexts $K_n = (G_k, M_k, I_k)$ such that $G_k \subseteq (G_0)^k$ for $k = 1, 2, \ldots$. The formal contexts $K_n$ with $k \geq 1$ are called relational contexts. Prediger\textsuperscript{121} presented a logic for defining concept graphs as syntactical constructs with a semantics in PCFs, introduced relational scaling to transform a manyvalued context (relational table) into a PCF. The concept graphs of a PCF were shown to form a lattice, which can be described as a subdirect product of specific intervals of the concept lattices of the PCF. Groh and Eklund\textsuperscript{122} discussed various algorithms for creating relational PCFs from conceptual graphs. Dau and Klinger\textsuperscript{123, 124} developed a logical theory based on concept graphs and subsumption relation on them. Wille\textsuperscript{125} proposed ‘Boolean Judgment Logic’ and the ‘negating inversion’ to define the negation of formal judgments (defined as valid propositions) represented by concept graphs of PCFs. Wille\textsuperscript{126} showed that the implicational theory of implicational concept graphs of PCFs is equivalent to the theory of attribute implications of formal contexts. In other words, implications can be seen as special judgments, namely as specific concept graphs of PCFs. Rudolph\textsuperscript{57} used binary PCFs to define an extensional semantic for concept descriptions expressed in \textit{FLDL}.

RCA was proposed in Ref 114 to study relations between objects of the context (given by separate tables) by FCA means, introducing new attributes representing these relations. An RCA-based approach is implemented in Galicia platform.\textsuperscript{115} The main applications of RCA are in software refactoring\textsuperscript{127} and ontology engineering.\textsuperscript{14, 115}

**Complex Object Descriptions**

Pattern structures\textsuperscript{78} generalize some models extending FCA definitions to partially ordered descriptions, such as graphs, numeric intervals, and logical formula. Let $G$ be a set of objects, let $(D, \pi)$ be a meet-semi-lattice (of potential object descriptions) and let $\delta: G \rightarrow D$ be a mapping. Then, $(G, D, \delta)$ with $D = (D, \pi)$ is called a pattern structure, and the set $\delta(G) = \{\delta(g) | g \in G\}$ generates a complete subsemi-lattice $(D_\delta, \pi)$ of $(D, \pi)$. Thus, each $X \subseteq \delta(G)$ has an infimum $\Pi X$ in $(D, \pi)$ and $(D_\delta, \pi)$ is the set of these infima. Semilattice $(D_\delta, \pi)$ has both lower and upper bounds, respectively 0 and 1. Elements of $D$ are called patterns and are ordered by subsumption relation $\subseteq$: given $c, d \in D$ one has $c \subseteq d \iff c \Pi d = c$. A pattern structure $(G, D_\delta, \pi)$ gives rise to the following derivation operators $(\sqsubseteq)$:

$$A^{\sqsubseteq} = \prod_{\delta(g) \text{ for } A \subseteq G} g \in A$$

$$d^{\sqsubseteq} = \{g \in G | d \subseteq \delta(g)\} \text{ for } d \in D$$

These operators form a Galois connection between the powerset of $G$ and $(D, \subseteq)$. Pattern concepts of $(G, D_\delta, \pi)$ are pairs of the form $(A, d) A \subseteq G, d \in D$ such that $A^{\sqsubseteq} = d$ and $A = d^{\sqsubseteq}$. For a pattern concept $(A, d)$, the component $d$ is called a pattern intent, it is a description of the set of all objects in $A$, called pattern extent. If $(A, d)$ is a pattern concept, adding any element to $A$ changes $d$ through $(\cdot^{\sqsubseteq})$ and equivalently taking $e \sqsubseteq d$ changes $A$. Like in case of formal contexts, for a pattern structure $(G, D_\delta, \pi)$, a pattern $d \in D$ is called closed if $d^{\sqsubseteq} = d$, and a set of objects $A \subseteq G$ is called closed if $A^{\sqsubseteq} = A$. Obviously, pattern extents and intents are closed. A seeming limitation of pattern structures to descriptions in semi-lattice is easily waived: one can start from descriptions in an arbitrary order $(P, \leq)$ taking as $(D, \pi)$ the lattice of all order ideals of $(P, \leq)$.

Since 1980s, pattern structures on sets of graphs\textsuperscript{107, 108, 128} and vectors of intervals\textsuperscript{94, 107} were used for designing models of machine learning and data mining with applications in bioinformatics. Kuznetsov et al.\textsuperscript{129} summarize applications of pattern structures in the study of biological activities of chemical compounds and show the relationship to methods of graph mining based on closed graphs. Kuznetsov\textsuperscript{129} further discusses the analysis of complex data with pattern structures, stressing that pattern structures are computationally more efficient and provide better visualization of results than FCA methods based on scaling. Kaytoue et al.\textsuperscript{94} applied pattern structures to mine gene expression data given as a many-valued context and therefore had to be scaled.
to a binary context. The authors found the interval pattern structures offering a more concise representation, better scalability, and better readability of results than interordinal scaling. Assaghir et al. did an exploratory study on induction of decision trees from numerical data by using interval pattern structures, proposing an algorithm for generating decision trees from minimal hypotheses. Minimal hypotheses correspond to optimal splits in decision trees. Pfaltz extends FCA to deal with numerical values, by deriving logical implications containing ordinal inequalities as atoms, such as $y \leq 11$. This extension employs the fact that orderings are antimatroid closure spaces. Valverde-Albacete and Peláez-Moreno introduced a generalization of FCA, where values of the incidence matrices are elements of a semi-ring, this model was used by Gonzalez Calabozo et al. in the analysis of gene expression data.

A similar approach to pattern structures is that of LCA, which started as an extension of FCA to descriptions based on first order formulas. Ferré and Ridoux give an introduction to logical information systems (LIS) based on LCA. LIS are mostly suited for information retrieval and navigation in taxonomies based on complex descriptions, like DNA sequences and collection of images. An approach similar to that of LCA was proposed in Refs 111 and 112, with existentially quantified conjunctions of first-order literals as object descriptions. Another similar approach was developed in Ref 134, where a combination of FCA with first-order logic was used to learn ontological rules. Descriptions given by sequences of states are natural models of time. Temporal concept analysis (TCA) is based on FCA and addresses the problem of conceptually representing discrete temporal phenomena. Conceptual time system is given by situations and states describing the observations of objects at several points of time.

### Conceptual Knowledge Processing with Background Knowledge

Many authors emphasized the need for taking into account background knowledge in FCA. In Ref 137, the author describes how attribute exploration (interactive generation of implicational dependencies of a domain) can be attained when not only data in the context form is given, but some knowledge in the form of implications. Belohlavek and Vychodil present an approach for modeling background knowledge that represents user’s priorities regarding attributes and their relative importance. Only those concepts that are compatible with user’s priorities are considered relevant and are extracted from the data. In Ref 139, FCA is used in combination with a tag context to formally incorporate important kinds of background knowledge. The results are generalized contingency structures and tagged contingency structures, which can be used for data summarization in epidemiology. In Ref 138, a context is complemented with a probability logic, which makes use of statistical and propositional probability inference. The authors introduce a new type of concept called ‘previously unknown and potentially useful’ and formalize KDD as a process to find such concepts. In its classical form, FCA considers attributes as a nonordered set. When attributes of the context are partially ordered to form taxonomy, conceptual scaling allows the taxonomy to be taken into account by producing a context completed with all attributes deduced from the taxonomy. Cellier et al. propose an algorithm for learning concept-based rules under existing taxonomy.

#### Triadic and $n$-Adic FCA

**Triadic concept analysis** (TCA) was proposed by Lehmann and Wille and Wille to extend FCA to three-way data. A triadic context is defined as a quadruple $(G,M,B,Y)$ where $G$ (objects), $M$ (attributes), and $B$ (conditions) are sets and $Y$ is a ternary relation between $G$, $M$, and $B$: $Y \subseteq G \times M \times B$. A triple $(g, m, b) \in Y$ means object $g$ has attribute $m$ under condition $b$. In the last decade, the analysis of triadic and $n$-adic data is gaining more interest because of the increasing popularity of social resource sharing systems like folksonomies, where users can assign tags to resources. A triadic concept is a triple $(A_1, A_2, A_3)$ with $A_1 \subseteq G$ (extent), $A_2 \subseteq M$ (intent), and $A_3 \subseteq B$ (modus) such that for $X_1 \subseteq G$, $X_2 \subseteq M$ and $X_3 \subseteq B$ with $X_1 \times X_2 \times X_3 \subseteq Y$; the containments $A_1 \subseteq X_1$, $A_2 \subseteq X_2$ and $A_3 \subseteq X_3$ always imply $(A_1, A_2, A_3) = (X_1, X_2, X_3)$. Triadic concepts consist of three sets, namely objects, attributes, and conditions under which objects may possess certain attributes. Stumme discusses how traditional line diagrams of standard dyadic concept lattices can be used for exploring triadic data. The author showcases how it can be used for navigating through the Federal Office for Information Security IT baseline Protection Manual. Jäschke et al. introduced the TRIAS algorithm for mining all frequent closed itemsets from three-dimensional data and applied it to the popular bibsonomy (users-tags-papers) dataset in Ref 143. TRIAS basically relies on extraction of closed two sets from two binary relations. Belohlavek et al. extended TCA to deal with fuzzy attributes instead of traditional Boolean data tables. Alternatives to TRIAS include the algorithms RSM.
and CubeMiner, which were introduced in Ref 144 for mining closed three sets from ternary relation. In contrast to RSM and TRIAS, CubeMiner works directly on the ternary relation generalizing the closeness checking of Besson et al.145 to the triadic case. Another approach was proposed in Ref 146 for mining temporal gene expression data. The authors extracted maximal triclusters satisfying certain homogeneity criteria from these gene expression tables. Mining triadic implications from Boolean triadic contexts was discussed in Refs 147 and 148. Ref 149 generalized these triadic implications to a fuzzy setting. Missaoui and Kwuida150 discuss the different types of methods for mining triadic association rules from ternary data. Ignatov et al.151 proposed concept analysis to Folksonomies. Voutsadakis99 extended triadic concept lattices. These results have been later used many times in different papers on the topic. Belohlavek and Vychodil157 give an overview of recent developments concerning attribute implications in a fuzzy setting.

The following definition of a formal fuzzy concept lattice was introduced in119,158. A fuzzy formal context (L-context) is a triple \((X, Y, I)\), where \(X\) is the set of objects, \(Y\) is the set of attributes and \(I: X \times Y \to L\) is a fuzzy relation \((L\text{-relation})\) between \(X\) and \(Y\). A truth degree \(I(x, y) \in L\) is assigned to each pair \((x, y)\), where \(x \in X\), \(y \in Y\) and \(L\) is the set of values of a complete residuated lattice \(L\). The element \(I(x, y)\) is interpreted as the degree to which attribute \(y\) applies to object \(x\). Fuzzy sets \(A \subseteq L^x\) and \(B \subseteq L^y\) are mapped to fuzzy sets \(A^\uparrow \subseteq L^y\), \(B^\downarrow \subseteq L^x\) according to Ref 119.

\[
A^\uparrow(y) = \bigwedge\{A(x) \to I(x, y)\}_{x \in X}
\]

\[
B^\downarrow(x) = \bigvee\{B(y) \to I(x, y)\}_{y \in Y}
\]

for \(y \in Y\) and \(x \in X\). A formal fuzzy concept \((A, B)\) consists of a fuzzy set \(A\) of objects (extent of the concept) and a fuzzy set \(B\) of attributes (intent of the concept) such that \(A^\uparrow = B\) and \(B^\downarrow = A\). The set of all formal fuzzy concepts is \(\mathcal{B}(X, Y, I) = \{(A, B) \mid A^\uparrow = B, B^\downarrow = A\}\). We also define \(\preceq\), which models the subconcept–superconcept hierarchy in \(\mathcal{B}(X, Y, I)\): \((A_1, B_1) \preceq (A_2, B_2)\) if \(A_1 \subseteq A_2 \preceq B_2 \subseteq B_1\) for \((A_1, B_1)\), \((A_2, B_2)\) \(\in \mathcal{B}(X, Y, I)\). \(\mathcal{B}(X, Y, I)\), \(\preceq\), that is, \(\mathcal{B}(X, Y, I)\) equipped with relation \(\preceq\) is a complete lattice w.r.t. \(\preceq\). Other related formalisms, such as protofuzzy concepts,159 triadijoint concept lattices,160 and their relations to fuzzy setting are discussed, for example, in Ref 161.

**CONCLUSIONS**

During the last three decades, FCA became a well-known formalism in data analysis and knowledge discovery because of its usefulness in such important KDD domains as ontology engineering, association rule mining, machine learning, as well as relation to other established theories for representing knowledge.
processing, like DLs, conceptual graphs, and rough sets.

FCA has been used effectively in many domains for gaining actionable intelligence from large amounts of information: web mining (e.g., Ref 162), text mining, bioinformatics, medicine (e.g., cancer treatment) and chemistry (e.g., predicting biological activity of chemical compounds; Ref 163), information retrieval (e.g., Ref 164), ontology engineering, and merging. There are numerous FCA-based knowledge processing models based on extensions to complex, uncertain, and many-dimensional data.

Currently, there are several well-known open source FCA-based software tools, such as ConExp,\(^{165}\) Conexp-clj (http://daniel.kxpq.de/math/conexp-clj/), Galicia,\(^{166}\) Tockit (Framework for Conceptual Knowledge Processing http://www.tockit.org), ToScana,\(^{167}\) FCAStone,\(^{168}\) Lattice Miner,\(^{169}\) OpenFCA,\(^{170}\) and FCART.\(^{171}\) These tools are mostly Java-based (except for FCART), cross-platform, rather easy to use, and they do not need to be installed. Universal integrated environment for knowledge discovery based on FCA was partially created in the Tockit project and in FCART.
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