Adaptive Threshold Edge Detection Algorithm Based on APDCSF and Anti-symmetrical Biorthogonal Wavelet Transform
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Abstract — This paper proposes an edge detection algorithm based on adaptive threshold which is obtained by histogram matching edge gradient value. The implementation of this algorithm is made up of three procedures: all phase discrete cosine sequency filtering, wavelet decomposition and adaptive threshold processing. The image is decomposed into low frequency and high frequency subbands by using all phase discrete cosine sequency filter (APDCSF). Experimental results on test images reveal that compared with the edge detection algorithm based on artificial threshold, the proposed one can create dynamic threshold adaptively and show better edge detection performance especially in terms of edge positioning accuracy.

Index Terms — Image processing, edge detection, all phase discrete cosine sequency filter (APDCSF), wavelet decomposition, adaptive threshold, artificial threshold

I. INTRODUCTION

Edge is the basis of analyzing and understanding the image. Edge detection has important research value in image segmentation [1], image recognition, and image coding area etc. How to design optimal linear filters for image edge detection has been a popular research subject for all the time [2]. Hou et al. [3] proposed all phase discrete cosine sequency filter (APDCSF) for all phase subband decomposition of image. With the strict complementary property of the subbands divided by the APDCSF, only one low pass filter template is designed in the decomposition of each layer. Because of excellent time-frequency local and multiresolution analysis characteristics, wavelet transform is widely used in signal and image processing. Liu et al. [4] constructed anti-symmetrical biorthogonal wavelet filter banks with the same even length, the differential operator property of which was also analyzed. In this paper, we combine APDCSF and anti-symmetrical biorthogonal wavelet filter banks with the same even length to decompose image.

Many edge detection algorithms need various parameters. There are two fundamental parameters in extraction of edge features and determination of edge points: scale parameter and thresholding parameter [5]. Here we focus on the selection of thresholding parameter. The edge detection algorithm based on adaptive threshold which is obtained by histogram matching edge gradient value is proposed in the paper. The implementation of this algorithm consists of three procedures: all phase discrete cosine sequency filtering, wavelet decomposition and adaptive threshold processing. Experimental results reveal that compared with the edge detection algorithm based on artificial threshold, the proposed one shows better edge detection performance especially in terms of edge positioning accuracy.

The rest of this paper is organized as follows. Section II introduces construction of all phase discrete cosine sequency filter. Mallat algorithm for wavelet decomposition is explained in Section III. And then in Section IV, the threshold detection method by histogram matching edge gradient value is introduced. The program flow chart of edge detection algorithm based on adaptive threshold is described in detail. Experimental results and comparisons between the edge detection algorithm based on adaptive threshold and the one based on artificial threshold are given in Section V. Conclusion of the paper is given in Section VI.

II. CONSTRUCTION OF ALL PHASE DISCRETE COSINE SEQUENCY FILTER

A. All Phase Discrete Cosine Sequency Filtering

For a digital signal sequence \( z(n) \), there are \( N \times N \) vectors \( Z_i \ (i = 0, 1, \ldots, N - 1) \) that contain \( z(n) \) and have different intercepted phases [6]:

\[
\begin{align*}
[Z_0]^T &= [z(n - N + 1), z(n - N + 2), \ldots, z(n)], \\
[Z_1]^T &= [z(n - N + 2), z(n - N + 3), \ldots, z(n + 1)], \\
& \vdots \ \\
Z_{N-1}^T &= [z(n), z(n + 1), \ldots, z(n + N - 1)].
\end{align*}
\]

Applying discrete cosine sequency filtering to each \( N \times N \) vector in time domain, we get

\[
Y_i(k) = \sum_{j=0}^{N-1} C^T(i,k) F(k) \sum_{j=0}^{N-1} C(k,j) Z_i(j) \\
= \sum_{j=0}^{N-1} Z_i(j) \sum_{j=0}^{N-1} C^T(i,k)C(k,j)F(k),
\]

\( i = 0, 1, \ldots, N - 1 \) and \( k = 0, 1, \ldots, N - 1 \) with the way of

\[
C(i,k) = \begin{cases}
\cos \left( \frac{\pi}{N} \cdot (i+1) \cdot k \right), & i, k = 0, 1, \ldots, N - 1 \\
0, & \text{otherwise}
\end{cases}
\]
where $C$ and $C^T$ are DCT and IDCT transform matrices with size of $N \times N$ respectively. $F$ means the sequency response vector with length of $N$. $Y_i$ is the output vector of sequency filtering. Defining $H_j(\cdot)$ as in (4), we can get
\begin{equation}
Y_i(i) = \sum_{k=0}^{N-1} H_j(k) Z_i(k) \quad i = 0, 1, \ldots, N-1. \quad (3)
\end{equation}

For the same point $z(n)$, there are $N$ different filtering values: $Y_i(N-1), Y_i(N-2), \ldots, Y_{N-1}(0)$. In order to eliminate the different meanings of filtering values and reduce the blocking effects, we take the mean of these filtering values as the filtering response $y(n)$ of $z(n)$:
\begin{equation}
y(n) = \frac{1}{N} \sum_{i=0}^{N-1} Y_i(N-1-i) \quad (4)
\end{equation}

According to (1), (3) and (4), we get
\begin{equation}
y(n) = \frac{1}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} H_{N-1}(j) Z_i(j) = \frac{1}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} H_{N-1}(j) z(n - N + 1 + i + j) \quad (5)
\end{equation}
\begin{equation}
= \frac{1}{N} \sum_{i=-N}^{N-1} Q(k) z(n - k) = Q(n) * z(n)
\end{equation}
\begin{equation}
Q(n) = \begin{cases} 
1 & \text{for } n = 0, \ldots, N-1 \\
N & \text{for } n = -N, \ldots, 0 \\
0 & \text{otherwise}
\end{cases} \quad (6)
\end{equation}
\begin{equation}
Q(-n) = \begin{cases} 
1 & \text{for } n = 0, \ldots, N-1 \\
N & \text{for } n = -N, \ldots, 0 \\
0 & \text{otherwise}
\end{cases} \quad (6)
\end{equation}
where $Q(n)$ is the unit impulse response of all phase discrete cosine sequency filter which is a kind of FIR filters with length of $2N-1$. It is easier to implement and can reduce blocking effects, which improves filtering performance effectively.

For one-dimensional all phase discrete cosine sequency filter, we can get
\begin{equation}
Q(n) = Q(-n), \quad n = 0, 1, \ldots, N-1 \quad (7)
\end{equation}

According to (7), all phase discrete cosine sequency filter $Q$ has the zero-phase characteristic. Suppose $Q_{1/2} = [Q(0), Q(1), \ldots, Q(N-1)]^T$, if we know $Q_{1/2}$, $Q$ can be obtained by using the symmetric property.

The design of all phase discrete cosine sequency filter of length $2N-1$ is composed of (7), (8) and (9):
\begin{equation}
Q_{1/2} = VF, \quad (8)
\end{equation}
\begin{equation}
V(m, n) = \begin{cases} 
\frac{N - m}{N^2}, & \text{for } m = 0, 1, \ldots, N-1, n = 0, \\
\left(\frac{(N-m)\cos\frac{m\pi}{N} - \csc\frac{m\pi}{N} \sin\frac{m\pi}{N}}{N^2}\right), & \text{for } m = 0, 1, \ldots, N-1, n = 1, 2, \ldots, N-1.
\end{cases} \quad (9)
\end{equation}

The design approach of one-dimensional all phase discrete cosine sequency filter can be extended to two-dimension. It can be proven that the all phase discrete cosine sequency filter $Q$ with size of $N \times N$ also has the zero-phase characteristic by (10).
\begin{equation}
Q(m, n) = Q(m, -n) = Q(-m, n) = Q(-m, -n), \quad m = 0, 1, \ldots, N-1, n = 0, 1, \ldots, N-1. \quad (10)
\end{equation}

Apparently, if we know the lower right corner 1/4 of $Q$, $Q$ can be obtained by using the symmetric property.

For two-dimensional all phase discrete cosine sequency filter $Q$, we can get
\begin{equation}
Q_{1/4} = VFV^T \quad (11)
\end{equation}
where $F$ is the sequency response matrix with size of $N \times N$. Therefore the design method of $Q$ is composed of (9)-(11).

B. Selection of All Phase Discrete Cosine Sequency Filter

The selection of all phase discrete cosine sequency filter includes the selection of size and determination of transition zone.

The size of filter is selected by calculating the amount of computation which is mainly composed of multiplication operation. When we apply all phase discrete cosine sequency filter with size of $5 \times 5$ to image, the amount of computation for each pixel is $5 \times 5 = 25$. If all phase discrete cosine sequency filter with size of $7 \times 7$ is used, the amount of computation for each pixel is $7 \times 7 = 49$. And these two filters show close performance. Therefore, all phase discrete cosine sequency filter with size of $5 \times 5$ is selected in the paper.

The determination of filter transition zone is to distribute the high and low frequency subbands of filtering by experiments. The sequency response chosen in the paper is shown as follows:
\begin{equation}
F_{3x3} = \begin{bmatrix} 1 & 0.3 & 0 \\ 0.3 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\end{equation}

Now we can compute the all phase discrete cosine sequency filter with size of $5 \times 5$ according to the design method above. The two-dimensional all phase discrete cosine sequency filter of zero-phase characteristic is shown below:
\begin{equation}
h_{5x5} = \begin{bmatrix} 0.001 & 0.014 & 0.031 & 0.014 & 0.001 \\ 0.014 & 0.049 & 0.096 & 0.049 & 0.014 \\ 0.031 & 0.096 & 0.178 & 0.096 & 0.031 \\ 0.014 & 0.049 & 0.096 & 0.049 & 0.014 \\ 0.001 & 0.014 & 0.031 & 0.014 & 0.001 \end{bmatrix}
\end{equation}

III. MALLAT ALGORITHM FOR WAVELET DECOMPOSITION

The flow chart of Mallat algorithm for finite length sequence $\{c_{j,k}\}$ is shown in Fig. 1 [7]. The decomposition algorithm can be written as
\[ c'_{N-1,k} = \sum_{i=0}^{N-1} \tilde{p}_i c_{N,k+i}, \quad d'_{N-1,k} = \sum_{i=0}^{N-1} \tilde{q}_i c_{N,k+i} \]  
\[ c_{N-1,k} = c'_{N-1,k}, \quad d_{N-1,k} = d'_{N-1,k} \]

Take anti-symmetrical biorthogonal wavelet filter banks with the same even length Bior5.1 for example, the coefficients are as follows [4]:

\[ \{ \tilde{p}_3 \} = \{ \tilde{p}_2 \sim \tilde{p}_3 \} = \{0.0442, 0.2210, 0.4419, 0.4419, 0.2210, 0.0442\}; \]
\[ \{ \tilde{q}_3 \} = \{ \tilde{q}_2 \sim \tilde{q}_3 \} = \{0.2652, 1.3258, 1.7678, -1.7678, -1.3258, -0.2652\}; \]
\[ \{ p_3 \} = \{ p_2 \sim p_3 \} = \{0.2652, -1.3258, 1.7678, 1.7678, -1.3258, 0.2652\}; \]
\[ \{ q_3 \} = \{ q_2 \sim q_3 \} = \{0.0442, -0.2210, 0.4419, -0.4419, 0.2210, -0.0442\}. \]
\[ c_{N,k} = \{162, 163, 166, 162, 155, 160, 157, 161\} \quad (L=8) \]

is taken from Lena for wavelet decomposition and reconstruction processes, the flow charts of which are shown in Fig. 2.

Fig. 1. Mallat algorithm of finite length sequence.

Fig. 2. An example of ESE with image data (L = 8): (a) The decomposition process, (b) The reconstruction process.
IV. EDGE DETECTION ALGORITHM BASED ON ADAPTIVE THRESHOLD

A. Threshold Detection by Histogram Matching Edge Gradient Value

After wavelet decomposition, four areas are derived: horizontal and vertical low frequency information (LL); horizontal high frequency and vertical low frequency information (HL); horizontal low frequency and vertical high frequency information (LH); horizontal and vertical high frequency information (HH) [8]. Since the HL and LH contain most of image details, they are selected for edge detection in the paper. Firstly, we compute the absolute values of high frequency data. Subsequently the high frequency data are extended to 200 and converted to integers as line amplitude. With the increase of line amplitude, the number of pixels becomes smaller, as shown in Fig. 3(a). Most places of the image changes gently. And there is no obvious boundary between the place changing dramatically and the one changing gently. Therefore we need to construct a mathematical model to fit it. With the properties of sharp dropping like histogram and obvious boundaries, the step function \( g(s) \) in Fig. 3(b) fits Fig. 3(a) very well.

\[
\eta = v - P. \quad \text{Therefore, the coordinate of intersection point of } \eta \text{ and } 2\sigma\sigma \text{ is the solution of } f(x) = 0 [6].
\]

Fig. 3. Threshold detection by histogram matching edge gradient value: (a) Histogram, (b) The step function matching histogram.

If the shaking of histogram is ignored, monotonically decreasing \( Z(s) \) is obtained, as shown in Fig. 3(b). In Fig. 3(b), the \( s \) means the amplitude of gradient and the sample space is \([0, A]\). The \( x \) means the coordinate of step point. The step function \( g(s) \) is

\[
g(s) = \begin{cases} h, & 0 \leq s < x \\ y, & x \leq s < A \end{cases}
\]

(14)

If the area under the curve \( Z(s) \) is \( w \), to achieve the same total probability fit, the constraint condition satisfies:

\[
\int_0^h Z(s) ds = \int_y^A g(s) ds = hx + y(A - x) = w
\]

(15)

After derivation, we can get

\[
f(x) = A(\eta - 2\sigma\sigma) = 0
\]

(16)

where

\[
v = \frac{w}{A}, \quad P = \frac{1}{A-x} \int_0^{A} Z(s) ds, \quad \sigma = \frac{x}{A} \quad \text{and} \quad \eta = Z(x) - P,
\]

B. Process of Edge Detection Algorithm

Fig. 4(a) shows the main program flow chart of edge detection algorithm based on adaptive threshold. Firstly, all phase discrete cosine sequence filtering is applied to an image, which produces the low frequency and high frequency subbands. After wavelet decomposition to the low frequency subband, four areas are derived: LL, HL, LH and HH. Then the HL and LH are respectively performed with adaptive threshold processing. Finally, the edge information from HL and LH are combined for obtaining the edge image.

Adaptive threshold processing flow chart is shown in Fig. 4(b). Firstly, we compute the absolute values of high frequency data. Subsequently the high frequency data are extended to 200 and converted to integers. We proceed the histogram statistics according to the number of pixels which are equal to each value in \((0,200)\) and deposit them in the array. After smoothing the array, the two curves \( \eta \) and \( 2\sigma\sigma \) are computed. Then we find the
intersection of two curves for obtaining threshold. Finally, the high frequency data go through threshold processing to get edge.

The edge detection algorithm based on artificial threshold is similar to the adaptive one. The difference between them is adaptive threshold processing. Artificial threshold processing is introduced as follows. Firstly, the absolute values of high frequency data are computed. Then the high frequency data are extended to 200 and converted to integers. We choose 200/10 as the threshold to proceed threshold processing for getting edge.

V. EXPERIMENTAL RESULTS

In the paper, all experimental results are obtained with MATLAB 7.8. To test the proposed scheme and compare with edge detection algorithm based on artificial threshold, gray images Lena and Barbara with size of 512×512 are used in the experiments. Anti-symmetrical biorthogonal wavelet Bior5.1 is used in wavelet decomposition process.

![Fig. 5. Image Lena and its edge detection results: (a) Original image Lena, (b) Artificial threshold method, (c) Adaptive threshold method.](image1)

Fig. 5 shows the original image Lena (Fig. 5(a)) and its edge detection results. Fig. 5(b) and Fig. 5(c) show Lena’s edge images obtained by the edge detection algorithms based on artificial threshold and adaptive threshold respectively. Fig. 6 shows the original image Barbara (Fig. 6(a)) and its edge detection results. Fig. 6(b) and Fig. 6(c) show Barbara’s edge images obtained by the edge detection algorithms based on artificial threshold and adaptive threshold respectively.

![Fig. 6. Image Barbara and its edge detection results: (a) Original image Barbara, (b) Artificial threshold method, (c) Adaptive threshold method.](image2)

From the experimental results in Fig. 5 and Fig. 6, we can see that the performance of edge detection algorithm based on adaptive threshold is good in terms of edge detection comprehensiveness and edge positioning accuracy. In order to realize the best edge detection performance, the edge detection algorithm based on adaptive threshold can create dynamic threshold adaptively for different images. However, the edge detection algorithm based on artificial threshold shows poor performance especially in terms of edge positioning accuracy. Therefore, the performance of edge detection algorithm based on adaptive threshold is better than the one based on artificial threshold.

VI. CONCLUSION

In this paper, the theory of all phase discrete cosine sequency filtering is introduced. The edge detection algorithm based on adaptive threshold consists of three steps: all phase discrete cosine sequency filtering, wavelet decomposition and adaptive threshold processing. Two edge detection algorithms based on artificial threshold and adaptive threshold are achieved. The experiments to typical test images are done in MATLAB tool. Compared with the edge detection algorithm based on artificial threshold, the one based on adaptive threshold can create dynamic threshold adaptively and show better edge detection performance especially in terms of edge positioning accuracy.
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