Abstract—A multibeam satellite system can be modelled as a multiple-input multiple-output (MIMO) system with an interbeam interference matrix that is derived from the positions of the users in the different beams. This way it is possible to apply precoding techniques, such as Tomlinson-Harashima precoding (THP), to mitigate the interference. This paper presents an analytical framework to model the interference by a simple and effective parameter, which enables to assess the uncoded bit error rate (BER) of THP in such a scenario, and to derive useful hints on the optimization of the overall system capacity.
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I. INTRODUCTION

Large satellites built and launched in the last few years quite always employ multiple spotbeams, which allow to exploit more efficiently satellite resources at the price of more complex antenna systems. Indeed, the emission pattern of on-board antennas enables to confine the transmitted power on each frequency to a limited region of the Earth surface, and thus to reuse the same frequency to transmit on different beams. This way, these satellite systems exploit the frequency reuse concept employed also in cellular systems: beams characterized by different frequencies are organized in clusters [1], in such a way that beams in the same frequency are spaced as far as possible in order to reduce the co-channel interference (CCI). However, the residual CCI still represents the effect that limits the capacity in this type of systems.

Many techniques, mainly developed for terrestrial systems, and applied at either the receiver or the transmitter or both, can reduce or almost eliminate the CCI [2] [3]. In order to eliminate the CCI at the receiver as proposed in [4] by an iterative cancellation approach, the receiver complexity and cost are highly increased. As a consequence, many efforts have been made to move the CCI cancellation at the transmitter side, where the impact of signal processing costs is much lower [5]. In this view, information theory results have shown that the link capacity with interference is the same as in absence of interference, provided that this is perfectly known to the transmitter [6], and can be exploited by means of dirty-paper coding (DPC).

Unfortunately, transposing the theoretical results of Costa into practical systems is very difficult. Indeed, finding out the optimal precoding technique, which achieves the DPC capacity, is proven to be a non polynomial (NP) hard problem, i.e. with unmanageable complexity. On the other hand, simpler linear precoding (LP) techniques [7], with manageable complexity, generally produce considerable performance degradation. Tomlinson-Harashima precoding (THP) is a simple although effective technique for eliminating CCI with only a limited increase in complexity with respect to LP. Originally developed to eliminate inter-symbol interference (ISI) in channels with memory, THP has been recently applied successfully to multiple-input multiple-output (MIMO) channels precoding [8], with a mathematical framework that can be exploited also for multibeam satellite systems simply replacing the channel matrix with the inter-beam interference matrix [9]. Basically, THP eliminates most of the transmission power increase of LP resorting to a modulo operation [5], both at the transmitter and the receiver side, which permits a perfect reconstruction of the information signal (in absence of noise). Thus, the use of THP in multibeam satellite systems to limit the inter-beam interference, which translates in a reduction of the beam cluster size and of the bandwidth usage per beam, globally produces an increase of the overall system capacity. In this work we show how the performance of this precoding technique is closely related to the characteristics of the inter-beam interference matrix, which in turn depends on the positions of the users on the ground. Specifically, we define a simple framework to analytically model the impact of the interference matrix characteristics on the BER performance of state-of-the art precoding techniques and we compare the throughput of precoded systems and clustered systems in the presence of CCI. This allows us to assess gains and drawbacks induced by precoding in a simple but effective way, which can be used to design multibeam satellite systems.

The rest of the paper is organized as follows. Section II describes the scenario and the THP considered in our analysis, while Section III discusses the importance of the users position for the precoder performance. In Section IV the throughput obtained with clustering and precoding (for different users placements) are compared and simulation results are presented in Section V. Finally, some conclusions are drawn in Section VI.

II. SCENARIO AND BACKGROUND

A. System model

We consider a multibeam broadband satellite system affected by CCI. Specifically, we focus on the forward link of a practical geostationary satellite system [10] for broadcasting, which works in the K-band (20 Ghz) and is located over Europe at 19° E.

This satellite covers its own area by employing 96 adjacent spot beams. Specifically, we will concentrate on two scenarios where \( K = 10 \) beams are organized according either to a cluster size \( n_C = 1 \) (Fig. 1) or \( n_C = 3 \) (Fig. 2).
Both the scenarios correspond to a broadcast MIMO channel, with a unique transmitter that sends $K$ independent information streams to $K$ independent receivers, located in $K$ different main beams, which suffer the interference from the other $K-1$ beam side-lobs. Mathematically, this is represented by a $K \times K$ interference matrix $H$ that has on the $(i,j)$-th element $H_{i,j}$ (the square ratio of) the power of the $j$-th beam received by the $i$-th receiver, normalized by (the square ratio of) the power of the $j$-th beam on its own receiver [1].

In the following, we will indicate with $A_{i,j}$ the $(i,j)$-th element of a matrix $A$ and with $a_i$ the $i$-th element of a vector $a$, and with $\Re a$, $\Im a$ the real and imaginary parts of $a$.

In order to cope with CCI, the transmitter can modify the Quadrature Amplitude Modulation (QAM) modulated information vector $x$ to be transmitted to the $K$ users, in such a way to compensate the effect of the CCI. In a matricial form this is expressed by

$$y = f(x), \quad g(Hy) = x,$$

where $y$ is the transmitted signal, while $f(\cdot)$ and $g(\cdot)$ are suitable functions that eliminate the CCI at the transmitter and at the receiver, respectively. The received signal $z$ is consequently expressed by

$$z = Hy + n,$$  

where the vector $n$ is the thermal noise and the estimated signal $g(z) = x + \tilde{n}$ is affected by a noise vector $\tilde{n}$ obtained by a transformation of the random vector $n$.

**B. Tomlinson-Harashima Precoding**

A very simple way to eliminate CCI is linear precoding (LP), which is accomplished, in a vector-matrix notation, by premultiplying the transmitted vector $x$ by the Moore-Penrose pseudo-inverse of $H$. However, this LP designed by means of a zero-forcing (ZF) approach, that is $y_{\text{LP}} = H^+x$, induces a large waste of power at the transmitter when $H$ is ill-conditioned [7].

In order to counteract this drawback, Tomlinson-Harashima Precoding (THP) has been introduced [11] [12]. The main idea underlying THP is to constrain the transmitted power by replacing the QAM-modulated signal $x$ with a suitable signal that is equivalent to $x$ after the decoding at the receiver but requires less power to be transmitted after precoding. Specifically, THP exploits the mathematical concept of lattice by partitioning the $C$ complex plane in a square lattice and by establishing an equivalence among the elements of this lattice. Specifically, a modulo operation is employed both at the transmitter and at the receiver in order to constrain each component of the complex vector generated in the precoding in a square centered in the origin of the complex plane with side $S = 4\sqrt{M}/\sqrt{2(M-1)}^{3/2}$, where $M$ is the QAM constellation size, maintaining the position they had with respect to the centers of their own squares within the lattice[13]. This operation can be written, for each dimension, as

$$\text{MOD}_M(x) = x - 2\sqrt{M} \left\lfloor x - \sqrt{M} \right\rfloor / 2\sqrt{M}.$$  

This way the power of the transmitted signal is kept below a certain value. Actually, the modulo operation is equivalent to add to a suitable transformation of the vector $x$ a complex vector $d \in (\mathbb{S}Z)^K \times (\mathbb{S}Z)^K$, as we will detail below. In order to make possible the decoding at the receiver with the same modulo operation it is necessary that this corresponds to add a complex vector $\tilde{d} \in (\mathbb{S}Z)^K \times (\mathbb{S}Z)^K$ to the LP received signal $z = x + n$.

Summarizing, THP can be viewed as a LP where $x$ is replaced by $v = x + \tilde{d}$, such that
\[
\text{MOD}_M(\mathbb{R}(\mathbf{HH}^H(x + d))) = \text{MOD}_M(\mathbb{R}(x + d)) = \mathbb{R}x,
\]
\[
\text{MOD}_M(\mathbb{Z}(\mathbf{HH}^H(x + d))) = \text{MOD}_M(\mathbb{Z}(x + d)) = \mathbb{Z}x. \quad (4)
\]

The goal of THP in order to minimize the transmitted power is to solve the minimization problem
\[
\arg \min_{y \in \mathbb{R}^K} \min_{\mathbf{v} \in \mathbb{Z}^K} \| y \|^2,
\]
where \( y = \mathbf{H}^H \mathbf{v} \) is the transmitted signal.

Unfortunately, this problem is known to be NP-hard [14], and thus is necessary to resort to some sub-optimal approach.

In the following we will briefly explain how THP works by recasting state of the art precoding techniques. In order to exploit the modulo operation, the channel inversion is partially accomplished in a recursive fashion by means of a feedback matrix \( \mathbf{B} \), which is strictly lower-triangular, with a null main diagonal, and such that \( \mathbf{H}^H = \mathbf{F}^{-1} \mathbf{Z} \), where \( \mathbf{C} = \mathbf{I} + \mathbf{B} \). \( \mathbf{F} \) and \( \mathbf{Z} \) are the matrices that complete the inversion of \( \mathbf{H} \) and should be chosen minimizing the eigenvalues of \( \mathbf{F} \). In fact THP reduces the power of the transmitted signal \( y \) by constraining the power of the signal vector \( \mathbf{b} \) (generated before the forward matrix \( \mathbf{F} \)), whose elements are calculated as
\[
b_k = a_k - \sum_{j=1}^{k-1} B_{k,j} b_j + d_k,
\]
where \( \mathbf{a} = \mathbf{Zx} \) and \( d_k \) is the element of the lattice \( \mathbb{L} \) that minimizes the power of \( b_k \) by placing it in \([-S/2, S/2] \times [-S/2, S/2] \). It is worth noting that \( d_1 = 0 \) and \( b_1 = a_1 \). The vector \( \mathbf{b} \) is consequently
\[
\mathbf{b} = \mathbf{C}^{-1}(\mathbf{a} + \mathbf{d}) = \mathbf{C}^{-1}\mathbf{Z}(x + \tilde{d}),
\]
which shows the equivalence of THP with a LP calculated on suitable points of the lattice \( \mathbb{L} \).

The design of the matrices \( \mathbf{F} \) and \( \mathbf{Z} \) can be obtained with affordable complexity using the so-called Lattice Reduction Aided (LRA) precoding [15], which exploits a particular factorization of the matrix \( \mathbf{H} \). Specifically, in order to exploit LRA, (2) is rewritten as
\[
\mathbf{z}_r = \begin{bmatrix} \mathbb{R} \mathbf{z} \\ \mathbb{Z} \end{bmatrix} = \begin{bmatrix} \mathbb{R} \mathbf{H} - \mathbb{Z} \mathbf{H} \\ \mathbb{Z} \mathbf{H} \mathbb{R} \mathbf{H} \end{bmatrix} \begin{bmatrix} \mathbb{R} \mathbf{y} \\ \mathbb{Z} \mathbf{y} \end{bmatrix} + \begin{bmatrix} \mathbb{R} \mathbf{n} \\ \mathbb{Z} \mathbf{n} \end{bmatrix} = \mathbf{H}_r \begin{bmatrix} \mathbb{R} \mathbf{y} \\ \mathbb{Z} \mathbf{y} \end{bmatrix} + \begin{bmatrix} \mathbb{R} \mathbf{n} \\ \mathbb{Z} \mathbf{n} \end{bmatrix} = \mathbf{H}_r \mathbf{y}_r + \mathbf{n}_r, \quad (8)
\]
where the subscript \( r \) indicates the real-form of a complex vector or matrix as in (8). This way, in order to minimize the power of \( \mathbf{y}_r \), the Lenstra-Lenstra-Lovasz (LLL) algorithm [16] is used to derive the factorization
\[
\mathbf{H}_r = \mathbf{R} \mathbf{W}^H \mathbf{Q},
\]
where \( \mathbf{R} \) is an integer matrix, \( \mathbf{W} \) is the LLL-reduced basis matrix and \( \mathbf{Q} \) is a suitable unitary matrix which accounts also for the ordering of the users that guarantees the best performance [9]. It is worth noting that \( \mathbf{W} \) is strictly lower triangular and is nearly unitary.

Such a factorization corresponds to a THP where
\[
\mathbf{H}_r^H(\mathbf{x}_r + \mathbf{d}_r) = \mathbf{F}_r \mathbf{C}_r^{-1} \mathbf{Z}_r(\mathbf{x}_r + \mathbf{d}_r), \quad (10)
\]
with \( \mathbf{C}_r = \mathbf{W} \mathbf{D}, \mathbf{F}_r = \mathbf{Q}^H \mathbf{D} \) and \( \mathbf{Z}_r = \mathbf{R}^H \).

Noteworthy, the matrix \( \mathbf{Q} \) is unitary, thus the power increase at the transmitter caused by the forward matrix \( \mathbf{F}_r \) premultiplication only depends on the diagonal matrix \( \mathbf{D} \). Consequently, we can evaluate the SNR reduction caused by the inversion of \( \mathbf{H} \) as
\[
g_{\text{LLL}} = \frac{\text{SNR}_R}{\text{SNR}_T} = \frac{12K}{S^2 \sum_{k=1}^{2K} \frac{1}{|W_{k,k}|^2}}, \quad (11)
\]
where \( \text{SNR}_R \) and \( \text{SNR}_T \) are the SNR at the receiver and at the transmitter, respectively, while \( D_{k,k} = 1/W_{k,k}, \forall k \) and the term \( 12/S^2 \) accounts for the fact that the elements of \( \mathbf{b}_r \) are roughly uniformly distributed in \([-S/2, S/2] \). With the LLL algorithm the THP does not act on \( \mathbf{x}_r + \tilde{\mathbf{d}}_r \) but on \( \mathbf{a}_r + \tilde{\mathbf{d}}_r = \mathbf{R}^H(\mathbf{x}_r + \tilde{\mathbf{d}}_r) \). It is worth noting that the receiver can successfully decode the signal \( \mathbf{z}_r = \mathbf{H}_r \mathbf{F}_r \mathbf{C}_r^{-1}(\mathbf{x}_r + \tilde{\mathbf{d}}_r) + \mathbf{n}_r \), because \( \mathbf{Z}_r^{-1} = (\mathbf{R}^H)^{-1} \) is an integer matrix and \( \tilde{\mathbf{d}}_r = (\mathbf{R}^H)^{-1} \mathbf{d}_r \) is still a point of the lattice \( \mathbb{L} \). Since the matrix \( \mathbf{W} \) is nearly unitary, the SNR degradation \( g_{\text{LLL}} \) is limited with respect to other possible factorizations of \( \mathbf{H} \) such as the Cholesky factorization [13], where \( \mathbf{Z} = 1 \).

Even if LRA precoding is not optimum, known methods that can outperform it have a much higher complexity and can be impractical for a high \( K \) [15]. As a consequence, in the following we will consider LRA precoding as a reference for our analysis of the BER performance of LRA THP.

C. Theoretical BER Estimation for THP

We have assessed above the SNR degradation induced by LRA THP. However, BER performance is affected also by the modulo operation that the receiver has to perform to recover the transmitted signal. In fact, even if the CCI is perfectly cancelled, the noise at the receiver can cause a wrong estimation of the vector \( \mathbf{d} \). This corresponds to have several replicas of the M-QAM constellation on the \( \mathbb{R}^2 \) plane, with an enhanced SER.

For the general M-QAM case the uncoded BER performance of THP is readily assessed if we note that, because of the modulo operation, all the symbols have four neighbors, while in the AWGN case this does not hold true for the symbols on the borders of the constellation. Therefore, when modulo operation is applied all the symbols have the same SER (and, with Gray coding, the same BER), thus the THP uncoded BER is obtained by removing the term \( 1 - 1/\sqrt{M} \) (which accounts for the different SER of the symbols on the borders of the constellation) from the well-known AWGN BER expressions [18]:
\[
\text{BER}_{\text{LLL}} = 1 - (1 - \tilde{P}_S)^2, \quad (12)
\]
\[
\hat{P}_{SC} = \frac{2}{k} Q \left( \sqrt{\frac{3k}{M - 1} g_{LLL} E_b / N_0} \right),
\]
(13)

where \( k = \log_2(M) \) is the number of bits per symbol and \( g_{LLL} \) is the SNR degradation in (11).

We show in Fig. 3 the almost perfect match between simulated and theoretical THP uncoded BER for QPSK and 16-QAM, and for two interference matrices corresponding to a moderate (case 1) and a high (case 2) CCI, respectively. Thus, assuming that the CCI is perfectly cancelled, it is possible to predict very well the uncoded BER experienced by a THP system by means of the sole \( g_{LLL} \) parameter.

### III. INTERFERENCE MODELLING

As explained in the previous Section, the BER performance of THP is strictly related to the characteristics of the interference matrix \( \mathbf{H} \) and to its specific factorization. Specifically, we have shown that the performance of LRA THP depends on the single parameter \( g_{LLL} \), which is the sum of the absolute values of the reciprocal of the entries on the diagonal of the LLL-reduced basis \( \mathbf{W} \), as shown in (11). Although a mathematical relation between this parameter and the positions of the receivers in their beams cannot be easily derived, it is clear that when two or more users are very close \( g_{LLL} \) usually assumes a lower value, i.e., the more the CCI, the more the SNR degradation for the precoding.

In order to have a meaningful assessment of the effect of users’ positioning on THP precoding, we generated 1000 sets of users uniformly placed on the \( K = 10 \) beams shown in Fig. 1. Then, for each set, we computed the interference matrix \( \mathbf{H} \) and the associated LLL-reduced basis \( \mathbf{W} \). We plot in Fig. 4 an histogram of the values of \( \sum_{k=1}^{K} |1/W_{k,k}|^2 \) assumed by each users’ set. It is evident that in most cases the LRA precoding is able to reduce the SNR degradation \( g_{LLL} \) to acceptable values (around 2 dB), although in some cases it can still be very high (up to 12 dB). Interestingly, we found a correlation coefficient \( \rho = 0.8 \) between the values of \( 1/g_{LLL} \) and \( 1/d_{\text{MIN}} \), where,
for each set of users, \(d_{\text{MIN}}\) is the minimum distance among the users’ positions. This clearly indicates that \(d_{\text{MIN}}\) plays a major role in determining the performance of LRA precoding.

Let us consider the two interference matrices \(H_{av}\) and \(H_{wc}\) corresponding to a set with \(g_{LLL} \approx E\{g_{LLL}\}\) and \(\hat{g}_{LLL} = \min g_{LLL}\), respectively. Figs. 5 and 6 present the THP uncoded BER performance corresponding to a system with full frequency reuse and interference matrices \(H_{av}\) and \(H_{wc}\), respectively, compared with the performance of a system without precoding and \(n_C = 3\). Moreover, since in the last case the available bandwidth is three times higher, we compare the BER performance of 64-QAM modulation for the system without precoding and QPSK modulation for the LRA-precoded system, such that the throughput is roughly the same. Fig. 5 shows that in the average case the LRA-precoded system has better uncoded BERs for all the SNRs of interest. On the contrary, one can see in Fig. 6 that in the worst case scenario the system without precoding yields better uncoded BER performance for low SNR, suggesting that the utility of precoding strongly depends on the considered scenario. In the next Sections we will assess thoroughly the improvements and the drawbacks on the throughput coming from using LRA THP precoding.

IV. THROUGHPUT COMPARISON

We have compared the throughput of a satellite multibeam system in the case of cluster size \(n_C = 3\), when the precoding is not necessary, and in the case \(n_C = 1\), where THP allows the elimination of CCI without degrading too much the SNR. This last scenario allows the exploitation of a bandwidth three times higher, even if a greater bandwidth corresponds to a higher noise power, as we will discuss later on.

It is worth noting that despite the little CCI obtained by the usage of clusters, at high SNR the BER of a system without any form of CCI cancellation reaches a floor which is determined by the interference power. In order to obtain a better exploitation of the capacity of the channel, systems like DVB-S2 provide for Adaptive Coding and Modulation (ACM) [19]. For example, the DVB-S2 standard defines the SNR intervals for each different Transmission Mode (TM) and provides the corresponding spectral efficiency. For the higher TMs the BER floor caused by the interference can be relevant (see the 64-QAM BER curve in Figs. 5 and 6) and the real spectral efficiency in the presence of CCI can be significantly different from the expected one. Indeed, it is possible that for certain values of the interference the highest TMs cannot be employed.

Noteworthy, it would be easy to derive the Signal to Noise and Interference Ratio (SNIR) for each receiver from the knowledge of the interference matrix \(H\). However, the BER performance for a given SNIR does not correspond to that obtained with an equivalent SNR, because the interference is not Gaussian as the noise. For this reason, we have to resort to simulation to assess the BER performance of a system with the CCI. Moreover, also in the case of perfect (ZF) elimination of the CCI, the noise seen by the receiver is not Gaussian because of the modulo operation, and thus the coded BER is in general different from the AWGN scenario [8]. Consequently, even if we can readily determine the SNR gap due to the precoding, as shown in sec. II.C, we have in general to obtain the coded BER also by simulation.

Since we are not interested in assessing the exact performance of DVB-S2, while we just aim to compare the throughput of THP and \(n_C = 1\) with no precoding and \(n_C = 3\), we do not employ herein the DVB-S2 ACM definition by resorting to a much simpler ACM scheme, which can ensure a good exploitation of the capacity of the channel without requiring excessively long simulations. We have defined a custom ACM scheme based on three modulations: QPSK, 16-QAM and 64-QAM; and on five BCH codes with code-rates 1/4, 1/2, 2/3, 3/4 and 9/10 and codeword length 1024 bits. The information bits per codeword and the correction capabilities are 258, 513, 688, 778 and 923, and 106, 57, 37, 25 and 10, respectively.

Fig. 7 is an example to show how we derive the throughput of a system without precoding and with cluster size \(n_C = 3\): we calculate the throughput for all the modulations and all the code-rates and then, for each SNR, we select the ACM mode with the highest throughput.

Using this ACM scheme, we compared the throughput of three systems corresponding to the clusterings shown in Figs. 1 and 2. The first one is characterized by a cluster size \(n_C = 3\), as shown in Fig. 2, in order to reduce the CCI, and thus does not employ any precoding, while the other two systems exploit LRA THP to eliminate CCI and allow a full frequency reuse, i.e., cluster size \(n_C = 1\), as shown in Fig. 1. Specifically, we consider an ‘average’ placement of the users in the 10 beams of Fig. 1, corresponding to the interference matrix \(H_{av}\) defined in Section III and the worst case placement shown in Fig. 1 that corresponds to the matrix \(H_{wc}\).

Fig. 8 plots the throughput of the systems as a function of the SNR at the transmitter that is defined \(\text{SNR}_T = P_T/(B N_0)\), where \(P_T\) is the transmitted power of the satellite gateway, while the bandwidth is either \(B = 10\) MHz or \(B = 30\) MHz for cluster size \(n_C = 3\) and \(n_C = 1\), respectively.
Consequently, when the same ACM mode is employed, the throughput at saturation is three times higher for the case $n_C = 1$. Thus, if the ACM scheme is fixed, precoding brings a big advantage at high SNR$_T$ values.

It can be observed in Fig. 8 that the throughput of a system with full frequency reuse and an “average” value of the interbeam interference (employing precoding) clearly outperforms a system with cluster size $n_C = 3$ (and no precoding) for SNR$_T$ values bigger than 14 dB. It is difficult to give general statements for SNR$_T$ values higher than 20 dB, since higher order modulations were not enabled for the system with $n_C = 3$; however if the ACM scheme is assumed to be fixed for both systems, then precoding with $n_C = 1$ again outperforms $n_C = 3$ with no precoding also in this region. On the other hand, Fig. 8 shows that, for SNR$_T$ higher than 20 dB, LRA THP with ‘average’ CCI achieves a throughput that exceed the channel capacity of the system with $n_C = 3$. Moreover, the gap between the capacity of the two systems clearly increases with SNR$_T$. Anyway a deeper analysis of this case is left for future works. Conversely, in the case of bad inter-beam interference ("worst case") the throughput curve of the system with $n_C = 1$ is shifted by almost 9 dB and it becomes higher than the $n_C = 3$ case only for very high SNR$_T$ values, which makes it not very viable. In this respect it is worth noting that the system without precoding has a more than 5 dB advantage on the two $n_C = 1$ scenarios which comes from the fact that the system works on a bandwidth three times smaller and consequently faces a noise which is three times less powerful.

V. CONCLUSION

We have shown in this paper that, by exploiting the MIMO structure of multibeam satellite channels, DPC techniques (such as Tomlinson-Harashima Precoding) can be successfully applied. The use of such a precoding technique makes sense only in situations of intermediate inter-beam interference, when the positions of simultaneous users on the ground (located in the different beams) induce a particular structure of the interference matrix $H$. We have also highlighted how this apparently complex interference level’s dependence on the users positions can be simply modelled by a single parameter obtained by an opportune factorization of the interference matrix $H$. The values of such a parameter can be used to better exploit the frequency reuse in the satellite beams and to boost the overall system capacity.
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