APPLICATION OF NEURAL NETWORK FOR FORECASTING OF EXCHANGE RATES AND FOREX TRADING
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Abstract. Expert methods, which widely applied for human decision making, were employed for neural networks. It was developed an exchange rates prediction and trading algorithm with using of experts information processing techniques - Delphi method and prediction compatibility. Proposed algorithm limited to eight experts. Each of experts represented recurrent neural network, Evolino-based Long Short-Term Memory (LSTM) by using of genetic learning algorithm, EVOlution of recurrent systems with LINear Outputs (EVOLINO). Statistical investigation of offered algorithm shows the significantly increase of the reliability of prediction. Developed algorithm was applied for trading of historical forex exchange rates. Obtained test trading results were presented.
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1. Introduction

The problem of stock index prediction is one of the most popular targets for various prediction methods in the area of finance and economics. According to Wong et al. (1997), the most frequent areas of neural network applications are production/operations (53.5%) and finance (25.4%).

A stock market prediction system using Modular neural networks is presented by Kimoto and Asakawa (1990). The system is based on expert modules. Each expert had its own input domain and pre-processing unit. For inputs were used vectors of interest rate, Down Johns New York average, turnover, foreign exchange rate. This algorithm applied for investigation of TOPEX (Tokyo Stock Exchange Index).

Prediction system, useful in forecasting midterm price trend in Taiwan stock market, was proposed by Jung et al. (1996). Authors used an ARIMA (Autoregressive Integrated Moving Average) based recurrent neural network. This system is capable of predicting up to 6 weeks market trend with acceptable accuracy. Modification and acceleration of MNN (Modular Neural Network) operating principles was described in article of Schmidt and Bandar (1997).

Other authors investigate in the papers the GA (Genetic Algorithms) approach for the prediction of Stock prices indexes (Szoto, Fong 2000; Kim, Han 2000; Mandziuk, Jaroszewicz 2007; Choudhry 2008) and exchange market (Sher 2011). Also Hassan et al. (2007) proposed and implemented the fusion model by combining the HMM (Hidden Markov Model) and GA to forecast financial market behaviour.

Fuzzy Boolean Neural (FBN) network models (Tomė, Carvalho 2005) have also been used for prediction of stock market indexes. This model has been proposed as nets capable to learn qualitative rules and reasonably to use these rules. The idea behind this approach is reasonably obtain the next value from passed values, assuming the variable behaviour can be described by a set of qualitative rules.

Qiang et al. (2005) presents an improved neural network model titled Amnestic neural network, which simulates human cognitive behaviour of forgetting, to solve the problem of cross-temporal data selection. The effective of this model was tested by the application to stock price prediction in the stock market of China.

Multi-branch neural networks (MBNN) could have higher representation and generalization ability than conventional NN’s (Yamashita, Hirarsawa 2005). It was investigated in this paper the accuracy of prediction of TOPIX (Tokyo stock exchange prices indexes) using MBNN. Using of inputs for MBNN TOPIX related values of time series and other information could learn the char-
acteristics of time series and predict the TOPIX values of the next day.

The Multi-layer perceptron as well as Radial Basis Function neural network architectures were implemented as classifiers to forecast the closing index price performance (Patel, Marwala 2006). Following networks classifiers were based on a profitable trading strategy that outperforms the long-term “Buy and hold” trading strategy which was used for investigation of Dow Jones Industrial Average, Johannesburg Stock Exchange All Share, Nasdaq and the Nikkei Stock indices.

Authors Rai and Rai (2011) summarized the comparison of different Neural Network types for stock prediction. Despite enormous previous efforts and a wide range of methods applied to this problem, efficient stock market prediction remains a difficult task mainly due to complex and varying in time dependencies between factors affecting the price.

Exploit of RNN (Recurrent Neural Network) based on genetic learning algorithm (EVOLINO) has a statistically significant number of successful predictions, when parameters of RNN are properly chosen for prediction, but not without risk by investing (Maknickienė et al. 2011). The most popular way of increasing confidence among investors is the investment portfolio. The concepts of effectiveness, riskiness and reliability are three cornerstones of possibilities investing in exchange and capital markets (Rutkauskas, Stasytė 2009). Adequate investments portfolio seems to be theoretically sound and practically effective instrument for investment decision making in global capital and exchange markets (Rutkauskas et al 2009; Rutkauskas 2005; Stasytė 2008). The adequate investment portfolio anatomy and decisions using the imitative technologies (Rutkauskas 2006), forecasting by artificial intelligence (Lawrence 1997; McNelis 2005; Zhang, Xiao 1999; Rutkauskas et al. 2010) - all forecasting models are confronted with the reliability and risk reduction decision.

Complex problems, which are solving by number of competent professionals, often carried out using the methods of experts. Traditional paper-based on Delfi procedures, Web-based Delfi process (Colton, Haatcher 2004; Hsu, Sandford 2007) can be used to answer difficult questions.

Aim of this paper is to use recurrent neural networks based on genetic learning algorithm (EVOLINO) as the experts for using their decisions in the trading and research profitability of this model.

2. Description of EVOLINO neural network

It is very important to achieve stability of the forecasting, when a certain amount of unknown data sets in time could be found with some precision. On the other hand, predicted data must be examined at first on historical data sets for evaluating correlation between them.

One of the best known neural networks tools for non-linear prediction is recurrent neural network (Zhang, Xiao 2000) LSTM (Schmidhuber et al. 2006). Schmidhuber et al introduced a general framework of sequence learning algorithm, EVOlution of recurrent systems with LINear Outputs (EVOLINO) (Schmidhuber et al. 2005; Schmidhuber et al. 2006). Evolino uses evolution to discover good RNN hidden node weights, while using methods such as linear regression or quadratic programming to compute optimal linear mappings from the hidden state to the output.

When quadratic programming is used to maximize the margin, it is impossible to obtain the first evolutionary recurrent support vector machines. Evolino-based Long Short-Term Memory (LSTM) can solve tasks that Echo State nets can’t (Schmidhuber et al. 2005). There was introduced a new class of recurrent, truly sequential SVM-like devices with internal adaptive states, trained by a novel method called EVolution of systems with KErnel-based outputs (EVOKE), an instance of the recent Evolino class of methods.

Evoke evolves recurrent neural networks to detect and represent temporal dependencies while using quadratic programming/support vector regression and pseudo-inverse regression. Evoke is the first SVM-based mechanism which knows how to classify a context-sensitive language. It also outperforms recent state-of-the-art gradient-based recurrent neural networks (RNNs) on various time series prediction tasks. RNN learning is used for context-sensitive languages recognition and is a difficult and often increasing problem for standard recurrent neural networks (RNNs), because it requires unlimited memory resources. Authors (Goodman, Brette 2008; Schmidhuber et al. 2005; Schmidhuber et al. 2006) found that Evolino based LSTM learns on average faster and it is able to generalize substantially better that gradient-based LSTM. It is possible using Evolino to learn functions composed of multiple superimposed oscillators such as double sine and triple sine. Investigated network reached good learning and still makes very accurate predictions (Schmidhuber et al. 2005; Schmidhuber et al. 2006; Wierstra et al. 2005).

The Mackey-Glass system is a standard benchmark for non-linear time series prediction.
Authors (Schmidhuber et al. 2005) show deviation between the curves of Evolino generated and Mackey-glass system. Evolino is capable of making precise (0.0019) prediction in tasks like the Mackey-Glass benchmark.

The block diagram of Evolino recurrent neural network is shown in Figure 1. Evolino RNN forms LSTM network with $N = 4n$ memory cells, where $N$ is total amount of neurons and $n$ is amount of memory cells. The genetic evolution algorithm is applied to each quartet of memory cells separately. The cell has an internal state $S$ together with a forget gate $G_F$, which determines how much the state is attenuated at each time step. The input gate $G_I$ controls access to the cell by the external inputs that are summed into the $\Sigma$ unit, and the output gate $G_O$ controls when and how much the cell fires.

Dark black nodes represent the multiplication function and the linear regression. Moore-Penrose pseudo-inverse method used to compute the output (light big circle). The detail description of Evolino RNN algorithm could be found in (Schmidhuber et al. 2005; Schmidhuber et al. 2006).

Fig.1. LSTM network with four memory cells (Source: Schmidhuber et al. 2005)

Authors (Maknickienè et al. 2011) found high dependence of correct chosen inputs and successful time series predictions of learned RNN.

3. Expert prediction model

Expert prediction model incorporate three main stages: Delphi method, compatibility of neural networks predictions and reliability of forecasting.

The Delphi method is based on the assumption that group made decision are more valid than individual made decision. Our observations of neural network prediction shows, that some of the predictions are very accurate, but the others are in a contradictory, unstable and must be rejected. Delphi method makes it possible to achieve a certain consensus or clustering of forecasts. Three steps were needed for applying of Delphi method accordingly: finding of historical orthogonal data; forming of eight data sets; calculating of medians and quartiles.

At first the upper and lower quartiles must be determined, where value of a lower range quartile $Q_1$ evaluates cuts off lowest 25% of data and value of upper range quartile $Q_3$ is cuts off highest 25% of data. Thus, the median and two quartiles $Q_1$, $Q_{avg}$, $Q_3$ forms four considered the most desirable intervals. Now must be calculated compatibility of neural networks predictions, as a consensus of experts.

Consequently, the Delphi method could be continuously iterated until consensus is determined and achieved. In practice, the amount of iterations is limited in decision making process.

The next stage was compatibility of neural nets predictions. The evaluation of the performance could be considered enough reliable only if all evaluations of experts give the good compatibility of responses. Therefore it is necessary to achieve the compatibility of expert assessments. There are two ways to obtain the compatibility. First is variational response. In this case, the distance measured between the two events, usually measured in min and max of interval. Second, there are interquartile coefficients. Variational response is the difference between the first and third quartiles $Q_3 - Q_1$. Interquartile coefficient is the ratio of variational response and median:

$$q = \frac{Q_3 - Q_1}{Q_{avg}},$$

Interquartile coefficient ranges from -1 to +1 and is near zero, when the distribution is symmetrical with very small variation. It could be noted, that as in human-expert evaluations so in neural network assessment, one estimate of each experts may be more fair than as a whole groups.
The last stage was reliability of forecasting. Historical data of time series were used to confirm the reliability of forecasting. It was investigated actual values $y(t)$ at each time step $t$, where $t=1,...,N$ and $y_f(t)$ - forecast values at the same time step $t$. The Pearson’s correlation coefficient was chosen for verification of the accuracy and reliability of the model.

4. Trading model
The trading model could be described in four basic steps as follows (Fig. 2):
- Most orthogonal historical data, found for eight data sets, are bringing into two inputs of each RNN.
- The resulting eight predictions are arranging in ascending order.
- The median and quartiles are calculating. Extreme predictions are rejecting.
- The compatibility of the remaining forecasts is calculating. Decision maker assume, if new trade could be made, else the calculations repeats.

4.1. Validation of prediction
Validation of this prediction was made by calculating Pearson's correlation coefficients between historical and predicted values of EUR/USD exchange rates.

Sixty-five percents of Pearson’s correlation coefficients for the three trading days between predicting and historical values was obtained in range [0.6–1.0] and 83 % of the predicted market direction for all forecasts was true.

![Fig. 2. Block diagram of trading model (Souce:made by authors)](image)

Table 1. Pearson’s correlation coefficient at each trading day (Source: made by authors)

<table>
<thead>
<tr>
<th>No</th>
<th>3 days</th>
<th>5 days</th>
<th>No</th>
<th>3 days</th>
<th>5 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5439</td>
<td>0.2174</td>
<td>13</td>
<td>0.9963</td>
<td>0.538</td>
</tr>
<tr>
<td>2</td>
<td>0.8929</td>
<td>0.7754</td>
<td>14</td>
<td>0.9874</td>
<td>0.3413</td>
</tr>
<tr>
<td>3</td>
<td>0.9822</td>
<td>0.9151</td>
<td>15</td>
<td>-0.988</td>
<td>-0.8537</td>
</tr>
<tr>
<td>4</td>
<td>0.1198</td>
<td>0.7569</td>
<td>16</td>
<td>0.8142</td>
<td>0.7823</td>
</tr>
<tr>
<td>5</td>
<td>0.9816</td>
<td>0.8601</td>
<td>17</td>
<td>0.5422</td>
<td>0.52241</td>
</tr>
<tr>
<td>6</td>
<td>0.9134</td>
<td>0.0379</td>
<td>18</td>
<td>0.9954</td>
<td>0.6245</td>
</tr>
<tr>
<td>7</td>
<td>0.7709</td>
<td>0.5938</td>
<td>19</td>
<td>0.9700</td>
<td>-0.441</td>
</tr>
<tr>
<td>8</td>
<td>0.9832</td>
<td>0.9832</td>
<td>20</td>
<td>0.2167</td>
<td>0.1467</td>
</tr>
<tr>
<td>9</td>
<td>0.9322</td>
<td>0.4032</td>
<td>21</td>
<td>-0.742</td>
<td>0.4894</td>
</tr>
<tr>
<td>10</td>
<td>-0.9969</td>
<td>-0.3612</td>
<td>22</td>
<td>0.7652</td>
<td>0.8703</td>
</tr>
<tr>
<td>11</td>
<td>0.9552</td>
<td>-0.3370</td>
<td>23</td>
<td>0.9738</td>
<td>0.5271</td>
</tr>
<tr>
<td>12</td>
<td>-0.0453</td>
<td>-0.5983</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Five trading day’s prediction’s accuracy was 35 % and the correctly predicted market directions were 78 % of all trading days. Such model accuracy is enough to ensure a stable income growth in EUR/USD day trading. All correlations of historical and predicted data are given in Table 1.

4.2. Trading of EUR/USD exchange rate
For proving of efficiency of proposed trading model were used EUR/USD (European euro and United States dollars) daily historical exchange rates. Three and five day forecasts were investigated in our proposed trading model. All tradings were made on interval 11/2011–12/2011 when difficult global economic conditions were observed. The world felt in the threat of global economic crisis, and the euro zone will face considerable problems by the case of large Eurozone countries' debt. We are always faced uncertainty in our forecasts. Three and five days trading period was chosen. For finding of acceptable orthogonality of 100 point inputs two years time series data were used.

Evolino RNN, using the selected inputs, calculated eight outputs as 3, 5, 7 and 10-points forecasts. Each eight predictions were arranged in ascending order and medians and quartiles were calculated.

It was assumed, prediction must be in range $[Q_1;Q_3]$, and therefore our program calculated interquartile coefficient and a graph drawn. It was very important to determinate whether the prediction was enough reliable for making decision to regard transaction on the market. The interval, where interquartile coefficient for enough reliable prediction must be, was in range $[0.00–0.02]$. All predictions out of that range treated as not reliable, so they were rejected and prediction procedure repeated again. During observation time was rejected 7 out of 30 predictions, which did not satisfy the selected conditions of compatibility.
Three trading days steps were chosen to invest, because the model prediction accuracy for three days was the most. 10,000 units of conditional cash were invested every time with the gains or losses. Three tests were performed at one time one by one, day after day.

The percentage of profit growth during the investigation period, using three days predicting steps, shown in Figure 3.

The same test repeated with period of 5 trading days, 5 tests was performed in one time, one by one, day after day. The predictions of five trading days were more risky, but the profitability wasn’t higher. The percentage growth of profit during the investigation period, using five days predicting steps, shown in Figure 4.

5. Conclusions

Neural network predictions could be treated as human like experts predictions. The same characteristics reliability and compatibility of opinion could be successfully used and for ANN-experts. Experts methods adapted to the neural networks can improve the quality of forecasting and profit accordingly. The usage of proposed trading model allowed to achieve up to 4% profit in testing period for EUR/USD cross ratios.

Investigation of trading model for historical data shows a consistent profit growth by using the Delphi method and the calculation of the compatibility of forecasting of LSTM based recurrent neural networks. The Delphi method improved boundaries of predictions.

Furthermore, the compatibility of opinion of ANN-experts enabled elimination of absolutely wrong predictions. The short term investing adoption of proposed model needs future investigations in a longer trading period with a different input data of exchange rates.
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