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Abstract—This letter investigates a tight convex relaxation to the problem of tuning the regularization constant with respect to a validation based criterion. A number of algorithms is considered including ridge regression, regularization networks, smoothing splines, and least squares support vector machines (LS-SVMs) for regression. This convex approach allows the application of reliable and efficient tools, thereby improving computational cost and automatization of the learning method. It is shown that all solutions of the relaxation allow an interpretation in terms of a solution to a weighted LS-SVM.

Index Terms—Convex optimization, model selection, regularization.

I. INTRODUCTION

The importance of setting the regularization constant has been emphasized for decades, for a full introduction into the topic we refer to [11]. Here, we confine ourselves to a summary of some key concepts: the regularization constant plays a crucial role in Tikhonov regularization [19], ridge regression [9], smoothing splines [22], regularization networks [6], support vector machines (SVMs) [20], and least squares support vector machines (LS-SVMs) [14], [17] among others. Different criteria were proposed to measure the appropriateness of a regularization constant for given data, including cross validation (CV), Moody’s C_p, and minimum description length (MDL); see, e.g., [8] for references. A whole track of research is involved with finding good approximations to those criteria; see, e.g., generalized CV (GCV) [7], the span estimate [2], or methods exploiting matrix properties [1], while interest is arising in closed-form descriptions of the solution path [5]. A practical drawback of most model selection procedures (see, e.g., [2]) is that a global optimization needs to be performed, often resulting in (local) suboptimal results. This letter is related to the work on learning the kernel [10], but is more generic as it covers a whole range of learning methods and model selection criteria.

Motivation for this research is stimulated by practical and theoretical considerations: automatic tuning the model class towards the task at hand constitutes an important step towards fully standalone algorithms. Convexity not only avoids local optima and the lack of reproducibility, but allows for the application of efficient and reliable tools. The relaxation is furthermore useful as it delivers a good starting value if one insists on solving the original problem. A theoretical motivation is found in the fact that many complexity measures do not increase by considering, instead of a set of solutions, its minimal convex hull (e.g., in the case of Rademacher complexity [15] and others). Finally, this result on learning the regularization constant also provides a generic framework towards approaching more involved hyperparameter tuning problems. Specifically, the approach sets out a path to tune a learning machine efficiently for multiple hyperparameters as, e.g., in problems of input selection, while the extension to related model selection criteria such as CV follows along the same lines. Remark that the amount of regularization lies at the core of model selection in nonlinear models, e.g., in smoothing splines [22], this parameter also regulates the amount of smoothness [comparable to the role of the bandwidth in a radial basis function (RBF) kernel], while in techniques such as LASSO [18], the process of input selection (translated in terms of sparseness) is controlled again by the regularization tradeoff.

We proposed earlier (see, e.g., [11] and [12]) the formulation of the model selection problem as a constrained optimization problem, and eventually relaxing it into a convex problem which can be solved properly using standard tools. As a consequence, we are able to recover the optimal model with respect to a classical training criterion and, simultaneously, the corresponding optimal regularization constant with respect to a model selection criterion such as CV. This letter proposes a much tighter relaxation and gives an application to the elementary task of setting the regularization constant in LS-SVMs for regression [14], [17], and indicates the workability of the approach with some numerical results. Finally, it is shown that for a special form of weighted LS-SVMs the original problem of tuning all the regularization constants coincides exactly with the proposed relaxation.

This letter is organized as follows. Section II states the problem in general and the relaxation is introduced. Section III illustrates the implications in practice for setting the regularization constant in LS-SVMs for regression and shows the relationship with weighted LS-SVMs.

II. RIDGE SOLUTION SET

The problem and corresponding convex approach is stated in this section independently of a specific model representation. Let \( b \in \mathbb{R}^N \) be a given vector and let \( A = A^T \in \mathbb{R}^{N \times N} \) be a positive–semidefinite symmetric matrix. Tikhonov regularization schemes [19] of linear operators typically lead to the solution \( \hat{u} \in \mathbb{R}^N \) of the following set of linear equations for a fixed \( 0 < \nu < \infty \):

\[
(A + \nu I_N)u = b.
\]

A wide class of algorithms for modeling leads to the solutions in this form, e.g., parametric methods as ridge regression [9] and RBF networks and nonparametric techniques as smoothing splines [22], regularization networks [6], and LS-SVMs [14], [17]. In the last case, one typically expresses (1) in terms of \( \gamma = 1/\nu > 0 \). Let the function \( h_{A,\gamma } : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be defined as \( h_{A,\gamma } (\nu) = \left( A + \nu I_N \right)^{-1} b \). This vector-valued function generates a set of solutions corresponding with all positive choices of \( \nu \geq \nu_0 \) for a fixed value of \( \nu_0 > 0 \).

**Definition 1 (Ridge Solution Set).** The ridge solution set \( S_\nu \) is defined as the set of all solutions \( u \) to (1) corresponding with a value \( \nu_0 < \nu < \infty \):

\[
S_\nu (A, b) = \left\{ h_{A,\gamma} (\nu) = u \in \mathbb{R}^N | \exists \theta_0 \leq \nu < \infty \ s.t. \ (A + \nu I_N)u = b \right\}.
\]
The term ridge solution set is used instead of the term regularization path [5] in order to set the stage for more involved problems (tuning more hyperparameters). Let \( A = U \Sigma U^T \) denote the SVD of the matrix \( A \) with \( U = [U_1, \ldots, U_N] \in \mathbb{R}^{N \times N} \) and \( U^T U = I_N \) and let \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N) \in \mathbb{R}^{N \times N} \) containing all ordered positive singular values such that \( \sigma_1 \geq \ldots \geq \sigma_N \geq 0 \).

Proposition 1 (Lipschitz Smoothness): The function \( h_{A, \lambda} : \mathbb{R}^p \to \mathbb{R}^N \) is Lipschitz smooth.

Proof: Let \( R_0 \) denote the minimal allowed regularization parameter. Let \( R \in \mathbb{R}^p \) be defined as \( R \geq \max_i |b_i| \). Then, for the two constants \( v_0 \leq v_1 \leq v_2 < \infty \), the following holds:

\[
\begin{align*}
\| (A + \nu I_N)^{-1} b - (A + \nu_2 I_N)^{-1} b \|_2 & \leq \max_i \left\| \frac{1}{\sigma_i + v_1} \right\| \| b \|_2 \\
& \leq \| \| b \|_2 \| g \|_2 \| \left( \frac{1}{\sigma_i + v_1} \right) \| \| b \|_2 \\
& \leq \| \| b \|_2 \| g \|_2 \left| \frac{v_1 - v_2}{\sigma_i + v_1^2} \right| \leq \frac{R \sqrt{N}}{(\sigma_i + v_1^2)} |v_1 - v_2| \quad (3)
\end{align*}
\]

This quantity can be further bounded by applying the mean value theorem for the function \( g(\nu') = 1/(\sigma_i + v_0 + \nu') \) with derivative \( g'(\nu) : \mathbb{R}^+ \to \mathbb{R}^+ \). There exists a value \( v_1 \leq \nu_0 \leq v_2 \) such that

\[
\| b \|_2 \| g \|_2 \| \left( \frac{1}{\sigma_i + v_1} \right) \| \| b \|_2 \leq \frac{R \sqrt{N}}{(\sigma_i + v_1^2)} |v_1 - v_2| \quad (4)
\]

which follows from the Cauchy–Schwarz inequality and the fact that \( |v_1 - v_2| \leq R \sqrt{N} \).

This result can then be used to bound the complexity of the hypothesis class of the solution set (2) (how many "slopes" should be examined in order to tune \( \nu \geq \nu_0 \)) by the result stated without the proof due to the space limitations. For details on \( \epsilon \)-entropy, Lipschitz smooth functions, and learnability, see, e.g., [3] and [4].

The \( \epsilon \)-covering number of \( \mathcal{S}_\nu(A, b) \) becomes \( N(\epsilon(\mathcal{S}_\nu(A, b), \nu), \epsilon) \leq \left\lfloor \frac{R \sqrt{N}}{\epsilon} (v_0 + \sigma_N) \right\rfloor \), and the \( \epsilon \)-entropy of \( \mathcal{S}_\nu(A, b) \) becomes \( O(\log(R \sqrt{N})/\epsilon) \). It follows that the regularization constant is learnable if this term is finite. Specifically, this result indicates the importance of choosing a nonzero value \( \nu_0 \) in case the matrix \( A \) becomes singular (i.e., \( \sigma_N = 0 \)). For a discussion of the relation of the minimal (sample) eigenvalue to \( N \), we refer the reader to [21] and citations.

We now study a convex relaxation to the set \( \mathcal{S}_\nu(A, b) \). The importance of this relaxation is found in the possibility to search efficiently through a convex set of hypotheses as illustrated in Section III. The main idea is to rewrite

\[
\begin{align*}
\text{u} = h_{A, \lambda}(\nu) &= (A + \nu I_N)^{-1} b = U \left( \Sigma + \nu I_N \right)^{-1} U^T b \\
& = \sum_{i=1}^N \left( \frac{1}{\sigma_i + \nu} \right) U_i^T U b \\
& = \sum_{i=1}^N \left( \frac{1}{\sigma_i + \nu} \right) U_i^T U b \\
& = \sum_{i=1}^N \left( \frac{1}{\sigma_i + \nu} \right) U_i^T U b \\
& = \sum_{i=1}^N \left( \frac{1}{\sigma_i + \nu} \right) U_i^T U b \\
& = \sum_{i=1}^N \left( \frac{1}{\sigma_i + \nu} \right) U_i^T U b
\end{align*}
\]

and then replacing the term \( 1/(\sigma_i + \nu) \) by a new variable \( \lambda_i \) for all \( i = 1, \ldots, N \). Lemma 1 provides necessary, linear constraints on the set \( \{\lambda_i\}_{i=1}^N \) following from this reparametrization.

Lemma 1 (Convex Relaxation to \( \mathcal{S}_{\nu_0}(A, b) \)): Let \( \sigma_i' = \sigma_i + \nu_0 \) for all \( i = 1, \ldots, N \). Let \( \mathcal{S}_{\nu_0}(A, b) \subset \mathbb{R}^N \) be a polytope parametrized by \( \lambda = \{\lambda_1, \ldots, \lambda_N\} \) as shown in (a)–(c) at the bottom of the page. Then, the set \( \mathcal{S}_{\nu_0}(A, b) \) is convex and forms a convex hull to \( \mathcal{S}_\nu(A, b) \).

Proof: The inequalities (a) and (b) are easily verified by studying the monotonically decreasing function \( g(\nu) \). The necessity of \( (\sigma_i'/\sigma_i' + 1) \lambda_{i+1} \leq \lambda_i \) is proven as follows with \( \sigma_i' \leq \sigma_{i+1}' \):

\[
\begin{align*}
\sigma_i' &= \sigma_{i+1}' + (\sigma_i' - \sigma_{i+1}') \iff \lambda_i &= \frac{\lambda_{i+1}}{1 + \lambda_{i+1}} \left( \sigma_i' - \sigma_{i+1}' \right) \\
& \geq \frac{1}{1 + \lambda_{i+1}} \left( \sigma_i' - \sigma_{i+1}' \right) \\
& = \lambda_{i+1} \sigma_i' \quad \text{ (7)}
\end{align*}
\]

where the last inequality follows from \( \lambda_{i+1} \leq \lambda_{i+1}' \) (which decreases the denominator. Denote furthermore that the set \( \mathcal{S}_{\nu_0}(A, b) \) is characterized entirely by equalities and inequalities which are linear in the unknowns \( \{\lambda_i\}_{i=1}^N \), and, hence, it forms a polytope. The statement that the set \( \mathcal{S}_{\nu_0}(A, b) \) is a convex relaxation to the set \( \mathcal{S}_\nu(A, b) \) follows now from the previous necessity result together with the property of convexity of a polytope.

Corollary 1 (Maximal Difference): The maximal distance between a solution \( \Lambda \) in \( \mathcal{S}_{\nu_0}(A, b) \) and its closest counterpart in \( \mathcal{S}_\nu(A, b) \) is bounded as follows:

\[
\min_{\nu} \left\| U (A + \nu I_N)^{-1} b - (A + \nu I_N)^{-1} b \right\|_2 \leq \frac{N \sqrt{R}}{\sigma_N + \nu_0} \quad (8)
\]

Proof: The maximal difference between a solution \( u \) in the set \( \mathcal{S}_{\nu_0}(A, b) \) and its corresponding closest \( v \) in \( \mathcal{S}_\nu(A, b) \) can be written as

\[
\min_{\nu} \left\| U (A + \nu I_N)^{-1} b - (A + \nu I_N)^{-1} b \right\|_2 \leq \left\| \left( \frac{1}{\lambda_i - 1/(\sigma_i + \nu)} \right) \right\|_2 \quad \text{ (9)}
\]

which follows along the same lines as in (4).

Fig. 1(a) displays a solution path \( \mathcal{S}_{\nu_0}(A, b) \) and the corresponding relaxation \( \mathcal{S}_\nu(A, b) \). This polytope is defined with \( \mathcal{O}(N) \) inequality constraints. Note that this relaxation is not minimal (the set \( \mathcal{S}_{\nu_0}(A, b) \) has smooth boundaries), such that the complexity is an order of magnitude higher than the original problem of tuning \( \nu \) in (1).

Corollary 2 (\( \epsilon \)-Entropy of \( \mathcal{S}_{\nu_0}(A, b) \)): The \( \epsilon \)-entropy \( \mathcal{N}(\mathcal{S}_{\nu_0}(A, b)) \) becomes \( \mathcal{O}(\log(R \sqrt{N})/\epsilon) \).
III. APPLICATION TO LS-SVMS FOR REGRESSION

Let \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^n \subset \mathbb{R}^D \times \mathbb{R} \) be a data set with \( n \) independent identically distributed (i.i.d.) samples, and let \( \varphi : \mathbb{R}^D \rightarrow \mathbb{R}^p \) be a mapping to a possibly infinite dimensional \((D, \rightarrow \infty)\) feature space. The LS-SVM model (without intercept term) is
\[
 f(x) = w^T \varphi(x) \quad \text{with} \quad w \in \mathbb{R}^p
\]
where \( w \) are estimated as \( \hat{w} = \arg \min_w J(w, e) = (1/2v) \sum_{i=1}^n e_i^2 + (1/2)w^Tw \).

Let the symmetric positive-semidefinite matrix \( \Omega \) be defined as
\[
 \Omega_{ij} = \left\langle \varphi(x_i), \varphi(x_j) \right\rangle = \varphi(x_i)^T \varphi(x_j)
\]
for \( i, j = 1, \ldots, n \) and for an appropriate kernel function \( \hat{K} : \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R} \). The dual solution is given by the linear system \cite{14, 17}, which is of the same form as (1)
\[
 (\Omega + vI_n)\alpha = Y \tag{10}
\]
where \( \alpha \in \mathbb{R}^n \) is the vector of unknowns and \( Y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n \) is a given vector. The corresponding estimate can be evaluated as
\[
 \hat{f}(x) = \sum_{i=1}^n \hat{\alpha}_i \hat{K}(x, x_i)
\]
where \( \hat{K} = \{(x_i^T, y_i^T)\}_{i=1}^n \subset \mathbb{R}^D \times \mathbb{R} \) is a validation data set, sampled i.i.d. from the same distribution underlying \( \mathcal{D} \). The optimization problem of finding the optimal regularization parameter corresponding to a minimal validation performance is given as
\[
 (\hat{\alpha}, \hat{\nu}) = \arg \min_{\alpha, \nu} \sum_{j=1}^n \ell \left( \Omega_j^T \alpha - y_j \right) \quad \text{s.t.} \quad (\alpha, \nu) \in \mathcal{S}_{\nu}(\Omega, Y) \tag{11}
\]
where \( \Omega_j = (K(x_i, x_i^T), \ldots, K(x_n, x_i^T))^T \in \mathbb{R}^n \) and \( \ell : \mathbb{R} \rightarrow \mathbb{R}^+ \) is a convex loss function. The main idea is then to replace the non-convex set \( \mathcal{S}_{\nu}(\Omega, Y) \) by the convex relaxation \( \mathcal{S}_{\nu}(\Omega, Y) \). Let \( \Lambda = \{\lambda_1, \ldots, \lambda_n\} \) parameterize the convex set \( \mathcal{S}_{\nu}(\Omega, Y) \), then
\[
 (\hat{\lambda}, \hat{\nu}) = \arg \min_{\alpha, \nu} \sum_{j=1}^n \ell \left( \Omega_j^T \alpha - y_j \right) \quad \text{s.t.} \quad (\alpha, \Lambda) \in \mathcal{S}_{\nu}(\Omega, Y) \tag{12}
\]
which can be solved as a linear programming problem in the case of the robust loss function \( \ell(z) = \min(\varepsilon, |z|) \). The extension to \( L \)-fold CV follows along the same lines, making use of \( O(Ln) \) (in)equality constraints (see \cite{12} and \cite{13}). Fig. 1(b) compares the performance on a toy example of the proposed convex approach with respect to tuning by using a gradient descent. The following result states that for a closely related weighted \cite{16} training criterion, \( \mathcal{S}_{\nu}(\Omega, Y) \) coincides with the proposed convex solution path.

**Lemma 2 (Weighted LS-SVM Yielding a Convex Solution Path):** The convex set \( \mathcal{S}_{\nu}(\Omega, Y) \) spans exactly the solution set for the following modified weighted LS-SVM problem:

\[
 (\hat{w}, \hat{e}) = \arg \min_{w, e} \sum_{j=1}^n \ell \left( \Omega_j^T w - e \right) \quad \text{s.t.} \quad (w, e) \in \mathcal{S}_{\nu}(\Omega, Y) \tag{13}
\]
where \( e = (1, \ldots, 1)^T \in \mathbb{R}^n \) and \( \Gamma = \text{diag}(\gamma_1, \ldots, \gamma_n) \) contain the weighting terms. These weighting terms \( \{\gamma_i\}_{i=1}^n \) are chosen such that the constraints 1) \( \gamma_i \leq \gamma_0 \) for all \( i = 1, \ldots, n \), 2) \( \gamma_{i+1} \leq \gamma_i \) for all \( i = 1, \ldots, n-1 \), and 3) \( (\sigma_i + \gamma_i^{-1})(\sigma_{i+1} + \gamma_i^{-1})((\sigma_i + \gamma_i^{-1})(\sigma_{i+1} + \gamma_i^{-1}) \geq \sigma_i + \gamma_i^{-1} \geq (\sigma_{i+1} + \gamma_i^{-1}) \text{ for all } i = 1, \ldots, n-1 \) are satisfied.

**Proof:** Let \( \Omega \) be decomposed as \( \Omega = U \Sigma U^T \) with \( U \) orthonormal and \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_n) \). A primal-dual derivation of the Lagrange as in [11] and [17] states that for weighting constants \( \Gamma \) solutions follow from the dual system \( \Omega + U \Gamma^{-1} U^T \gamma = \Omega + \Gamma^{-1} U^T \alpha = Y \). Now, equating the definition of the terms \( \{\lambda_i\}_{i=1}^n \) in Lemma 1 and the terms \( 1/(\sigma_i + \gamma_i^{-1}) \), which gives the relation \( \lambda_i = 1/(\sigma_i + \gamma_i^{-1}) \leftrightarrow \gamma_i^{-1} = (1/\lambda_i) - \sigma_i \). Translating the inequalities in (6) in terms of \( \gamma_i^{-1} \) gives the result.

This result proofs that the solutions in \( \mathbb{R}^{\nu_0}(\Omega, Y) \) which are not contained in the original path \( \mathbb{R}^{\nu_0}(\Omega, Y) \) are the optimal solution to a slightly related learning machine, and indicate that convexity of the model selection problem can be obtained through considering alternative parameterizations of the regularization scheme.

A proof of concept is given using various small-to-medium-sized data sets. Table I reports the result on an artificial regression data set \( (y = \sin(x) + e \text{ with } e \sim N(0, 1)) \), where \( n = 50 \) and \( D = 1 \), the motorcycle data set \( (n = 133 \text{ and } D = 1; \text{ see, e.g., [22]} ) \), and the University of California at Irvine (UCI) abalone data set \( (n = 4177 \text{ and } D = 8) \), respectively. The performance is expressed as the \( R^2 \) performance of an independent test set. Kernel parameters where optimized by CV using a gradient-descent procedure. The outlined method can also be used for classification problems in the context of LS-SVMs [17].

The performance of the UCI ionosphere classification data set \( (n = 351 \text{ and } D = 34) \) is expressed as the percentage correctly classified (PCC) samples of an independent test set. Fig. 1(b) illustrates the behavior of the relaxation with respect to a classical gradient-descent method for the artificial data when \( n \) is growing. The general conclusion of these studies is that a relaxation does not imply a deterioration of the generalization ability.

**IV. CONCLUSION**

This letter established a methodology for casting the problem of tuning the regularization constant for a class of regularized problems using standard convex problem solvers, hereby, preventing the need of user interaction in tuning learning machines towards the application at hand. The analysis indicates the need for a proper choice of a minimal amount of regularization, even in the original nonconvex case. The prototypical case of tuning the regularization constant with respect to a validation criterion is studied in some detail. We have shown that for a weighted form of LS-SVM for regression, the original problem and its relaxation are identical.

This principled approach towards automating model tuning is particularly promising for further model selection procedures as input selection. The application of this technique to learning machines as SVMs remains a challenge, mainly because the corresponding QP is not completely determined in terms of an eigenvalue decomposition.
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