Theoretical Characterization of Intramolecular Proton Transfer in the Ground and the Lowest-Lying Triplet Excited States of 1-Amino-3-Propenal: A Methodological Comparison
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ABSTRACT: Several theoretical methods are employed to characterize the intramolecular proton transfer in the ground state and in the lowest-lying $3n\pi^*$ and $3\pi\pi^*$ excited states of 1-amino-3-propenal. The geometrical parameters, the relative energy of the two tautomeric forms, the energy barrier for the proton transfer, and the energy difference between the ground and the excited states predicted by the different methods are compared. It was found that: (1) the CASPT2 results are in good agreement with those obtained using the CCSD(T) method; (2) the CIS method and the CASSCF method with a medium-sized active space yield poor geometries and overestimate the adiabatic energy excitations and the energy barriers for the proton transfer; and (3) the B3LYP method provides good adiabatic excitation energies, although B3LYP energy barriers are
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Introduction

Excited-state intramolecular proton transfer (ESIPT) has received a great deal of attention, both from experimental and theoretical points of view, due to its potential application in several fields. Laser activity, data storage and optical switching devices, Raman filters, and hard-scintillation counters are some of the possible practical uses of compounds in which ESIPT processes occur. Moreover, the useful photochemistry of many polymer photostabilizers has been attributed in part to ESIPT reactions. Finally, in the biological field, ESIPT processes have been suggested as possible mechanisms involved in spontaneous genetic mutations.

In ESIPT processes, the absorption of a photon causes a proton to be transferred within a molecule between donor and acceptor groups. These photoinduced reactions usually happen very fast, and can be attributed to the barrierless character of such processes. A number of ab initio calculations have been done to study the ESIPT in small systems. However, it has been proven that small systems are not always good models for the larger molecules most frequently considered in the experimental studies, and that larger models are required to obtain results relevant to the experimental works. On the other hand, it has been well established that an accurate evaluation of the energy parameters governing the proton transfer requires use of extended basis sets and inclusion of correlation effects. However, the use of sophisticated methods to study larger molecular systems is often impractical due to the very demanding nature of computations involved in such studies. Thus, for theoretical investigations of ESIPT in such molecules it is of critical importance to find adequate yet simple molecular models, and to choose a computational method capable of describing, at least qualitatively, the structural and energetic parameters of the ESIPT processes.

The unrestricted Hartree–Fock method (UHF) can be applied to study the lowest-lying excited states of a given symmetry and/or multiplicity. However, because, in general, the UHF wave function is not an eigenfunction of the \( S^2 \) operator, it can include some contributions from states with other multiplicities than the multiplicity of the considered state (spin contamination). The advantage of the UHF method, however, is that it can be applied to large molecular systems. Another approach that is computationally simple enough to use in electron excitation calculations of large systems is the configuration interaction method with single excitations (CIS). The spin-contamination problem does not occur in this method if the reference wave function is a spin-restricted determinant (open or closed shell). However, the CIS method has been known to often produce large errors in excitation energies and is also unable to describe states that have a significant double-excitation character. Furthermore, in the calculations of ESIPT processes, often the CIS methodology has given overly high energy barriers. Therefore, a method that describes correlation effects better than CIS, yet is still able to handle ESIPT in larger molecular systems, is needed.

There are several methods to account for the electron correlation effects in electronic excited states. This can be done via second-order Møller–Plesset perturbation theory in combination with the unrestricted Hartree–Fock (UMP2) wave function or the CIS (CIS-MP2) wave function. It should be noted, however, that the spin contamination of the UHF wave function is not significantly reduced by low-order perturbation corrections. On the other hand,
in methods where through iterations the correlation corrections are accounted for to a higher order—like in the unrestricted coupled-cluster (UCC)41–47 or unrestricted quadratic configuration interaction (UQCI)48 methods based on the UHF wave function — the spin contamination is less severe.40, 49–51 The states involving a simultaneous promotion of two or more electrons from the ground-state configuration are not always well described by these theories. An alternative approach is the complete active space multiconfiguration self-consistent-field (CASSCF) method, which employs the wave function in the form of a complete configuration expansion generated with a given set of active orbitals.52 A limited description of the dynamic electron correlation effects by CASSCF with small active spaces can be corrected perturbatively by employing the CASPT2 method,53–55 which is based on the second-order perturbation theory applied to the CASSCF wave function.

Unfortunately, the more refined the method becomes, the higher the computational effort required to perform calculations, thus excluding the most sophisticated ab initio approaches from their use in calculations of large molecular systems. An alternative to the conventional ab initio post-Hartree–Fock methods has often been found using density functional theory (DFT).56–59 Although some formal and practical difficulties may result from the absence of an explicit multideterminantal wave function in treating open-shell systems by this approach,59, 60 the potential utility of DFT in dealing with much larger systems than can be handled by state-of-the-art, correlated ab initio methods is an important advantage of this method. The question that has not been explored adequately is whether DFT can provide a correct description of ESIPt processes in the lowest-lying states of a particular symmetry and multiplicity.

In the present work, the proton transfer of 1-amino-3-propenal in the ground state and two lowest-lying triplet excited states is analyzed at different levels of theory. Study of the triplet excited states is relevant because they play an important role in fluorescence61 and in the photochemistry of hydrogen-bonded DNA bases.62 The aim of this work is to assess which levels of theory can describe ESIPtS in 1-amino-3-propenal with sufficient accuracy, yet at a reasonable computational cost that can be used for research in larger molecular systems. 1-Amino-3-propenal was proposed as a model of a group of systems studied experimentally that have the common NCCCO skeleton,12 such as 2-(2′-hydroxyphenyl)oxazole,18 2-(2′-hydroxyphenyl)benzimidazole,63 and 2-(2′-hydroxyphenyl)benzoxazole.64, 65 Given that larger molecular models are required to study ESIPt in the aforementioned systems,27, 28 methods cheaper than conventional ab initio correlated techniques, yet accurate enough to provide a reliable description of the process, are required.

### Computational Details

In the first step, structural optimizations of the enol and keto tautomers of 1-amino-3-propenal and the transition state (TS) connecting the two structures were performed using the HF method for the ground state and the CIS method for the two lowest-lying triplet excited states, $3\pi^*\pi^*$ and $3\pi\pi^*$. Next, the same structural optimizations were also performed using the QCISD method48 and the DFT method with the B3LYP functional,56–59 which includes Becke’s three-parameter nonlocal correction for exchange66 and the Lee–Yang–Parr nonlocal correction for correlation.67 Different investigators have shown that the B3LYP functional is the best currently available DFT functional to describe proton-transfer reactions.25, 68–71 The structures obtained from the optimizations were tested by performing frequency calculations. These tests showed that each located transition state has an imaginary frequency corresponding to the transition mode describing the motion of atoms during the proton-transfer process.72

Among the aforementioned optimized structures we consider the QCISD results to be the most reliable, and they will be used as a reference to evaluate the accuracy of the results obtained with the other methods. To generate the reference energy values at the equilibrium and transition points, we performed CCSD(T)46 calculations at the QCISD-optimized geometries. These results will be referred to as CCSD(T)/QCISD. The CCSD(T) method is a highly accurate approach in which the contributions from the single and double excitations are determined using an iterative procedure, thus accounting for the corresponding correlation effects to a high order, and the contributions from the triple excitations are accounted for using a noniterative approach and the converged configuration amplitudes of the single and double excitations.73, 74 In calculations of the triplet excited states using DFT, QCISD, and CCSD(T) methods, the unrestricted formalism was used. At the B3LYP level, the $S^2$ values for the enol, keto, and the TS forms were 2.009, 2.011, and 2.007, respectively, for the $3\pi\pi^*$ state, and 2.027,
2.025, and 2.030, respectively, for the $3n\pi^*$ state. These values show that the UB3LYP wave function remains essentially spin pure along the whole range of the reaction coordinate. In general, spin contamination in UDFPT is less severe than in UHF. Also, based on previous results, we would expect almost no spin contamination in the UQCISD and UCCSD(T) wave functions.

Next, we performed single-point energy calculations for the ground and the two excited states at the MP2//HF and CIS-MP2//CIS levels of theory. The frozen core approximation was used in the MP2 and CIS-MP2 calculations, whereas excitations from all orbitals were included in the CIS calculations. We also included CASSCF calculations in the methodological comparison. CASSCF geometry optimizations for the keto, enol, and TS forms were performed. CASSCF single-point energy calculations were also done at the CIS-, B3LYP-, and QCISD-optimized geometries (CASSCF/CIS, CASSCF/B3LYP, CASSCF/QCISD). In all these calculations the $(2, 5; 8)$ active space was used, where the first two numbers indicate the number of orbitals of $d^0$ and $d^0$ symmetry included in the active space, respectively, and the third number refers to the number of active electrons. This medium-sized active space was found to yield a description of the ESIPT processes similar to that provided by larger active spaces in 1-amino-3-propenal and in malonaldehyde. Finally, CASPT2 single-point energy calculations were carried out for all optimal geometries found in the CIS, B3LYP, QCISD, and CASSCF calculations (CASPT2/CIS, CASPT2/B3LYP, CASPT2/QCISD, CASPT2/CASSCF). The results of the calculations were used in the analyses of the performance of the methods, which are described in the next section.

The double-zeta gaussian basis set of Dunning and Hay with polarization functions (D95***) has been used throughout. In some B3LYP calculations, the D95* basis set was augmented with diffuse functions. A deeper and systematic analysis of the effect of the basis set has not been pursued in this work. It should be noted that previous results on the barrier of the intramolecular proton transfer in the ground state of malonaldehyde indicate that, starting from a double-zeta plus polarization basis set, a further extension of the basis set at the HF, MP2, and B3LYP levels of theory does not introduce significant modifications.

CASSCF and CASPT2 results were obtained by using MOLCAS-3 and -4 programs, whereas the remaining calculations were done using the GAUSSIAN-94 program.

Results and Discussion

GEOMETRICAL PARAMETERS

Table I summarizes the most relevant geometrical parameters for the ground state of 1-amino-3-propenal computed using the HF, DFT, QCISD, and CASSCF methods. In principle, CASSCF and QCISD should provide more reliable geometries than DFT and HF. CASSCF and QCISD yielded similar bond distances for the NCCCO backbone, but larger differences were found between these methods and DFT, with the DFT NCCCO bond lengths being closer to the QCISD results than to the CASSCF results. It is usually the case that, when a method overestimates the correlation effects, the double- and single-bond distances become more similar. This is the trend that we observed in the B3LYP results upon comparison with the QCISD and CASSCF results. For instance, although the difference between the length of the N1—C2 (double) and the C2—C3 (single) bonds for the enol form (see Fig. 1) was 0.159 and 0.164 Å at the QCISD and CASSCF levels, respectively, it was only 0.139 Å at the DFT level. Thus, the tautomeric structures were overconjugated at the DFT level and this method seems to exhibit similar symptoms in geometry optimizations as the methods that overestimate the correlation effects. As expected, both the single- and double-bond lengths predicted by HF were smaller than the corresponding QCISD and CASSCF bond lengths.

For the structural parameters involved in the intramolecular hydrogen bond, CASSCF and QCISD provided values that were considerably different. For instance, the N1—O5 bond distance for the enol and keto forms was larger by 0.129 and 0.111 Å, respectively, at the CASSCF than at the QCISD level. Also, the N1—H6 bond distance in the enol form and the H6—O5 bond distance in the keto form were larger at the CASSCF level, indicating that the CASSCF enol and keto structures are more distant from the TS point for the proton transfer reaction than the QCISD structures. Surprisingly, the tautomeric HF structures were closer to the TS than the CASSCF structures, with the HF values being between those of CASSCF and QCISD. It is well known that HF tends to predict overly weak intramolecular hydrogen bonds.
TABLE I.

Most Relevant Geometrical Parameters (in Ångstroms and Degrees) of Enol, Keto, and Transition-state Structures Optimized for Ground State at HF, B3LYP, QCISD, and CASSCF Levels of Theory.

<table>
<thead>
<tr>
<th></th>
<th>Enol</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>TS</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Keto</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B3LYP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>QCISD</td>
<td>CASSCF</td>
<td>HF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B3LYP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>QCISD</td>
<td>CASSCF</td>
<td>HF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B3LYP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>QCISD</td>
<td>CASSCF</td>
<td>HF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B3LYP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>QCISD</td>
<td>CASSCF</td>
<td></td>
</tr>
<tr>
<td>r(N&lt;sub&gt;1&lt;/sub&gt;—C&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>1.271</td>
<td>1.306 (1.304)</td>
<td>1.302</td>
<td>1.305</td>
<td>1.296</td>
<td>1.317 (1.317)</td>
<td>1.320</td>
<td>1.304</td>
<td>1.342</td>
<td>1.349 (1.349)</td>
<td>1.357</td>
<td>1.359</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(C&lt;sub&gt;2&lt;/sub&gt;—C&lt;sub&gt;3&lt;/sub&gt;)</td>
<td>1.461</td>
<td>1.445 (1.444)</td>
<td>1.461</td>
<td>1.469</td>
<td>1.419</td>
<td>1.425 (1.425)</td>
<td>1.426</td>
<td>1.421</td>
<td>1.359</td>
<td>1.382 (1.381)</td>
<td>1.377</td>
<td>1.361</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(C&lt;sub&gt;3&lt;/sub&gt;—C&lt;sub&gt;4&lt;/sub&gt;)</td>
<td>1.344</td>
<td>1.374 (1.373)</td>
<td>1.365</td>
<td>1.352</td>
<td>1.385</td>
<td>1.393 (1.393)</td>
<td>1.396</td>
<td>1.387</td>
<td>1.451</td>
<td>1.443 (1.442)</td>
<td>1.454</td>
<td>1.463</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(C&lt;sub&gt;4&lt;/sub&gt;—O&lt;sub&gt;5&lt;/sub&gt;)</td>
<td>1.318</td>
<td>1.324 (1.325)</td>
<td>1.342</td>
<td>1.334</td>
<td>1.269</td>
<td>1.299 (1.299)</td>
<td>1.300</td>
<td>1.299</td>
<td>1.210</td>
<td>1.246 (1.245)</td>
<td>1.245</td>
<td>1.240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(N&lt;sub&gt;1&lt;/sub&gt;—H&lt;sub&gt;6&lt;/sub&gt;)</td>
<td>1.884</td>
<td>1.605 (1.627)</td>
<td>1.758</td>
<td>1.963</td>
<td>1.261</td>
<td>1.318 (1.318)</td>
<td>1.261</td>
<td>1.262</td>
<td>0.997</td>
<td>1.023 (1.022)</td>
<td>1.013</td>
<td>0.994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(O&lt;sub&gt;5&lt;/sub&gt;—H&lt;sub&gt;6&lt;/sub&gt;)</td>
<td>0.961</td>
<td>1.027 (1.023)</td>
<td>0.991</td>
<td>0.950</td>
<td>1.186</td>
<td>1.164 (1.166)</td>
<td>1.199</td>
<td>1.185</td>
<td>2.089</td>
<td>1.899 (1.928)</td>
<td>1.990</td>
<td>2.173</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(N&lt;sub&gt;1&lt;/sub&gt;—O&lt;sub&gt;5&lt;/sub&gt;)</td>
<td>2.701</td>
<td>2.539 (2.553)</td>
<td>2.637</td>
<td>2.766</td>
<td>2.370</td>
<td>2.409 (2.410)</td>
<td>2.388</td>
<td>2.375</td>
<td>2.778</td>
<td>2.687 (2.703)</td>
<td>2.731</td>
<td>2.842</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ(N&lt;sub&gt;1&lt;/sub&gt;—H&lt;sub&gt;6&lt;/sub&gt;—O&lt;sub&gt;5&lt;/sub&gt;)</td>
<td>141.2</td>
<td>148.8 (148.0)</td>
<td>145.7</td>
<td>140.4</td>
<td>151.1</td>
<td>152.0 (151.9)</td>
<td>152.2</td>
<td>152.1</td>
<td>124.5</td>
<td>131.4 (130.2)</td>
<td>127.9</td>
<td>123.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Values taken from ref. 26.

<sup>b</sup> Values in parentheses obtained using the D95++<sup>**</sup> basis set.
the corresponding HF structures seems to indicate that the QCISD method is more reliable than the CASSCF method for describing the hydrogen bond. This may be related to the role of the dispersion interaction in this bond, which is less accurately described by CASSCF with a small active space than by QCISD. On the other hand, the enol and keto geometries yielded by B3LYP were closer to the TS of the proton transfer than the QCISD geometries, indicating that the hydrogen bond interaction may be overestimated by this method, which is in line with previous results.25, 88, 89

Adding diffuse functions to the D95** basis set at the B3LYP level does not introduce significant differences in the single and double-bond distances. However, the geometry parameters involved directly in the proton transfer are somewhat improved with respect to the QCISD reference values. In particular, the enol and keto geometries are separated farther from the TS of the proton transfer25 and become closer to the QCISD geometries.

The change of the geometrical parameters after an electronic excitation depends on the rearrangement of the electron density resulting from the electron transition. The \(^3\pi\pi^*\) excited state is obtained by exciting an electron from the HOMO-2 orbital, which essentially is the nitrogen lone-pair orbital in the enol form and the oxygen lone-pair orbital in the keto form, to the LUMO orbital, which has \(\pi^*\) character. The \(^3\pi\pi^*\) excited state results from a one-electron transition from the \(\pi\) HOMO orbital to the LUMO orbital.90 In the geometry optimizations of 1-amino-3-propenal in the two excited states, the molecule was kept planar. In fact, the planar structure is the most stable in the ground state and the two excited states according to the B3LYP, QCISD, and CASSCF calculations. In the case of the CIS method, some deviations from planarity in the excited states were found, especially for the enol form, as discussed previously.26

As indicated by Scheiner et al.,15, 33 inclusion of the electron correlation tends to favor the planar geometry in the excited states.

The changes in the N\(_1\)—H\(_6\), H\(_6\)—O\(_5\), and N\(_1\)—O\(_5\) bond distances resulting from the electron excitations were similar for all the methods used (Table II). In the enol form, the N\(_1\)—H\(_6\) and N\(_1\)—O\(_5\) bond distances increased considerably and the H\(_6\)—O\(_5\) bond length decreased upon excitations to the \(^3\pi\pi^*\) and \(^3\pi\pi^*\) states. Likewise, in the keto form, the H\(_6\)—O\(_5\) and the N\(_1\)—O\(_5\) bond distances increased, whereas the N\(_1\)—H\(_6\) bond length decreased. As was the case for the ground state, these parameters were most affected by the inclusion of the electron correlation in the calculations. Although the changes in the geometries caused by electronic excitations were similar for all methods used, some noticeable differences among them appeared. As indicated for the ground state, DFT overestimated the hydrogen bond interaction in the \(^3\pi\pi^*\) and \(^3\pi\pi^*\) excited states, with the DFT geometries being closer to the proton-transfer TS geometries than the QCISD geometries. Also, for the excited states, CASSCF yielded geometries that were farther away from the TS structures than the QCISD geometries. CIS predicted a weaker intramolecular hydrogen bond than CASSCF, except for the keto form in the \(^3\pi\pi^*\) excited state.
### TABLE II.
Most Relevant Geometrical Parameters Involved in Proton Transfer (in Ångstroms and Degrees) of Enol, Keto, and Transition State Structures Optimized for $^3\pi\pi^*$ and $^3n\pi^*$ at CIS, B3LYP, QCISD, and CASSCF Levels of Theory.

<table>
<thead>
<tr>
<th></th>
<th>Enol</th>
<th>TS</th>
<th>Keto</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CIS</td>
<td>B3LYP(^a)</td>
<td>QCISD</td>
</tr>
<tr>
<td>$^3\pi\pi^*$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r(N_1-H_6)$</td>
<td>2.051</td>
<td>1.736 (1.753)</td>
<td>1.861</td>
</tr>
<tr>
<td>$r(O_5-H_6)$</td>
<td>0.949</td>
<td>1.006 (1.004)</td>
<td>0.983</td>
</tr>
<tr>
<td>$r(N_1-O_5)$</td>
<td>2.832</td>
<td>2.644 (2.655)</td>
<td>2.728</td>
</tr>
<tr>
<td>$\theta(N_1-H_6-O_5)$</td>
<td>138.5</td>
<td>148.0 (147.4)</td>
<td>145.5</td>
</tr>
<tr>
<td>$^3n\pi^*$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r(N_1-H_6)$</td>
<td>2.377</td>
<td>2.061 (2.087)</td>
<td>2.149</td>
</tr>
<tr>
<td>$r(O_5-H_6)$</td>
<td>0.942</td>
<td>0.974 (0.974)</td>
<td>0.967</td>
</tr>
<tr>
<td>$r(N_1-O_5)$</td>
<td>3.098</td>
<td>2.883 (2.900)</td>
<td>2.952</td>
</tr>
<tr>
<td>$\theta(N_1-H_6-O_5)$</td>
<td>133.1</td>
<td>140.8 (139.8)</td>
<td>139.6</td>
</tr>
</tbody>
</table>

\(^a\) Values in parentheses obtained using the D95++/** basis set.
FIGURE 2. Adiabatic excitation energies corresponding to excitations from the ground state to the $3\pi\pi^*$ (shaded bars) and $3n\pi^*$ (filled bars) excited states for the enol form computed using the CIS, CIS-MP2//CIS, B3LYP, QCISD, CCSD(T)//QCISD, CASSCF, CASSCF//QCISD, CASPT2//QCISD, and CASPT2//CASSCF methods.

ENERGETIC PARAMETERS

Figure 2 shows a graphical comparison of the adiabatic excitation energies for the enol form computed with the different methodologies. Given the lack of experimental results for the system studied, and because it has been shown that CCSD(T) yields excitation energies typically within 5 kcal mol$^{-1}$ of experiment, the CCSD(T)//QCISD results, as mentioned earlier, are used here as the reference values for evaluating the performance of the other methods. All methods predicted the same energetic order for the two excited states considered; that is, the $3\pi\pi^*$ excited state was lower in energy than the $3n\pi^*$ excited state. B3LYP and QCISD predicted adiabatic excitation energies quite close to the CCSD(T)//QCISD values. On the other hand, the adiabatic excitation energies obtained with CASSCF were largely overestimated compared with the reference values. It is of interest to note that a noticeable improvement was obtained when the QCISD geometries were employed. The $3n\pi^*$ adiabatic excitation energy predicted by CIS was also underestimated, although the difference with respect to the reference value was smaller than that yielded by the CASSCF method. Introduction of dynamical correlation through the MP2 method to the CIS energies has been shown to result in a large increase in the adiabatic excitation energies. As a result, the CIS-MP2 energies differed most from the reference values. By contrast, the effect of dynamical correlation introduced by the second-order correction to the CASSCF method brought them closer to the reference values, irrespective of the method used for the geometry optimization. As pointed out by Scheiner et al. there is no fundamental reason why the addition of correlation energy should necessarily raise or lower the excitation energy. Although, in principle, one could expect a smaller effect of the dynamic electron correlation in the excited states than in the ground state, because the electrons in the excited states are separated more due to single occupancies of some of the orbitals in these states, it is also true that, for these states, the nondynamic correlation effects and the core correlation effects may be larger. The closest CASPT2 adiabatic excitation energies to the CCSD(T)//QCISD results were obtained using the QCISD geometries.

Figures 3 and 4 illustrate the difference between the relative energy of the two tautomers and the energy barrier for the proton transfer from the enol form, respectively, yielded by each method and that obtained at the CCSD(T)//QCISD level for each of the states. Let us first comment on the energetic parameters in the ground state. All methods predicted the keto tautomer to be the most stable form. The B3LYP and MP2//HF methods underestimated the energy barrier for the proton transfer. By contrast, HF and CASSCF yielded energy barriers considerably higher than CCSD(T)//QCISD. The CASSCF energy barrier was reduced only slightly when geometries other than CASSCF were used and, surprisingly, it was larger than the HF barrier (except for the case when DFT geometries were used). However, introducing the dynamic energy correlation to the CASSCF wave function through CASPT2 resulted in an energy barrier closer to the reference value. This is a clear indication of the importance of accounting for the dynamic electron correlation effects in describing the proton transfer process.

Concerning the energy difference of the two tautomers in the excited states, both tautomers had, according to the CCSD(T)//QCISD results, nearly the same energy in the $3\pi\pi^*$ state whereas the keto form was about 20 kcal mol$^{-1}$ more stable than the enol form in the $3n\pi^*$ state. CASPT2 reproduced these results quite well, irrespective of the method used to optimize the geometries. As found for the ground state, HF and CASSCF yielded the worst values, especially for the $3n\pi^*$ excited state.

The CCSD(T)//QCISD energy barriers in the $3\pi\pi^*$ and $3n\pi^*$ states were about 4 and 2 kcal mol$^{-1}$ larger, respectively, than in the ground state. Inter-
Two excited states, $^{3}π^*$ and $^2π^*$, are compared with the ground state energies calculated at the CCSD(T)/QCISD level. The CCSD(T)/QCISD relative energies are 5.2, 1.7, and 21.0, respectively. Interestingly, for all methods, the computed barrier heights were larger in the excited states than in the ground state. The QCISD method consistently gave energy barriers that were somewhat larger than the CCSD(T)/QCISD barriers. On the other hand, B3LYP predicted barriers that were too low. Remarkably, the B3LYP energy barriers increased slightly when the diffuse functions were included in the basis set, as expected from the geometrical changes described in the previous section. CIS and CASSCF yielded much higher energy barriers in comparison to the CCSD(T)/QCISD barriers. The MP2 corrections to CIS and CASSCF drastically reduced the energy barriers. The CIS-MP2//CIS energy barriers approached the reference values, although they were somewhat underestimated. On the other hand, the CASPT2 method yielded very similar energy barriers to the reference values. Thus, we conclude that the CIS and CASSCF ESIPT energy barriers were not reliable and the dynamical electronic correlation effects must be accounted for if quantitatively correct results are needed.

It is worth noting that the excited-state CASPT2 energy barriers most different from the CCSD(T)/QCISD results were those obtained with the CASSCF geometries. This indicates that the CASSCF method with a medium-sized active space poorly predicts the TS geometries, and that dynamic electron correlation effects have to be accounted for to obtain more accurate structural parameters. To further investigate this point we attempted to locate the TS with the CASPT2 method. Because CASPT2 analytical gradients had not yet been implemented, and a complete geometry optimization would be too time-consuming at this level of theory, we used an approximate approach by following the CASPT2 potential energy surface along the proton-transfer reaction coordinate. This coordinate was chosen to be the $N_1$—$H_6$ bond distance. We calculated the CASPT2 energy at nine $N_1$—$H_6$ bond distances with the rest of the geometry parameters optimized for each point at the CASSCF level. Table III summarizes the CASSCF-optimized geometry corresponding to the maximum CASPT2 energy point along the reaction coordinate in each
FIGURE 4. Difference between the energy barrier provided by each method and that obtained at the CCSD(T)//QCISD level for the ground state and for the $3\pi^*$ and $3\pi^*$ excited states. The CCSD(T)//QCISD energy barriers are 3.9, 8.2, and 5.8, respectively.

TABLE III. Most Relevant Geometrical Parameters (in Ångstroms and Degrees) of Approximated TS for CASPT2 Method and Relative Energy of Two Tautomers and Energy Barrier for Proton Transfer of Enol Form (kcal mol$^{-1}$) Obtained Following the Potential Energy Surface along the Reaction Coordinate.

<table>
<thead>
<tr>
<th></th>
<th>$S_0$</th>
<th>$3\pi^*$</th>
<th>$3\pi^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(N_1-C_2)$</td>
<td>1.305</td>
<td>1.379</td>
<td>1.386</td>
</tr>
<tr>
<td>$r(C_2-C_3)$</td>
<td>1.419</td>
<td>1.378</td>
<td>1.401</td>
</tr>
<tr>
<td>$r(C_3-C_4)$</td>
<td>1.388</td>
<td>1.461</td>
<td>1.384</td>
</tr>
<tr>
<td>$r(C_4-O_5)$</td>
<td>1.273</td>
<td>1.346</td>
<td>1.356</td>
</tr>
<tr>
<td>$r(N_1-H_6)$</td>
<td>1.250</td>
<td>1.250</td>
<td>1.300</td>
</tr>
<tr>
<td>$r(O_5-H_6)$</td>
<td>1.239</td>
<td>1.125</td>
<td>1.010</td>
</tr>
<tr>
<td>$r(N_1-O_5)$</td>
<td>2.407</td>
<td>2.337</td>
<td>2.268</td>
</tr>
<tr>
<td>$\theta(N_1-H_6-O_5)$</td>
<td>150.6</td>
<td>158.1</td>
<td>157.3</td>
</tr>
<tr>
<td>$\Delta E_{k-e}$</td>
<td>-4.0</td>
<td>-0.8</td>
<td>-19.0</td>
</tr>
<tr>
<td>$\Delta E_{TS-e}$</td>
<td>3.7</td>
<td>7.6</td>
<td>6.2</td>
</tr>
</tbody>
</table>

The structure for this point in the ground state was not much different from that of the CASSCF TS (Table I). However, the CASPT2 TS structure for the excited states was closer to the enol form than the corresponding CASSCF TSs. Moreover, the geometry of the approximate CASPT2 TS for each excited state was closer to the QCISD TS than to the CASSCF TS. The importance of the correlation effects can also be illustrated by comparing the CASSCF and CASPT2 energy profiles (Fig. 5). The CASPT2 maximum energy points in both excited states were displaced to larger $N_1-H_6$ values than the corresponding CASSCF TSs. The calculated CASPT2 energy barriers in the ground state and in the two excited states are also given in Table III. The value for the ground state is nearly equal to that obtained with the CASSCF TS. For the excited states, the values were considerably larger and very close to the CCSD(T)//QCISD values. Clearly, following the reaction coordinate leads to an improvement of results. On the other hand, the relative
energies of the two tautomers was the same in CASPT2//CASSCF and CASPT2 calculations, indicating that the dynamic energy correlation was not as important at the energy minimum points as it was in the TS region.

**Conclusions**

A detailed analysis of the geometries and energies computed at different theoretical levels has been performed for the proton-transfer process in the ground state and in the $^3\pi^*$ and $^3n\pi^*$ excited states of 1-amino-3-propenal.

It was shown that CASSCF with a medium-sized active space describes structures of the enol and keto forms of this system that are noticeably more distant from the proton-transfer TS than those predicted by QCISD. In particular, for the ground state, the CASSCF enol and keto forms were even more distant from QCISD TS than the tautomeric HF structures. On the other hand, B3LYP predicted enol and keto structures that were too close to the proton transfer QCISD TS.

Concerning the adiabatic excitation energies, the B3LYP and QCISD methods were shown to reproduce the CCSD(T)//QCISD results quite well. Larger differences were found in the CASSCF results, which were considerably overestimated. Introduction of the dynamic correlation energy to the CASSCF results using CASPT2 yielded values close to the CCSD(T)//QCISD results, especially if the QCISD geometries were used in the calculations. CIS-MP2 predicted the worst adiabatic excitation energies.

Both CIS and CASSCF provided inaccurate descriptions of the PT processes by yielding energy barriers that were too large, a poor description of the hydrogen bond, and inaccurate TS geometries, especially in the excited states. This indicates that
the correlation effects neglected in these methods were essential for a correct quantitative description of ESIPT processes. The second-order perturbation approach applied in conjunction with the CIS and CASSCF methods diminished the energy barriers. CIS-MP2 yielded energy barriers that were somewhat underestimated, whereas CASPT2 gave energy parameters that were in good agreement with the CCSD(T)//QCISD results. The energy barriers computed by the B3LYP method were systematically too low, although the error was comparable for the different electronic states.

In summary, in the description of ESIPT processes, the CIS-MP2/CIS method provides a good compromise between the accuracy and the computational cost involved in the calculations, yielding results that are qualitatively correct, but cannot be relied upon in quantitative predictions. In our analysis we have not found a low-cost method among the methods studied that is capable of quantitatively describing the ESIPT process. The least time-consuming approach that we can recommend to produce quantitative results is to carry out CASPT2 calculations with a medium-sized active space using CIS-optimized geometries.

Note Added in Proof. After completion of this work, a study on the use of different methodologies to analyze ESIPT processes in a series of molecules related to malonaldehyde has appeared. The study by Kar, Scheiner, and Cuma carries out single-point energy calculations at different levels of theory using the CIS-optimized geometries. Despite the fact that the authors do not explore the effect of geometry optimization at higher levels of theory, their conclusions are very similar to those presented here.
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