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Abstract—We consider the problem of weighted sum-rate maximization (WSRMax) for a set of interfering links. It plays a central role in resource allocation, link scheduling or in finding achievable rate regions for both wireline and wireless networks. This problem is known to be NP-hard. We propose a solution method, based on the branch and bound technique, which solves globally the nonconvex WSRMax problem with an optimality certificate. Efficient analytic bounding techniques are introduced and their impact on the convergence is numerically evaluated. The considered link-interference model is general enough to model a wide range of network topologies with various node capabilities, e.g., single- or multipacket transmission (or reception), simultaneous transmission and reception. Several applications, including cross-layer network utility maximization and maximum weighted link scheduling for multihop wireless networks as well as finding achievable rate regions for singlecast/multicast wireless networks, are presented. The proposed algorithm can be further used to provide other performance benchmarks by back-substituting it into any network design method which relies on WSRMax. It is also very useful for evaluating the performance loss encountered by any heuristic algorithm.

Index Terms—Global (nonconvex) optimization, branch and bound, wireless networks, interference, power and rate control, link scheduling.

I. INTRODUCTION

INTERFERENCE is inherent in wireless networks when multiple transmitters and receivers operate over a shared medium, e.g., in spatial-TDMA networks [1] or code division multiple access networks [2]. A similar kind of interference also arises in wireline networks due to electromagnetic coupling between the transmitted signals over wires which are closely bundled, e.g., in digital subscriber lines (DSL) [3]. Due to interference, the achievable rates on different links are interdependent, i.e., the achievable rate of a particular link depends on the powers allocated to all other links. In general, this coupling makes the power and rate control problems extremely difficult to solve [4]. Among various power and rate control problems, the weighted sum-rate maximization (WSRMax) for an arbitrary set of interfering links plays the central role in many network control and optimization methods.

In [5]–[16] the power and rate control problem for DSL networks has been formulated as a WSRMax over the achievable rate region. Maximum weighted link scheduling for multihop wireless networks [17]–[26] is another important context in which the problem of WSRMax is directly used. Note that, for networks with fixed link capacities, the maximum weighted link scheduling problem reduces to the classical maximum weighted matching problem and can be solved in polynomial time [22], [26], [27]. However, no solution is known for the general case when the link rates depend on the power allocation of all other links. WSRMax is also encountered in various cross-layer control policies for wireless networks [22]–[25], [28]–[32], where it is the basis for physical layer resource allocation. WSRMax problem also comes up extensively in the network utility maximization (NUM) for wireless networks [33]–[35]. In this context, the WSRMax problem appears as a part of the Lagrange dual problem of the overall NUM problem. Power and rate control problem for multicast wireless networks can also be cast as a WSRMax problem [36]. Another application where WSRMax problem plays an important role is multiple-input multiple-output (MIMO) multiuser power control [37]–[45]. Thus, WSRMax appears to be a thorny problem in wireless/wireline network design and, certainly, deserves optimal solution methods.

Unfortunately, the general WSRMax problem is not yet amenable to a convex formulation [4], and in fact, it is NP-hard [46]. Therefore, we have to rely on global optimization approaches [47], [48] for computing an exact solution. One straightforward approach is based on exhaustive search in the variable space [5]. The main disadvantage of this approach is the prohibitively expensive computational complexity even in the case of very small problem instances. Better approach is to apply branch and bound techniques which essentially implement the exhaustive search in a clever manner [47]–[49]. Branch and bound methods based on difference of convex functions (DC) programming [47] have been proposed in [7]–[9] to solve (a subclass of) WSRMax. Though, DC programming is the core of their algorithms, it also limits the generality of their method to the problems in which the objective function cannot be expressed as a DC [47]. For example, in the case of multicast wireless networks the objective function cannot be cast as a DC, even when Shannon’s formula is used to express the achievable link rates. Another branch and bound
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Our proposed branch and bound method shows some analogy to the one proposed in [10] in terms of the initial search domain and the basic bounding techniques. However, the two methods are fundamentally different in terms of branching techniques, as the algorithm proposed in [10] is designed specifically to search over a discrete space whilst our method is optimized for a continuous search space. We also provide improved bounding techniques which improve substantially the convergence speed of the algorithm.

Given its generality, the proposed algorithm can be adapted to address a wide range of network control and optimization problems. Performance benchmarks for various network topologies can be obtained by back-substituting it into any network design method which relies on WSRMax. Several applications, including cross-layer network utility maximization and maximum weighted link scheduling for multihop wireless networks as well as finding achievable rate regions for singlecast/multicast wireless networks, are presented. As suboptimal but less complex algorithms are typically used in practice, our algorithm can also be used for evaluating their performance loss.

The rest of the paper is organized as follows. The system model and problem formulation are presented in Section II. In Section III we reformulate the original problem as a minimization of nonconvex problem over a convex set and the proposed branch and bound method is presented. In Section IV, various bounds and efficient methods for computing them are presented, which are central to the branch and bound method. Extension to WSRMax in multicast networks is presented in Section V. The numerical results are presented in Section VI and Section VII concludes our paper.

Notations: All boldface lower case and upper case letters represent vectors and matrices respectively and calligraphy letters represent sets. The notation $[A]_{p,q}$ denotes the $(p,q)$ entry of the matrix $A$. $\mathbb{R}^{m \times n}$ denotes the set of $m \times n$ real matrices with nonnegative entries. $|X|$ denotes the cardinality of the set $X$. $|x|$ denotes the absolute value of the scalar $x$. $\nabla f$ stands for the gradient of function $f$, and $\|x\|_2$ denote the Euclidian norm of the vector $x$. $A^T$ is the transpose of matrix $A$. $A^{-1}$ is the inverse of matrix $A$, and rank $A$ is the rank of matrix $A$. $I$ denotes the identity matrix. $A \succeq B$ is the componentwise inequality between real matrices or vectors, i.e., if $A, B \in \mathbb{R}^{m \times n}$ then $A \succeq B$ means that $[A]_{p,q} \geq [B]_{p,q}$ for all $1 \leq p \leq m$ and $1 \leq q \leq n$. The superscript $(\cdot)^*$ is used to denote a solution of an optimization problem.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The network considered consists of a collection of nodes which can send, receive, and relay data across a set of links. The set of all nodes is denoted by $\mathcal{N}$ and we label the nodes with the integer values $1, \ldots, N$. A link is represented as an ordered pair $(i,j)$ of distinct nodes. The set of all links is denoted by $\mathcal{L}$ and we label the links with the integer values $l = 1, \ldots, L$. We define $\text{trans}(l)$ as the transmitter node of link $l$, and $\text{rec}(l)$ as the receiver node of link $l$. The existence of a link $l \in \mathcal{L}$ implies that a direct transmission is possible from node $\text{trans}(l)$ to node $\text{rec}(l)$. Note that in the most general case $\mathcal{L}$ may consist of a combination of wireless and wireline links, e.g., in the case of hybrid networks. We define $\mathcal{O}(n)$ as the set of links that are outgoing from node $n$, and $\mathcal{I}(n)$ as the set of links that are incoming to node $n$. Furthermore, we denote the set of transmitter nodes by $\mathcal{T}$ and the set of receiver nodes by $\mathcal{R}$, i.e., $\mathcal{T} = \{ n \in \mathcal{N}|\mathcal{O}(n) \neq \emptyset \}$ and $\mathcal{R} = \{ n \in \mathcal{N}|\mathcal{I}(n) \neq \emptyset \}$.

The model above covers a wide range of network topologies from very simple ones to more complicated ones as shown in Figure 1. A particular class of network topologies is the one for which the set of transmitters $\mathcal{T}$ and the set of receivers $\mathcal{R}$ are disjoint and we refer to these networks as bipartite...
networks. Figures 1(a) and 1(b) show two examples of bipartite networks. In Figure 1(a) each transmitter node has only one outgoing link and each receiving node has only one incoming link, i.e., $|O(n)| = 1$ for all $n \in T$ and $|I(n)| = 1$ for all $n \in R$. Borrowing terminology from the graph theory, we say this network has degree one.\(^1\) In contrast, the network shown in Figure 1(b) has degree three since all nodes $n \in \{3, 7, 9\}$ have degree 3. A network for which $T \cap R = \emptyset$ is referred to as nonbipartite network. Examples of nonbipartite networks are shown in Figures 1(c) and 1(d). Note that all bipartite networks are necessarily singlehop networks whilst the nonbipartite networks can be either singlehop (e.g., Figure 1(c)) or multihop (e.g., Figure 1(d)) networks. Furthermore, all networks with degree one are necessarily bipartite and all nonbipartite networks have degrees larger than one.

In general, depending on the complexity limitations and the transceiver techniques employed at different nodes of the network, some nodes may have restricted transmit and receive capabilities. For example, certain nodes may have only singlepacket receive and/or transmit capabilities\(^2\) and some nodes may not be able to transmit and receive simultaneously. These limitations create subsets of mutually exclusive links and induce a combinatorial nature for the power and rate optimization in the case of networks with degree larger than one [20], [22], [56]–[60]. An example is the maximum weighted link scheduling for multihop wireless networks [17].

We assume that all links are sharing a common channel and the interference is controlled via power allocation. We denote the channel gain from the transmitter of link $i$ to the receiver of link $j$ by $h_{ij}$. For any pair of distinct links $i \neq j$, we denote the interference coefficient from link $i$ to link $j$ by $g_{ij}$. In case of nonadjacent links (i.e., links $i$ and $j$ do not have common nodes), $g_{ij}$ represents the power of the interference signal at the receiver node of link $j$ when one unit of power is allocated to the transmitter node of link $i$, i.e., $g_{ij} = |h_{ij}|^2$. When links $i$ and $j$ are adjacent, the value of $g_{ij}$ depends also on the transmit and receive capabilities of the common node. Specifically, we set $g_{ij} = \infty$ if links $i$ and $j$ are mutually exclusive and $g_{ij} = |h_{ij}|^2$ if links $i$ and $j$ can be simultaneously activated.

\(^1\)In the graph theory, the degree of a vertex is the number of edges incident on it and the degree of a graph is the maximum degree of any vertex. By associating the network’s nodes with vertices and the network’s links with (oriented) edges, we say that the degree of node $n$ is given by $deg(n) = |I(n)| + |O(n)|$ and the degree of the network is given by $\max_{n \in N} deg(n)$.

\(^2\)We say that a node has singlepacket receive capability if it can receive only from a single incoming link at a time. Similarly, we say that a node has singlepacket transmit capability if it can transmit only through a single outgoing link at a time.

Fig. 2. Choosing the value of interference coefficient in the case of adjacent links: (a) $i, j \in I(n)$, $g_{ij} = g_{ji} = \infty$ if node $n$ has singlepacket receive capability or $g_{ij} = |h_{ij}|^2$, $g_{ji} = |h_{ji}|^2$ if node $n$ has multipacket receive capability; (b) $i, j \in O(n)$, $g_{ij} = g_{ji} = \infty$ if node $n$ has singlepacket transmit capability or $g_{ij} = |h_{ij}|^2$, $g_{ji} = |h_{ji}|^2$ if node $n$ has multipacket transmit capability; (c) $i \in O(n)$, $j \in I(n)$, $g_{ij} = \infty$ if node $n$ can not transmit and receive simultaneously or $g_{ij} = |h_{ij}|^2$ and $g_{ji} = |h_{ji}|^2$ if node $n$ can transmit and receive simultaneously.

Thus, $g_{ij} = g_{ji} = \infty$ for any pair of mutually exclusive links. Figure 2 illustrates three examples of choosing the value of interference coefficient in the case of adjacent links. Note that in the case of nonbipartite networks, when $i \in O(n)$ and $j \in I(n)$, the term $g_{ij}$ represents the power gain within the same node from its transmitter to its receiver, and is referred to as the self interference coefficient (see Figure 2(c)). In the case of wireless networks, these gains can be several orders of magnitude larger than the power gains between distinct nodes. References [61]–[64] discuss various self interference cancellations techniques which provides different degrees of accuracy. When such schemes are employed, $g_{ij}$ models the residual self interference coefficient after a certain (imperfect) self interference cancellation technique was performed.

It is worthwhile to notice that the interference model described previously can be easily extended to accommodate different multiple access techniques by reinterpreting appropriately the interference coefficients. For example, in the case of wireless CDMA networks the interference coefficient $g_{ij}$ would model the residual interference at the output of despreading filter of node rec($j$) [2]. Similarly, in the case wireless SDMA networks where nodes are equipped with multiple antennas, $g_{ij}$ represents the equivalent interference coefficient measured at the output of antenna combiner of node rec($j$) [2]. Extensions to a multichannel scenario (e.g., FDMA or FDMA-SDMA networks) is also possible by introducing multiple links between nodes, one link for each available spectral channel, and by setting $g_{ij} = 0$ if links $i$ and $j$ corresponds to orthogonal channels. However, all these aspects are beyond the main scope of this paper.

We consider the case where all receiver nodes are using single-user detection (i.e., a receiver decodes each of its intended signals by treating all other interfering signals as noise) and assume that the achievable rate of link $l$ is given by

$$r_l = \log\left(1 + \frac{g_{ll}p_l}{\sigma^2 + \sum_{j \neq l} g_{jl}p_j}\right),$$

where $p_l$ is the power allocated to link $l$, $\sigma^2$ represents the power of the thermal noise at the receiver, and $g_{ll}$ represent the power gain of link $l$, i.e., $g_{ll} = |h_{ll}|^2$. The use of Shannon formula\(^3\) for achievable rate in (1) is a common practice (see for e.g., [2], [3]) but it must be noted that this is not strictly

\(^3\)The algorithm proposed in this paper can be used for any other rate vs. SINR dependence. The only restriction is that the rate must be a nondecreasing and Lipschitz continuous function of SINR.
correct in the case of finite length packets. However, as the packet length increases it is asymptotically correct.

Let us first consider the case of singlecast networks, where all links carry different information. Let $\beta$ denote an arbitrary nonnegative number which represents the weight associated with link $l$. Assuming that the power allocation is subject to a maximum power constraint $\sum_{t \in O(n)} p_t \leq p_{\text{max}}$ for each transmitter node $n \in T$, the problem of weighted sum-rate maximization can be expressed as

$$
\begin{align*}
\text{maximize} & \quad \sum_{t \in L} \beta_t \log \left( 1 + \frac{g_t p_t}{\sigma^2 + \sum_{j \neq t} g_j p_j} \right) \\
\text{subject to} & \quad \sum_{t \in O(n)} p_t \leq p_{\text{max}}, \quad n \in T \\
& \quad p_t \geq 0, \quad l \in L,
\end{align*}
$$

where the optimization variables are $p_t$ for all $l \in L$.

In the case of multicast networks, a transmitter can send simultaneously common information to multiple receiver nodes. We consider the general case where each transmitter node can have several multicast transmissions. Thus, for each $n \in T$ we partition $O(n)$ into $M_n$ disjoint subsets of links, i.e., $O(n) = \bigcup_{m=1}^{M_n} O^m(n)$ where $M_n$ is the number of multicast transmissions from node $n$ and the set $O^m(n)$ contains all links associated with $m$th multicast transmission of node $n$ (see Figure 3). Let $p_{\text{max}}^m$ and $\beta_{\text{max}}^m$ be the power and the nonnegative weight allocated to $m$th multicast transmission of node $n$. By noting that the maximum rate achievable by all links in $O^m(n)$ is given by $r_{\text{max}}^m = \min_{l \in O^m(n)} g_l p_l$, the weighted sum rate maximization problem can be expressed as (3) (see the bottom of this page), where the variables are $p_{\text{max}}^m$ for all $n \in T$ and $m = 1 \ldots M_n$. Clearly, for any link in $m$th multicast transmission of node $n$, i.e., $l \in O^m(n)$, interference at $\text{rec}(l)$ is created by the other multicast transmissions of node $n$ itself and by multicast transmissions of other nodes. The $\max(\cdot)$ operator in the denominator of SINR expressions is used to impose mutually exclusive multicast transmissions, e.g., if node 6 in Figure 3 has singlepacket reception capability, then $O^2(1)$ and $O^1(2)$ are mutually exclusive.

For the sake of clarity, we consider only the case of sum power constraints for each transmitter node. However, supplementary sum power constraints can be also handled by the proposed algorithm. For example, in the case cellular downlink employing cooperation of several multi-antenna base station, sum power constraints per subsets of nodes (one subset of nodes corresponds to a base station) should be also considered [40].

III. ALGORITHM DERIVATION

For the sake of clarity, let us first address the case of singlecast networks. Extension to multicast case is presented separately in Section V. We start by equivalently reformulating the original problem (2) as minimization of a nonconvex function over an $L$-dimensional rectangle. Then, we describe our proposed algorithm based on a branch and bound technique [49] to minimize the nonconvex function over the $L$-dimensional rectangle.

By introducing auxiliary variables $\gamma_l$, $l \in L$, we first reformulate problem (2) in the following equivalent form

$$
\begin{align*}
\text{minimize} & \quad \sum_{t \in L} -\beta_t \log (1 + \gamma_t) \\
\text{subject to} & \quad \sum_{t \in O(n)} p_t \leq p_{\text{max}}, \quad n \in T \\
& \quad p_t \geq 0, \quad l \in L,
\end{align*}
$$

where the variables are $\{p_t, \gamma_t\}_{l \in L}$. The equivalence between problem (2) and (4) follows from the monotone increasing property of the $\log(\cdot)$ function. Clearly, any feasible $\gamma_l$, $l \in L$ in problem (4) represents an achievable SINR value for link $l$. Let us denote the objective function of problem (4) by $f_0(\gamma) = \sum_{l \in L} -\beta_l \log (1 + \gamma_l)$ and the feasible set for variables $\gamma = [\gamma_1, \ldots, \gamma_L]^T$ (or the achievable SINR values) by $\mathcal{G}$, i.e.,

$$
\mathcal{G} = \left\{ \gamma \left| \gamma_l \leq \frac{g_l p_l}{\sigma^2 + \sum_{j \neq l} g_j p_j}, \quad l \in L \\
\sum_{t \in O(n)} p_t \leq p_{\text{max}}, \quad n \in T \\
p_t \geq 0, \quad l \in L \right. \right\}.
$$

The optimal value of problem (4) can be expressed compactly as

$$
t^* = \inf_{\gamma \in \mathcal{G}} f_0(\gamma).
$$

For clarity, let us define a new function $\tilde{f} : \mathbb{R}_+^L \rightarrow \mathbb{R}$ as

$$
\tilde{f}(\gamma) = \left\{ \begin{array}{ll}
f_0(\gamma) & \text{if } \gamma \in \mathcal{G} \\
0 & \text{otherwise}
\end{array} \right.
$$

and note that for any $\mathcal{S} \subseteq \mathbb{R}_+^L$ such that $\mathcal{G} \subseteq \mathcal{S}$, we have

$$
\inf_{\gamma \in \mathcal{S}} \tilde{f}(\gamma) = \inf_{\gamma \in \mathcal{G}} f_0(\gamma) = t^*,
$$

where the first equality follows from the fact that for any $\gamma \in \mathbb{R}_+^L$ we have $f_0(\gamma) \leq 0$. It is also worth noting that the function $\tilde{f}$ is nonconvex over $\mathcal{S}$ and $f_0$ is a global lower bound on $\tilde{f}$, i.e., $f_0(\gamma) \leq \tilde{f}(\gamma)$ for all $\gamma \in \mathcal{S}$.

Let us now define the $L$-dimensional rectangle $\mathcal{Q}_{\text{init}} = \{ \gamma | 0 \leq \gamma_t \leq \frac{g_l p_{\text{max}}^m}{\sigma^2}, \quad l \in L \}$ which encloses the set of all achievable SINR values, i.e., $\mathcal{G} \subseteq \mathcal{Q}_{\text{init}}$. By using (7), it follows that $t^* = \inf_{\gamma \in \mathcal{Q}_{\text{init}}} \tilde{f}(\gamma)$. Thus, we have reformulated problem (2) equivalently as a minimization of the nonconvex function $\tilde{f}$ over the rectangle $\mathcal{Q}_{\text{init}}$. In what follows we show

$$
\begin{align*}
\text{maximize} & \quad \sum_{n \in T} \sum_{m=1}^{M_n} \beta_{\text{max}}^m \min_{l \in O^m(n)} \log \left( 1 + \frac{g_l p_{\text{max}}^m}{\sigma^2 + \sum_{j \neq l} g_j p_j} \right) \\
\text{subject to} & \quad \sum_{m=1}^{M_n} p_n \leq p_{\text{max}}, \quad n \in T \\
& \quad p_n \geq 0, \quad n \in T, \quad m = 1 \ldots M_n
\end{align*}
$$

Fig. 3. Multicast network: Different colors represent different multicast transmissions, $T = \{1, 2\}$, $M_1 = 2$, $M_2 = 1$, $O^1(1) = \{1, 2\}$, $O^2(1) = \{3, 4\}$, and $O^1(2) = \{5, 6\}$.
how branch and bound technique is used to minimize $\tilde{f}$ over $Q_\text{init}$.

For any $L$-dimensional rectangle $^5 Q \subseteq Q_\text{init}$, let us first define the following function

$$
\phi_{\text{min}}(Q) = \inf_{\gamma \in \Gamma} \tilde{f}(\gamma).
$$

It can be easily observed that

$$
\phi_{\text{min}}(Q_\text{init}) = \inf_{\gamma \in \Gamma_{\text{init}}} \tilde{f}(\gamma) = t^*.
$$

The key idea of the branch and bound method is to generate a sequence of asymptotically tight upper and lower bounds for $\phi_{\text{min}}(Q_\text{init})$. At each iteration $k$, the lower bound $L_k$ and the upper bound $U_k$ are updated by partitioning $Q_\text{init}$ into smaller rectangles. To ensure the convergence, the bounds should become tight as the number of rectangles in the partition of $Q_\text{init}$ grows. To do this, the branch and bound method uses two functions $\phi_{\text{ub}}(Q)$ and $\phi_{\text{lb}}(Q)$, defined for any rectangle $Q \subseteq Q_\text{init}$ such that following conditions are satisfied [49].

C1: The functions $\phi_{\text{ub}}(Q)$ and $\phi_{\text{lb}}(Q)$ compute a lower bound and an upper bound respectively on $\phi_{\text{min}}(Q)$, i.e.,

$$
\forall Q \subseteq Q_\text{init} \text{ we have } \phi_{\text{ub}}(Q) \leq \phi_{\text{min}}(Q) \leq \phi_{\text{lb}}(Q).
$$

C2: As the maximum half length of the sides of $Q$ (i.e., size$(Q) = \frac{1}{2}\max_{i \in L} (\gamma_{\text{max}} - \gamma_{\text{min}}))$ goes to zero, the difference between the upper and lower bounds uniformly converges to zero, i.e.,

$$
\forall \epsilon > 0 \exists \delta > 0 \text{ such that } \forall Q \subseteq Q_\text{init}, \text{size}(Q) \leq \delta \Rightarrow \phi_{\text{ub}}(Q) - \phi_{\text{lb}}(Q) \leq \epsilon.
$$

For the sake of clarity, the definition and computation of $\phi_{\text{lb}}$ and $\phi_{\text{ub}}$ is described in Section IV. In the remaining of this section we will present the proposed branch and bound method in more detail.

Let $\epsilon \geq 0$ be an a priori specified tolerance. Algorithm starts by computing $\phi_{\text{ub}}(Q_\text{init})$ and $\phi_{\text{lb}}(Q_\text{init})$. If $\phi_{\text{ub}}(Q_\text{init}) - \phi_{\text{lb}}(Q_\text{init}) \leq \epsilon$, the algorithm terminates and C1 in (10) confirms that we have an upper bound $\phi_{\text{ub}}(Q_\text{init})$ which is at most $\epsilon$-away from the optimal value $t^*$. Otherwise, we start partitioning $Q_\text{init}$ into smaller rectangles. At the $k$th partitioning step, $Q_\text{init}$ is split into $k$ rectangles such that $Q_\text{init} = Q_1 \cup Q_2 \cup \ldots \cup Q_k$ and $\phi_{\text{ub}}(Q_k)$ and $\phi_{\text{lb}}(Q_k)$ are computed. Then the lower bound $L_k$ and upper bound $U_k$ are updated as follows:

$$
L_k = \min_{i \in \{1, 2, \ldots, k\}} \phi_{\text{lb}}(Q_i) \leq \phi_{\text{min}}(Q_\text{init}) = t^* \leq \min_{i \in \{1, 2, \ldots, k\}} \phi_{\text{ub}}(Q_i) = U_k.
$$

Note that the lower bound $L_k$ and the upper bound $U_k$ are refined at each step and they represent the best lower and upper bounds obtained so far. If the difference between new bounds becomes smaller than $\epsilon$, then the algorithm terminates. Otherwise, further partitioning of $Q_\text{init}$ is required until the difference between $U_k$ and $L_k$ is less than $\epsilon$. The condition C2 in (11) ensures that, the difference $U_k - L_k$ eventually becomes smaller than $\epsilon$ for some finite $k$. The proposed algorithm based on branch and bound method can be summarized as follows.

\begin{algorithm}
1) Initialization: given tolerance $\epsilon > 0$. Set $k = 1$, $B_1 = \{Q_\text{init}\}$, $U_1 = \phi_{\text{ub}}(Q_\text{init})$, and $L_1 = \phi_{\text{lb}}(Q_\text{init})$.
2) Stopping criterion: if $U_k - L_k > \epsilon$, go to Step 3, otherwise STOP.
3) Branching:
   a) pick $Q \in B_k$ for which $\phi_{\text{ub}}(Q) = L_k$ and set $Q_k = Q$.
   b) split $Q_k$ along one of its longest edge into $Q_1$ and $Q_{11}$.
   c) form $B_{k+1}$ from $B_k$ by removing $Q_k$ and adding $Q_1$ and $Q_{11}$.
4) Bounding: compute $\phi_{\text{ub}}(Q_1)$, $\phi_{\text{ub}}(Q_{11})$, $\phi_{\text{lb}}(Q_1)$, and $\phi_{\text{lb}}(Q_{11})$.
   a) set $U_{k+1} = \min\{U_k, \phi_{\text{ub}}(Q_1), \phi_{\text{ub}}(Q_{11})\}$.
   b) set $L_{k+1} = \min\{L_k, \phi_{\text{lb}}(Q_1), \phi_{\text{lb}}(Q_{11})\}$.
5) Pruning:
   a) pick all $Q \in B_{k+1}$ for which $\phi_{\text{lb}}(Q) > U_{k+1}$.
   b) update $B_{k+1}$ by removing all $Q \in B_{k+1}$ obtained in the above step (5-a).
6) Set $k = k + 1$ and go to step (2).
\end{algorithm}

The first step initializes the algorithm and the upper and lower bounds are computed over the initial rectangle $Q_\text{init}$. The second step checks the difference between the best upper and lower bounds found so far (i.e., $U_k$ and $L_k$ given by (12)). The algorithm repeats steps 3 to 6 until $U_k - L_k < \epsilon$.

Step 3 is the branching mechanism of the algorithm. Here we adopt the following branching rule: select from the current partition of $Q_\text{init}$ (i.e., $B_k$) the rectangle with the smallest lower bound and split it in two smaller rectangles along its longest edge. Splitting the chosen rectangle along its longest edge ensures the convergence of the algorithm [49]. At step 4 the best upper bound $U_k$ and the best lower bound $L_k$ are updated according to (12).

Step 5 is used to eliminate (or prune) rectangles for which the lower bound is larger than the best upper bound found so far, since those rectangles can never contain a minimizer of the function $\tilde{f}$. Note that pruning does not affect the speed of the main algorithm since none of the rectangles that were pruned will be selected later in the branching step 3 for further splitting. The advantage of pruning is the release of the memory used for storing unnecessary rectangles.

The convergence of the above algorithm is established by the following theorem.

Theorem 1: If for any $Q \subseteq Q_\text{init}$ with $Q = \{\gamma | \gamma_{\text{min}} \leq \gamma_l \leq \gamma_{\text{max}} ; l \in L\}$, the functions $\phi_{\text{ub}}(Q)$ and $\phi_{\text{lb}}(Q)$ satisfy the conditions C1 and C2, then Algorithm 1 converges in a finite number of iterations to a value arbitrarily close to $t^*$, i.e., $\forall \epsilon > 0, \exists K > 0$ such that $U_k - t^* \leq \epsilon$.

Proof: The proof is similar to the one provided in [65] and it is not reproduced here for the sake of brevity.

Note that the main challenge in designing a global optimization algorithm based on branch and bound method is to find cheaply computable functions $\phi_{\text{ub}}(Q)$ and $\phi_{\text{lb}}(Q)$ such that the conditions given in (10) and (11) are satisfied. Basically, the essence of the branch and bound method is based on the fact that for any $Q \subseteq Q_\text{init}$, the bounds $\phi_{\text{ub}}(Q)$ and $\phi_{\text{lb}}(Q)$ are substantially easier to compute than the true minimum $\phi_{\text{min}}(Q)$ [49].

\(^5\) An $L$-dimensional rectangle $Q$ is defined as $Q = \{\gamma | \gamma_{\text{min}} \leq \gamma_l \leq \gamma_{\text{max}} ; l \in L\}$, where $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$ are real numbers such that $\gamma_{\text{min}} \leq \gamma_{\text{max}}$ for all $l \in L$. 

\(^{*}\)
IV. COMPUTATION OF UPPER BOUND AND LOWER BOUND

In this section we propose several candidates for $\phi_{lb}(Q)$ and $\phi_{ub}(Q)$ in Algorithm 1. First, we describe two basic lower and upper bound functions, prove that they satisfy the conditions C1 and C2 (see (10) and (11)) and present efficient methods for computing them. Computationally efficient better bounds are presented later in this section.

A. Basic lower and upper bounds

Recall that $Q = \{\gamma | \gamma_{l,\min} \leq \gamma_l \leq \gamma_{l,\max}, l \in \mathcal{L}\}$. We now define the functions $\phi_{lb}^{Basic}(Q)$ and $\phi_{ub}^{Basic}(Q)$ as

$$ \phi_{lb}^{Basic}(Q) = \begin{cases} f_0(\gamma_{max}) & \text{if } \gamma_{min} \in \mathcal{G} \\ 0 & \text{otherwise} \end{cases} \quad (13) $$

$$ \phi_{ub}^{Basic}(Q) = \begin{cases} f_0(\gamma_{max}) & \text{if } \gamma_{min} \in \mathcal{G} \\ 0 & \text{otherwise} \end{cases} \quad (14) $$

where $\gamma_{max} = [\gamma_{1,\max}, \ldots, \gamma_{L,\max}]^T$, $\gamma_{min} = [\gamma_{1,\min}, \ldots, \gamma_{L,\min}]^T$, and $\mathcal{G}$ is defined in (5). Note that the most computationally expensive part of evaluating $\phi_{lb}^{Basic}(Q)$ and $\phi_{ub}^{Basic}(Q)$ is to check the condition $\gamma_{min} \in \mathcal{G}$. An efficient method for checking this condition is provided soon after the following important properties of functions $\phi_{lb}^{Basic}$ and $\phi_{ub}^{Basic}$ are established.

**Lemma 1:** The functions $\phi_{lb}^{Basic}(Q)$ and $\phi_{ub}^{Basic}(Q)$ satisfy the condition C1.

**Proof:** In the case of $\gamma_{min} \notin \mathcal{G}$ we can easily see that $\phi_{lb}^{Basic}(Q) = \phi_{min}(Q) = \phi_{ub}^{Basic}(Q) = 0$, and therefore the inequalities in C1 holds with equalities. In the case of $\gamma_{min} \in \mathcal{G}$ we notice that

$$ \phi_{min}(Q) = \inf_{\gamma \in Q} \tilde{f}(\gamma) \leq \tilde{f}(\gamma_{min}) = f_0(\gamma_{min}) = \phi_{lb}^{Basic}(Q). \quad (15) $$

The first equality follows from (8), the inequality follows since $\gamma_{min} \in Q$, and the second equality follows from (6). Moreover, we have

$$ \phi_{min}(Q) = \inf_{\gamma \in Q} \tilde{f}(\gamma) \geq \inf_{\gamma \in Q} f_0(\gamma) = f_0(\gamma_{max}) = \phi_{ub}^{Basic}(Q). \quad (16) $$

where the inequality follows from the fact that $\tilde{f}(\gamma) \geq f_0(\gamma)$ and the second equality is from the fact that $Q$ is a rectangle and $f_0(\gamma)$ is monotonically decreasing in each variable $\gamma_l$, $l \in \mathcal{L}$. From (15) and (16) we conclude that $\phi_{lb}^{Basic}(Q) \leq \phi_{min}(Q) \leq \phi_{ub}^{Basic}(Q)$. \hspace{1cm} \square

**Lemma 2:** The functions $\phi_{lb}^{Basic}(Q)$ and $\phi_{ub}^{Basic}(Q)$ satisfy the condition C2.

**Proof:** We first show that the function $f_0(\gamma) = \sum_{l \in \mathcal{L}} -\beta_l \log(1 + \gamma_l)$ is Lipschitz continuous on $\mathbb{R}_+^{\mathcal{L}}$ with the constant $D = \sqrt{\sum_{l \in \mathcal{L}} \beta_l^2}$, i.e.,

$$ |f_0(\mu) - f_0(\nu)| \leq D \|\mu - \nu\|_2 \quad (17) $$

for all $\mu, \nu \in \mathbb{R}_+^{\mathcal{L}}$. We start by noting that $f_0(\gamma)$ is convex. Therefore, for all $\mu, \nu \in \mathbb{R}_+^{\mathcal{L}}$ we have [66, Section 3.1.3]

$$ f_0(\mu) - f_0(\nu) \leq \nabla f_0(\mu) (\mu - \nu). \quad (18) $$

Without loss of generality, we can assume that $f_0(\mu) - f_0(\nu) \geq 0$ and thus \hspace{1cm} 6.

6 Otherwise, we can obtain exactly the same results by interchanging $\mu$ and $\nu$ in (18), i.e., $f_0(\nu) - f_0(\mu) \leq \nabla f_0(\nu)(\nu - \mu)$. $$ |f_0(\mu) - f_0(\nu)| \leq \|\nabla f_0(\mu)\|_2 \|\mu - \nu\|_2 \leq \max_{\gamma \in \mathbb{R}_+^{\mathcal{L}}} \|\nabla f_0(\gamma)\|_2 \|\mu - \nu\|_2 \leq \max_{\gamma \in \mathbb{R}_+^{\mathcal{L}}} \sum_{l \in \mathcal{L}} \beta_l^2 \|\mu - \nu\|_2 \quad (22) $$

$$ = D \|\mu - \nu\|_2, \quad (23) $$

where (19) follows from (18), (20) follows from the Cauchy-Schwarz inequality, (21) follows from the maximization operation, (22) follows by noting that $|\nabla f_0(\gamma)|_l = \frac{\beta_l}{(1 + \gamma_l)}$, $l \in \mathcal{L}$, and (23) follows by setting $\gamma_l = 0$ for all $l \in \mathcal{L}$.

Now we can write the following relations

$$ |f_0(\mu) - f_0(\nu)| \leq \|\nabla f_0(\mu)\|_2 \|\mu - \nu\|_2 \leq \|\nabla f_0(\mu)\|_2 \|\mu - \nu\|_2 \leq D \|\mu - \nu\|_2 \leq D \|\mu - \nu\|_2 \leq 2DL \text{ size}(Q). \quad (28) $$

The first inequality (24) follows from (13) and (14) by noting that $f_0$ is nonincreasing, (25) follows from (17), (26) follows clearly by noting that $e_l$ is $l$th standard unit vector, (27) follows from triangle inequality, and (28) follows from the definition of size($Q$) (see C2). Thus, for any given $\epsilon > 0$, we can select $\delta$ such that $\delta \leq \epsilon/2DL$ which in turn implies that condition C2 is satisfied.

In the sequel, we present a computationally efficient method to check the condition $\gamma_{min} \in \mathcal{G}$ which is central in computing $\phi_{lb}^{Basic}(Q)$ and $\phi_{ub}^{Basic}(Q)$ efficiently. Without loss of generality, we can assume that $\gamma_{min} > 0$. Note that the method can be extended to the case where there are links $l$ for which $\gamma_{l,\min} = 0$ in a straightforward manner 7.

Let us first consider the first set of inequalities in the description of $\mathcal{G}$, i.e.,

$$ \gamma_l \leq \frac{g_{l,p}}{\sigma + \sum_{j \neq l} g_{j,p}} \quad l \in \mathcal{L}. \quad (29) $$

Let $\gamma = [\gamma_1, \ldots, \gamma_L]^T$ and $p = [p_1, \ldots, p_L]^T$. By rearranging the terms, (29) can be equivalently expressed as [37], [67]

$$ (I - B(\gamma)G) p \succeq \sigma^2 B(\gamma) 1, \quad (30) $$

where the matrices $B(\gamma) \in \mathbb{R}_+^{L \times L}$ and $G = \mathbb{R}_+^{L \times L}$ are defined by

$$ B(\gamma) = \text{diag} \left( \frac{\gamma_1}{g_{11}}, \ldots, \frac{\gamma_L}{g_{LL}} \right); \quad [G]_{i,j} = \begin{cases} g_{ji} & \text{if } i \neq j \\ 0 & \text{otherwise.} \end{cases} \quad (31) $$

For the notational simplicity, let

$$ A(\gamma) = I - B(\gamma)G \quad \text{and} \quad b(\gamma) = \sigma^2 B(\gamma) 1. \quad (32) $$

Thus, (29) can be compactly expressed as $A(\gamma)p \succeq b(\gamma)$.

Let us denote the spectral radius [68, pp. 5] of matrix $B(\gamma)G$ 7In this case, checking the original condition $\gamma_{min} \in \mathcal{G}$ is equivalent to checking a modified condition $\gamma_{min} \in \mathcal{G}$ where $\gamma_{min}$ and $\gamma_{max}$ are obtained by eliminating the dimensions (or link indexes) for which $\gamma_{l,\min} = 0$ and thus, we have $\gamma_{min} > 0$.\]
by $\rho(B(\gamma)G)$. The following theorem helps us to check if $\gamma \in \mathcal{G}$.

**Theorem 2:** For any $\gamma > 0$, the following implications hold:

1. $\rho(B(\gamma)G) \geq 1 \implies \gamma \notin \mathcal{G}$.
2. $\rho(B(\gamma)G) < 1$ and $\sum_{i \in O(n)} p_l \leq p_n^{\max}$ for all $n \in T$, where $p = A^{-1}(\gamma)b(\gamma)$.\[ \implies \gamma \notin \mathcal{G}.$
3. $\rho(B(\gamma)G) < 1$ and $3n \in T$ such that $\sum_{i \in O(n)} p_l > p_n^{\max}$, where $p = A^{-1}(\gamma)b(\gamma)$.\[ \implies \gamma \notin \mathcal{G}.$

**Proof:** See Appendix A.

Based on Theorem 2 the condition $\gamma_{\min} \in \mathcal{G}$ can be checked as follows:

**Algorithm 2:** Checking for condition $\gamma_{\min} \in \mathcal{G}$

1. Construct $B(\gamma_{\min})$ and $G$ according to (31).
2. If $\rho(B(\gamma_{\min})G) \geq 1$, then $\gamma_{\min} \notin \mathcal{G}$ and STOP.
3. Otherwise, $\gamma_{\min} \in \mathcal{G}$ and STOP.

**B. Improved lower and upper bounds**

Finding tighter bounds is very important as they can increase substantially the convergence speed of Algorithm 1. By exploiting the monotonically nonincreasing property of $f_0$, one improved lower bound and two improved upper bounds are proposed in this subsection. Efficient methods to compute them are provided as well.

Note that, in the case of $\gamma_{\min} \notin \mathcal{G}$ (i.e., $Q \cap \mathcal{G} = \emptyset$, see Figure (4(a)), $f(\gamma) = 0$ for any $\gamma \in Q$. Thus, both the basic lower bound (13) and the basic upper bound (14) are trivially zero and no further improvement is possible since they are tight. Consequently, tighter bounds can be found only in the case $\gamma_{\min} \in \mathcal{G}$ (i.e., $Q \cap \mathcal{G} \neq \emptyset$, see Figure 4(b)). Thus, we consider only this case in the sequel, unless otherwise specified.

1. **Improved lower bound:** Roughly speaking, a tighter lower bound can be obtained as follows. We first construct the smallest rectangle $\mathcal{Q}^* \subseteq \mathcal{Q}$ which encloses the intersection $Q \cap \mathcal{G}$ (see Figure 4(b)). Let us denote this rectangle as $\mathcal{Q}^* = \{\gamma | \gamma_{l_{\min}} \leq \gamma \leq \gamma_{l_{\max}}, l \in \mathcal{L}\}$. The improved lower bound is given by $f_0(\gamma_{l_1}^*, \ldots, \gamma_{l_{\max}}^*)$.

Recall that $Q = \{\gamma | \gamma_{l_{\min}} \leq \gamma \leq \gamma_{l_{\max}}, l \in \mathcal{L}\}$. For any $Q \subseteq \mathcal{Q}^*$, the improved lower bound can be formally expressed as

$$
\phi^{\text{Imp}}(Q) = \begin{cases} f_0(\gamma^*) & \text{if } \gamma_{\min} \in \mathcal{G} \\ 0 & \text{otherwise} \end{cases},
$$

where $\gamma^* = [\gamma_{l_{\min}}^*, \ldots, \gamma_{l_{\max}}^*]$, and $\gamma_{l_{\min}}^*$ is the optimal value of the following optimization problem

$$
\begin{array}{ll}
\text{maximize} & \frac{\sum_{i \in \mathcal{L}} g_i p_i}{\sigma^2 + \sum_{j \notin \mathcal{L}} g_j p_j} \\
\text{subject to} & \gamma_{l_{\min}} = \frac{\sum_{j \notin \mathcal{L}} g_j p_j}{\sigma^2 + \sum_{j \notin \mathcal{L}} g_j p_j}, l \in \mathcal{L} \setminus \{i\} \\
& \sum_{i \in O(n)} p_l \leq p_n^{\max}, n \in T \\
& p_l \geq 0, l \in \mathcal{L},
\end{array}
$$

where the optimization variables are $\{p_l\}_{l \in \mathcal{L}}$. The first in-equation constraint ensures that $\mathcal{Q}^* \subseteq \mathcal{Q}$, and it is active if and only if the corner point $a_i = \gamma_{l_{\min}} + (\gamma_{l_{\max}} - \gamma_{l_{\min}}) e_i$ lies inside $\mathcal{G}$, i.e., $a_i \in \mathcal{G}$ (see $a_1$ in Figure 4(c)). Therefore, when $a_i \in \mathcal{G}$, $\gamma_{l_{\min}}^* = \gamma_{l_{\max}}$.

Otherwise (i.e., $a_i \notin \mathcal{G}$), $\gamma_{l_{\min}}^*$ is limited by the power constraints. In this case, the first constraint of problem (34) can be safely dropped and the resulting problem can be readily converted into a standard geometric program (GP) so that the solution can be obtained numerically by using a GP solver, e.g., GGPLAB, GPOPSY, GPCVX. However, it turns out that, the particular structure of problem (34) allows us to find analytically the optimal value. This provides a more computationally efficient way to compute $\phi_{\text{Imp}}(Q)$ without relying on a GP solver. This method is described soon after the following important property of $\phi_{\text{Imp}}(Q)$ is established.

**Lemma 3:** For any $Q \subseteq \mathcal{Q}^*$ the lower bound $\phi^{\text{Imp}}(Q)$ (33) is better than the basic lower bound $\phi^{\text{Basic}}(Q)$ (13), i.e., $\phi^{\text{Imp}}(Q) \geq \phi^{\text{Basic}}(Q)$.

**Proof:** If $\gamma_{\min} \notin \mathcal{G}$, we have $\phi_{\text{Imp}}(Q) = \phi^{\text{Basic}}(Q) = 0$. Otherwise, i.e., when $\gamma_{\min} \in \mathcal{G}$ we obtain

$$
\phi^{\text{Imp}}(Q) \geq \phi^{\text{Basic}}(Q)
$$

(35) (see the bottom of this page), where the first equality is from (8), the second equality follows from the fact that $\mathcal{G} \cap \mathcal{Q}$ is nonempty and $\bar{f}(\gamma) = 0$ for all $\gamma \in \mathcal{Q} \setminus (\mathcal{G} \cap \mathcal{Q})$, the third equality follows from $f(\gamma) = f_0(\gamma)$ for all $\gamma \in \mathcal{G} \cap \mathcal{Q}$. The first inequality follows by noting that $\gamma_{l_{\min}}^* \geq \gamma$ for all $\gamma \in \mathcal{Q} \cap \mathcal{G}$, and $f_0$ is monotonically decreasing in each dimension, and the last inequality follows since $\gamma_{l_{\max}}^* \geq \gamma_{l_{\max}}$.

We describe now an efficient method to find $\gamma_{l_{\min}}^*$ by solving problem (34) when $\gamma_{\min} \in \mathcal{G}$ and $a_i \notin \mathcal{G}$.

In this case, we can assume without loss of generality that $\gamma_{l_{\min}} > 0$ for all
The proposed method can be summarized as follows: by using the equality constraints we eliminate the $L - 1$ variables \{pt\}_{i \in L \setminus \{i\}} and transform problem (34) into a single variable optimization problem (with variable pt). This facilitates finding the optimal power $p_t^*$ (and implicitly $\gamma^*_t$), in an efficient and straightforward manner.

For a detailed description of the above method it is useful to introduce a virtual network which is obtained from the original network by removing the $i$th link. Such a network is referred to as reduced network. For notational convenience let us define the following vectors and matrices associated to the reduced network: $p_t$ and $\gamma_{\min}^i$ are obtained from $p$ and $\gamma_{\min}$ by removing the $i$th entries, i.e., $p_t = [p_1, \ldots, p_{i-1}, p_{i+1}, \ldots, p_L]^T$ and $\gamma_{\min}^i = [\gamma_{1,\min}, \ldots, \gamma_{i-1,\min}, \gamma_{i+1,\min}, \ldots, \gamma_{L,\min}]^T$; similarly, $\mathbf{B}_i(\gamma_{\min}^i)$ and $\mathbf{G}_i$ are obtained from $\mathbf{B}(\gamma_{\min})$ and $\mathbf{G}$ (see (31)) by removing the $i$th rows and the $i$th columns. It is important to note that if SINR vector $\gamma_{\min}$ is achievable in the original network then $\gamma_{\min}^i$ is also achievable in the reduced network.

Now we turn to problem (34). By rearranging the terms, the equality constraints can be expressed compactly as
\[
[I - \mathbf{B}_i(\gamma_{\min}^i)\mathbf{G}_i]p_t + d_i(\gamma_{\min}^i)p_t = \sigma^2 \mathbf{B}_i(\gamma_{\min}^i)1, \quad (36)
\]
where $d_i(\gamma_{\min}^i) = \left[ \begin{array}{c} g_{i1,\min}^2, \ldots, g_{i-1,\min}^2, g_{i+1,\min}^2, g_{i+1,\min}^2 + 1, \ldots, g_{i+1,\min}^2 \end{array} \right]^T$.

Similarly to (32), let us denote
\[
\mathbf{A}_i(\gamma_{\min}^i) = I - \mathbf{B}_i(\gamma_{\min}^i)\mathbf{G}_i; \quad \mathbf{b}_i(\gamma_{\min}^i) = \sigma^2 \mathbf{B}_i(\gamma_{\min}^i)1.
\]
and rewrite (36) equivalently as
\[
\mathbf{A}_i(\gamma_{\min}^i) p_t + d_i(\gamma_{\min}^i)p_t = \mathbf{b}_i(\gamma_{\min}^i). \quad (37)
\]
Since $\gamma_{\min} \in \mathcal{G}$ it follows that the SINR vector $\gamma_{\min}^i > 0$ is achievable in the reduced network. Thus, Theorem 2 (applied to the reduced network) implies that the spectral radius of the matrix $\mathbf{B}_i(\gamma_{\min}^i)\mathbf{G}_i$ is strictly smaller than one, i.e., $\rho(\mathbf{B}_i(\gamma_{\min}^i)\mathbf{G}_i) < 1$. This, in turn, ensures that matrix $\mathbf{A}_i(\gamma_{\min}^i)$ is invertible and its inverse has nonnegative entries, i.e., $\mathbf{A}_i^{-1}(\gamma_{\min}^i) \succeq 0$ [68, Theorem 2.5.3, items 2 and 17]. Therefore, we can parameterize all solutions of (36), using $p_t$ as a free parameter [66, Section C.5, pp. 681]. Thus, we obtain (39) (see the bottom of this page), where $q_i = 1$, $s_i = 0$, $q_i = -\mathbf{A}_i^{-1}(\gamma_{\min}^i)d_i(\gamma_{\min}^i)$, and $s_i = \mathbf{A}_i^{-1}(\gamma_{\min}^i)\mathbf{b}_i(\gamma_{\min}^i)$. The vectors $q_i$ and $s_i$ are introduced for notational simplicity and they have the following structure: $q_i = [q_1, \ldots, q_{i-1}, q_{i+1}, \ldots, q_L]^T$ and $s_i = [s_1, \ldots, s_{i-1}, q_{i+1}, \ldots, s_L]^T$. Furthermore, since $\mathbf{A}_i^{-1}(\gamma_{\min}^i) \succeq 0$ and by noting that $d_i(\gamma_{\min}^i) \preceq 0$ and $\mathbf{b}_i(\gamma_{\min}^i) \succeq 0$ (see (37)), we can see that all entries in vectors $q_i$ and $s_i$ are nonnegative, i.e., $q_i \succeq 0$ and $s_i \preceq 0$. Finally, we can rewrite parametrization (39) as
\[
p_j = q_j p_t + s_j, \quad j \in \mathcal{L}, \quad (40)
\]
where $q_j \geq 0, s_j \geq 0$ for all $j \in \mathcal{L}$ and $q_1 = 1, s_1 = 0$.

Next we use the parametrization (40) to convert problem (34) (with $L$ power variables) into an equivalent one with a single power variable $p_t$. To do this, we first express the objective function of problem (34) $g_i(p)$ as a function of a single variable $p_t$, i.e.,
\[
g_i(p) = \frac{g_i p_t}{\sigma^2 + \sum_{j \neq i} g_{ji} (q_{ji} p_t + s_j)} = \bar{g}_i(p_t). \quad (41)
\]

The sum power constraints of problem (34) (i.e., $\sum_{l \in \mathcal{O}(n)} p_l \leq \gamma_{\max}^n, n \in \mathcal{T}$) can be expressed as
\[
p_t \leq \frac{\gamma_{\max}^n - \sum_{l \in \mathcal{O}(n)} s_l}{\sum_{l \in \mathcal{O}(n)} q_l}, \quad n \in \mathcal{T}. \quad (42)
\]

Furthermore, since $q_j \geq 0, s_j \geq 0$, all $L$ nonnegativity power constraints of problem (34) can be replaced by $p_t \geq 0$, i.e., $p_t \geq 0$ in parametrization (40) implies that $p_j \geq 0$ for all $j \in \mathcal{L}$. Thus, problem (34) can be expressed equivalently as
11 maximize $\bar{g}_i(p_t)$ subject to $p_t \leq \frac{\gamma_{\max}^n - \sum_{l \in \mathcal{O}(n)} s_l}{\sum_{l \in \mathcal{O}(n)} q_l}, \quad n \in \mathcal{T}$

and we can express the optimal $\gamma_t^*$ as $\gamma_t^* = \bar{g}_i(p_t^*)$. Hence, the general solution of problem (34) can be expressed as
\[
\gamma_t^* = \begin{cases} \gamma_{i,\max}^n \bar{g}_i(p_t^*) & \text{if } a_i \in \mathcal{G} \\ \gamma_t^* \bar{g}_i(p_t^*) & \text{otherwise} \end{cases} \quad (45)
\]

Note that, the proposed method for checking $\gamma_{\min} \in \mathcal{G}$ (i.e., Algorithm 2) can be readily applied to check the condition $a_i \notin \mathcal{G}$ in (45) as well.

2) Improved upper bounds: Based on monotonicity of $f_0$, $L$ tighter upper bounds can be easily obtained by evaluating $f_0$ at the vertices of $\mathcal{Q}^*$ adjacent to $\gamma_{\min}$. Specifically, they are given by $f_0(\bar{a}_1), \bar{a}_2 \in \mathcal{L}$, where $\bar{a}_1 = \gamma_{\min} + (\gamma_t^* - \gamma_{\min}) \epsilon_t$ (see $\bar{a}_1$ and $\bar{a}_2$ in Figures 4(b) and 4(c)). Note that the values $\gamma_t^*, l \in \mathcal{L}$ have already been found for computing the improved lower bound $\phi_{\text{Improved}}(\mathcal{Q})$ (33). Let $l^*$ be the index of the vertex which provide the best (smallest) upper bound, i.e.,
\[
\text{Recall that we consider the nontrivial case } a_i \notin \mathcal{G} \text{ and therefore, the first inequality constraint of problem (34) can be safely dropped.}
\]
\( l^* = \arg \min_{l \in \mathcal{L}} f_0(\mathbf{a}_l) \). Thus, our first improved upper bound is given by
\[
\phi^{\text{Imp}}(Q) = \begin{cases} 
  f_0(\mathbf{a}_l^*) & \text{if } \gamma_{\min} \in \mathcal{G} \\
  0 & \text{otherwise} \end{cases}.
\] (46)

The following lemma ensures that \( \phi^{\text{Imp}}(Q) \) is tighter than the basic upper bound \( \phi^{\text{Basic}}(Q) \).

**Lemma 4**: For any \( Q \subseteq Q_{\text{init}} \) and \( \hat{\gamma} \in \mathcal{G} \cap Q \) we have \( \phi_{\min}(Q) \leq f_0(\hat{\gamma}) \leq f_0(\gamma_{\min}) = \phi_{\text{Basic}}(Q) \). 

**Proof**: First note that \( \phi_{\min}(Q) = \inf_{\gamma \in \mathcal{G} \cap Q} f_0(\gamma) \). Moreover, by noting that \( \hat{\gamma} \in \mathcal{G} \cap Q \), we have \( f_0(\gamma_{\min}) \leq f_0(\hat{\gamma}) \) and since \( \gamma_{\min} \leq \hat{\gamma} \) and \( f_0 \) is monotonically decreasing in each dimension, we have \( f_0(\hat{\gamma}) \leq f_0(\gamma_{\min}) \). Thus, we can combine these relations together and the result follows.

We can further improve the previously obtained bound by using efficient local optimization techniques. Specifically, we can use as an initial point \( \gamma = \mathbf{a}_l^* \), and (locally) minimize \( f_0(\gamma) \) subject to \( \gamma \in \mathcal{G} \cap Q \), i.e.,
\[
\text{minimize} \\
\text{subject to} \\
\gamma \in \mathcal{G} \cap Q,
\] (47)
where the variables are \( \{\gamma_l\}_{l \in \mathcal{L}} \). Let us denote the obtained local optimum by \( \gamma^{\text{ImpCGP}} \). Thus, our second improved upper bound is given by
\[
\phi^{\text{ImpCGP}}_{\text{up}}(Q) = \begin{cases} 
  f_0(\gamma^{\text{ImpCGP}}) & \text{if } \gamma_{\min} \in \mathcal{G} \\
  0 & \text{otherwise} \end{cases},
\] (48)

One simple approach to compute efficiently \( \gamma^{\text{ImpCGP}} \) via complementary geometric programming (CGP) [53], is presented in Appendix B.

Since all improved bounds are tighter than the basic ones (see Lemma 3 and Lemma 4), any possible combination of a lower and an upper bound pair must also satisfy the conditions C1 and C2. This ensures the convergence of the proposed

**Algorithm 1**.

**V. EXTENSIONS TO MULTICAST NETWORKS**

In this section we consider the problem of WSRMax in multicast networks (i.e., problem (3)) and show how **Algorithm 1** can be adapted to find the solution of problem (3). For the sake of notational brevity, we let \( p = \{p^m_n\}_{n \in \mathcal{T}, m = 1, \ldots, M_n} \) and denote the SINR by \( \text{SINR}^m_n(l) \) (see (49) at the bottom of this page). Thus, problem (3) can be expressed in the following equivalent form

\[
\text{maximize} \sum_{n \in \mathcal{T}} \sum_{m=1}^{M_n} p^m_n \log(1 + \min_{l \in \mathcal{O}^m(n)} \text{SINR}^m_n(l))
\]
\[
\text{subject to} \sum_{m=1}^{M_n} p^m_n \leq p_{\text{max}}, \ n \in \mathcal{T}
\]
\[
p^m_n \geq 0, \ n \in \mathcal{T}, m = 1, \ldots, M_n,
\] (50)

where the variables are \( p^m_n \) for all \( n \in \mathcal{T} \) and \( m = 1, \ldots, M_n \). The equivalence between problem (3) and (50) follows from the monotonically increasing property of \( \log(\cdot) \) function. By introducing auxiliary variables \( \gamma_n^m, n \in \mathcal{T}, m = 1, \ldots, M_n \) we can equivalently express problem (50) as

\[
\text{minimize} \sum_{n \in \mathcal{T}} \sum_{m=1}^{M_n} -c^m_n \log(1 + \gamma_n^m)
\]
\[
\text{subject to} \gamma_n^m \leq \text{SINR}^m_n(l), \ l \in \mathcal{O}^m(n)
\]
\[
\sum_{m=1}^{M_n} p^m_n \leq p_{\text{max}}, \ n \in \mathcal{T}
\]
\[
p^m_n \geq 0, \ n \in \mathcal{T}, m = 1, \ldots, M_n.
\] (51)

where the variables are \( p^m_n \) and \( \gamma_n^m \) for all \( n \in \mathcal{T} \) and \( m = 1, \ldots, M_n \). A close comparison of problems (51) and (4) reveals that they have a very similar structure. Therefore, the proposed branch and bound method (i.e., **Algorithm 1**) can be directly applied to solve problem (51) by redefining appropriately the following sets and functions:

1. \( \gamma = \{\gamma_1, \ldots, \gamma_L\} \) is replaced by \( \gamma = \{\gamma^m_n\}_{n \in \mathcal{T}, m = 1, \ldots, M_n} \).
2. \( f_0(\gamma) \) is replaced by \( \tilde{f}_0(\gamma) \), where \( \tilde{f}_0(\gamma) = \sum_{n \in \mathcal{T}} \sum_{m=1}^{M_n} 1 - c^m_n \log(1 + \gamma^m_n) \).
3. \( \mathcal{G} \) is replaced by \( \mathcal{G} \), where \( \tilde{\gamma} = \{ \gamma | \gamma_n^m \leq \text{SINR}^m_n(l), n \in \mathcal{T}, m = 1, \ldots, M_n \} \).
4. \( Q_{\text{init}} \) is replaced by \( \tilde{Q}_{\text{init}} \), where \( \tilde{Q}_{\text{init}} = \{ \gamma | \gamma_n^m \leq \min_{l \in \mathcal{O}^m(n)} p^m_n / \sigma^2, \ n \in \mathcal{T}, m = 1, \ldots, M_n \} \).
5. \( \mathcal{Q} \) is replaced by \( \tilde{\mathcal{Q}} \), where \( \tilde{\mathcal{Q}} = \{ \gamma | \gamma_n^m \leq \gamma_n^{m_{\text{max}}}, n \in \mathcal{T}, m = 1, \ldots, M_n \} \).

Note that, the definitions of the lower and the upper bound functions provided in the case of singlecast networks (i.e., (13), (14), (33), and (46)) are applicable in the case of multicast networks as well. However, instead of the proposed efficient methods based on M-matrix theory [68, pp. 112] for checking \( \gamma \in \mathcal{G} \) (see **Algorithm 2**) and for evaluating \( \tilde{\gamma}^* \) (see (45)), in the case of multicast networks, we have to rely on a linear programming (LP) or a GP solver.

**VI. NUMERICAL EXAMPLES AND APPLICATIONS**

In this section we first compare the impacts of the proposed lower bounds and upper bounds (Section IV) on the convergence of proposed branch and bound method (**Algorithm 1**) in Section III). Next, we provide various applications of **Algorithm 1** and numerical examples for the considered applications. In summary, those applications include, sum-rate maximization in singlecast wireless networks, the problem of maximum weighted link scheduling for wireless multihop networks [17, Section III-B,V-A] [22, Section 4], cross-layer control policies for network utility maximization (NUM) in multihop wireless networks [30, Section 5], finding achievable rate regions in singlecast as well as in multicast wireless networks.

\[
\text{SINR}^m_n(l) = \frac{g_{ll} p^m_n}{\sigma^2 + \sum_{j \in \mathcal{T}, j \neq n} \sum_{k=1}^{M_j} g_{jk} \max_{l \in \mathcal{O}^j(l)} g_{jl} + \sum_{k=1, k \neq m}^{M_n} \sum_{l \in \mathcal{O}^k(n)} g_{kl} \max_{l \in \mathcal{O}^k(n)} g_{ll}}
\] for all \( n \in \mathcal{T}, m = 1, \ldots, M_n \). (49)
We define the signal to noise ratio (SNR) operating point as

$$\text{SNR} = \frac{p_0}{\sigma^2}.$$ 

A. Impact of different lower bounds and upper bounds on Algorithm 1

To gain insights into the impact of the proposed lower bounds and upper bounds on the convergence of Algorithm 1, we focus first to the problem of sum-rate maximization in a simple bipartite network of degree 1 (see Figure 5(a)). The channel power gain between distinct nodes are modeled as

$$|h_{ij}|^2 = \mu^{i-j}c_{ij}, \quad i, j \in \mathcal{L},$$

where $c_{ij}$s are small-scale fading coefficients and the scalar $\mu \in [0, 1]$ is referred to as interference coupling index which parameterizes the interference between direct links. The fading coefficients are assumed to be exponentially distributed independent random variables to model Rayleigh fading. An arbitrarily generated set $\mathcal{C}$ of fading coefficients where $\mathcal{C} = \{c_{ij} \mid i, j \in \mathcal{L}\}$ is referred to as a single fading realization. We define the signal to noise ratio (SNR) operating point as ($p_{n}^{\max} = p_{0}^{\max}$ for all $n \in T$)

$$\text{SNR} = \frac{p_0^{\max}}{\sigma^2}.$$ 

We consider first the nonfading case, i.e., $c_{ij} = 1, i, j \in \mathcal{L}$, and the proposed Algorithm 1 was run with all possible combinations of the proposed lower and upper bound pairs. Figure 6 shows the evolution of upper and lower bounds for the optimal value of problem (4) \(\text{SNR} = 15\text{dB}, \mu = 0.25, \text{and } \beta_l = 0.25 \text{ for all } l \in \mathcal{L}\). Specifically in Figure 6(a), we used the basic lower bound $\text{LB}_{\text{Basic}}$ in conjunction with all proposed upper bounds and in Figure 6(b) we used the improved lower bound $\text{LB}_{\text{Imp}}$ in conjunction with all proposed upper bounds. The results show that the convergence speed of Algorithm 1 can be substantially increased by improving the lower bound whilst the tightness of the upper bound has a much reduced impact. Note that this is in general the behavior of a branch and bound method, where an approximative solution can be found relatively fast but certifying it takes typically much larger number of iterations [49]. Note that in both Figure 6(a) and Figure 6(b) the evolution of lower bounds is independent on the upper bound used. This is due to the fact that in each iteration the branching mechanism depends only on the lower bound.

In order to provide a statistical description for the speed of convergence we turn to the fading case and run Algorithm 1 for a large number of fading realizations. For each one we store the number of iterations and the total CPU time required to find the optimal value of problem (4) within an accuracy of $\epsilon = 10^{-1}$ for $\text{SNR} = 15\text{dB}, \mu = 0.25, \text{and } \beta_l = 0.25 \text{ for all } l \in \mathcal{L}$. Figure 7 shows the empirical cumulative distribution function (CDF) plots of total number of iterations (Figure 7(a) and total CPU time (Figure 7(b)) for all possible combinations of lower and upper bounds pairs. Figure 7(a) shows that, irrespective of the upper bound we use, the improved lower bound $\text{LB}_{\text{Imp}}$ provides remarkable reduction in total number of iterations as compared to $\text{LB}_{\text{Basic}}$. Results further show that, even though, the improved upper bound $\text{UB}_{\text{ImpCGP}}$ makes use of advanced optimization techniques such as complementary geometric programming (CGP) (see Algorithm 3, Appendix B)), the benefits from $\text{UB}_{\text{ImpCGP}}$ over the improved upper bound $\text{UB}_{\text{Imp}}$
is marginal in terms of total number of iterations. In terms of total CPU time (Figure 7(b)), significant improvements often are achieved by using the lower and upper bound pairs (LB\textsubscript{Imp}, UB\textsubscript{Imp}) and (LB\textsubscript{Imp}, UB\textsubscript{Basic}). Interestingly, the lower and upper bound pair (LB\textsubscript{Imp}, UB\textsubscript{ImpCGP}) performs very poorly. This behavior is due to the complexity of Step 2 of Algorithm 3, where we have to rely on a GP solver.

Therefore, in all of the following numerical examples, Algorithm 1 is run with the lower and upper bound pair (LB\textsubscript{Imp}, UB\textsubscript{Imp}), unless otherwise specified.

**B. Sum rate maximization in singlecast wireless networks**

Let us now consider the problem of sum-rate maximization in a bipartite single-cast network. To evaluate the benefits from multipacket transmit/receive capabilities of nodes, we chose a network setup with degree 3 as shown in Figure 8. The network is symmetric and the distances between nodes are chosen as shown in the figure. We assume an exponential path loss model, where the channel power gains between distinct nodes are given by

\[
|h_{ij}|^2 = \left(\frac{d_{ij}}{d_0}\right)^{-\eta} c_{ij},
\]

where \(d_{ij}\) is the distance from the transmitter of link \(i\) to the receiver of link \(j\), \(d_0\) is the far field reference distance \([70]\), \(\eta\) is the path loss exponent, and \(c_{ij}\) are defined similarly as in (52). Note that, the interference coefficients \(g_{ij}\)s are chosen as we discussed in Section II. The first term of (54) represents the path loss factor and the second term models the Rayleigh small-scale fading. The SNR operating point is defined as \((p_n^{\text{max}} = p_0^{\text{max}} \text{ for all } n \in T)\)

\[
\text{SNR} = \frac{p_0^{\text{max}}}{\sigma^2} \cdot \left(\frac{D_0}{d_0}\right)^{-\eta}
\]

In the following simulations we set \(D_0/d_0 = 10\) and \(\eta = 4\).

Figure 9(a) shows the dependence of average sum-rate \(^{13}\) on the SNR. Results show that, the average sum-rate in the case of multipacket transmission/reception is always better than or equal to the case of singlepacket transmission/reception and the performance gap increases as SNR decreases. However, as expected for practical SNR values, the benefits of multipacket transmission/reception are negligible when the receivers perform singleuser detection [2]. For comparison, we also plot the result obtained from a suboptimal solution method based on complementary geometric programming (CGP) \([53]\)–\([55]\). We refer to this suboptimal method as CGP algorithm in the rest of the paper. Note that, CGP algorithm is equivalent to running Algorithm 3 (Appendix B) with \(Q = Q_{\text{init}}\) and a proper initialization \(\gamma_l\). Specifically, we found the initial \(\gamma_l\), \(l \in L\) according to (29) by using a uniform feasible power allocation which will be referred to as uniform initialization in the rest of the paper. Let us first focus to the CGP performance in the case of multipacket transmission/reception. Results show that, there is a significant performance loss due to the suboptimality of CGP algorithm, especially for SNR > 0dB. In the case of singlepacket transmission/reception, the average sum-rate that is obtained by using CGP algorithm is almost zero irrespective of the SINR and not plotted in Figure 9(a) to preserve the clarity. Results confirm that, CGP algorithm can not handle huge imbalance between interference coefficient values \(^{14}\).

Figure 9(b) shows the empirical CDF plots of total number of iterations required to find the sum-rate by using Algorithm 3 (Appendix B) with \(Q = Q_{\text{init}}\) and a proper initialization \(\gamma_l\). Specifically, we found the initial \(\gamma_l\), \(l \in L\) according to (29) by using a uniform feasible power allocation which will be referred to as uniform initialization in the rest of the paper. Let us first focus to the CGP performance in the case of multipacket transmission/reception. Results show that, there is a significant performance loss due to the suboptimality of CGP algorithm, especially for SNR > 0dB. In the case of singlepacket transmission/reception, the average sum-rate that is obtained by using CGP algorithm is almost zero irrespective of the SINR and not plotted in Figure 9(a) to preserve the clarity. Results confirm that, CGP algorithm can not handle huge imbalance between interference coefficient values \(^{14}\).

\(^{13}\)That is, \(\beta_l = 1\) for all \(l \in L\)

\(^{14}\)Recall from Figure 2(a) 2(b) that, if nodes have singlepacket transmitter/receiver capabilities, then some of the interference coefficients are infinite.
\( \epsilon = 10^{-3} \). Roughly speaking, results show that the total number of iterations required in the case of singlepacket transmission/reception is smaller as compared to the case of multipacket transmission/reception.

C. Maximum weighted link scheduling in multihop wireless networks

Next, we consider a multihop wireless network, where the nodes have only singlepacket transmit/receive capability and no node can transmit and receive simultaneously. In such setups WSRMax problem is equivalent to the maximum weighted matching\(^{15}\) (MWM) problem [27]. Polynomial time algorithms are available for the problem in the case of fixed link rates [27, Section 4.2]. To the best of our knowledge, there are no known solution methods for MWM problem when the link rates depend on the power allocation of all other links.

\(^{15}\)Borrowing terminology from the graph theory, a matching is a set of links, no two of which share a node [27].

Fig. 10. (a) Multihop network, \( N = 8, L = 12 \); (b) Empirical CDF of total number of iterations.

In such cases, it is worth noting that, our proposed algorithm is able to find the maximum weighted matching.

To show this, we use the symmetric multihop wireless network shown in Figure 10(a). The channel power gains, between nodes are given by (54) and the SNR operating point is given by (55). In the following simulations we set \( D_0/d_0 = 10 \) and \( \eta = 4 \).

Table I shows maximum weighted matchings obtained for different link weights (see the left most column) and the SNR combinations in the case of no fading, i.e., \( c_{ij} = 1, \ i, j \in L \). Results show that, the smaller the SNR, the larger the number of links that are activated simultaneously in the maximum weighted matching. This is intuitively expected since, at low SNR values, node transmission power is small and therefore, the interference generated is very small so that many links are activated simultaneously.

To gain some insight into the computational complexity of the algorithm we plot the CDF of total number of iterations by running the algorithm for a large number of fading realizations. Figure 10(b) shows the empirical CDF plots of total number of iterations required to terminate Algorithm 1 (or to find the maximum weighted matching). Plots are drawn for the cases of SNR = 0, 5, 10, and 15dB, \( \beta_l = 1 \) for all \( l \in L \), and \( \epsilon = 10^{-2} \). Results show that, the smaller the SNR, the smaller the total number of iterations required to find the maximum weighted matching. For example, in the case of SNR = 0dB, with probability 0.9, the maximum weighted matching is found in less than 1500 iterations. However, in the case of SNR = 5dB, with the same probability 0.9, the maximum weighted matching is found in less than 4000 iterations.
D. Cross-Layer control policies for NUM in multihop wireless networks

In this section we specifically consider the problem of network utility maximization subject to stability constraints [30, Section 5]. Let us first revisit briefly the commodity description of the network. Exogenous data arrives at the source nodes and they are delivered to the destination nodes over several, possibly multi-hop, paths. We identify the data by their destinations, i.e., all data with the same destination are considered as a single commodity, regardless of its source. We label the commodities with integers \( s = 1, \ldots, S \) \( (S \leq N) \). For every node, we define \( S_n \subseteq \{1, \ldots, S\} \) as the set of commodities which can arrive exogenously at node \( n \). The network is time slotted and at each source node, a set of flow controllers decides the amount of each commodity data admitted every time slot in the network. Let \( x_n^s(t) \) denote the amount of data of commodity \( s \) admitted in the network at node \( n \) during time slot \( t \). It is assumed that the data which is successfully delivered to its destination exits the network layer. Associated with each node-commodity pair \( (n,s) \in S_n \), we define a concave and non-decreasing utility function \( g_n^s(y) \), representing the “reward” received by sending data of commodity \( s \) from node \( n \) to node \( d_s \) at a long term average rate of \( y \) [bits/slot]. Thus, the NUM problem under stability constraints can be formulated as [30, Sec. 5]

\[
\text{maximize} \quad \sum_{n \in N} \sum_{s \in S_n} g_n^s(y_n^s) \quad \text{subject to} \quad \{y_n^s[ n \in N, s \in S_n ] \in \Lambda \}
\]

(56)

where the optimization variables are \( y_n^s \) and \( \Lambda \) represents the network layer capacity region [30, Def. 3.7].

An arbitrarily close to optimal solutions for problem (56) is achieved by a cross-layer control policy which consists of solving three subproblems: 1) flow control, 2) next-hop routing and in-node scheduling, and 3) resource allocation (RA), during each time slot [30]. The RA subproblem exactly resembles the weighted sum-rate maximization problem (2) where the weights are given by the maximum differential backlogs of network links [30]. Here, we implement the cross-layer control algorithm in [30] and, in the third step, we use our proposed Algorithm 1 to solve the RA subproblem.

The cross-layer control algorithm is simulated for at least \( T = 10000 \) time slots, and the average rates \( \bar{x}_n^s \) are computed by averaging the last \( t_0 = 3000 \) time slots, i.e.,

\[
\bar{x}_n^s = \frac{1}{T-t_0} \sum_{t=T-t_0}^{T} x_n^s(t)
\]

We set \( D_m = 10 \) and SNR operating point is given by (55). We set \( D_m = 10 \) and \( \eta = 4 \) in the following simulation.

Figure 12 shows the dependence of the average NW layer sum-rate on the SNR for the considered network setups. As a references, we first consider a suboptimal and more restrictive RA policy, where only one link can be activated during each time slot. This policy is called base line single link activation (BLSLA) [30]. Other suboptimal RA policy is

\[16\]BLSLA policy can be easily found and it consists of activating during each time slot only the link which achieves the maximum weighted rate.
for singlecast wireless networks. Let \( R \) instantaneous rate region denote the directly achievable rate region for a given interference coupling index \( \mu \), a given fading realization \( C^t \) = \{\( c_{11}^t, c_{12}^t, c_{22}^t, c_{21}^t \)\} and maximum node transmission power \( p_1^{\text{max}} \) and \( p_2^{\text{max}} \), i.e.,

\[
R_{\text{DIR-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}}) = \begin{cases} 
R_1 \leq \log \left(1 + \frac{c_{11}^t p_1}{\sigma^2 + \mu c_{12}^t p_2}\right) \\
R_2 \leq \log \left(1 + \frac{c_{22}^t p_2}{\sigma^2 + \mu c_{21}^t p_1}\right) \\
0 \leq p_1 \leq p_1^{\text{max}}, \quad 0 \leq p_2 \leq p_2^{\text{max}}
\end{cases}
\]

By invoking a time sharing argument, one can obtain the instantaneous rate region \( R_{\text{INS-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}}) \) which is the convex hull of \( R_{\text{DIR-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}}) \).

E. Achievable rate regions in singlecast (SC) wireless networks

In this section we illustrate how the Algorithm 1 can be used to find the achievable rate region in singlecast wireless networks. Recall that, we consider the case where all receiver nodes perform singleuser detection and therefore the achievable rate regions we are referring to are different from the information theoretic capacity regions [71]–[73]. Note that, information theoretic capacity region is not known even for the simple case of two interfering links [74].

Let \( C^t \) instantaneous rate region denote the directly achievable rate region for a given interference coupling index \( \mu \), a given fading realization \( C^t = \{c_{11}^t, c_{12}^t, c_{22}^t, c_{21}^t\} \) and maximum node transmission power \( p_1^{\text{max}} \) and \( p_2^{\text{max}} \), i.e.,

\[
R_{\text{INS-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}}) = \text{conv} \{R_{\text{INS-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}})\}.
\]

The nonnegative integer \( T \) is the total number of fading realizations we used in averaging. Note that, any boundary point \([R_1^0, R_2^0]^T\) of \( R_{\text{AVE-SC}}(\mu, p_1^{\text{max}}, p_2^{\text{max}}) \) is obtained by using the following steps for some \( \alpha \in [0, 1] \): 1) solve problem (2) with \( \beta_1 = \alpha \) and \( \beta_2 = 1 - \alpha \) for \( T \) fading realizations, 2) for each fading realization \( t \in \{1, \ldots, T\} \), evaluate the rate of link 1 and 2 denoted by \( r_1^t, r_2^t \) according to (1), and 3) average \( r_1^t \) and \( r_2^t \) over all \( T \) fading realizations to obtain \( R_1^0 = \frac{1}{T} \sum_{t=1}^{T} r_1^t \) and \( R_2^0 = \frac{1}{T} \sum_{t=1}^{T} r_2^t \).

Figure 13(a) shows the instantaneous rate regions \( R_{\text{INS-SC}}(\mu, C^t, p_1^{\text{max}}, p_2^{\text{max}}) \) for different values of \( \mu \) and for an arbitrary chosen fading realization in the case of SNR =

\[17\] For vector sets \( A \) and \( B \) and scalars \( \alpha, \beta \), the set \( \alpha A + \beta B \) is defined as \( \{\alpha a + \beta b \mid a \in A, b \in B\} \) [66, pp. 38].
15dB. Specifically, the fading coefficients are $c_{11} = 0.4185$, $c_{12} = 0.3421$, $c_{22} = 0.3700$, and $c_{21} = 1.2999$. As a reference we also plot the directly achievable rate regions $R^{\text{DIR-SC}}(\mu, c^t, p_1^{\text{max}}, p_2^{\text{max}})$ for all the scenarios considered. Results show that, the smaller the $\mu$, the larger the rate regions. This is intuitively explained by noting that, the smaller the $\mu$, the smaller the interference coefficients, $g_{ij}$ between links and therefore, higher the rates. Results further show that, when $\mu \geq 0.2$, the directly achievable rate regions become nonconvex, whereas the instantaneous rate region is a triangle referred to as time division multiple access (TDMA) rate region obtained by time sharing between the maximum rates of $R_1$ and $R_2$. Moreover, when $\mu < 0.2$, instantaneous rate region expands beyond the TDMA rate region and for $\mu \leq 0.01$, the directly achievable rate region almost overlaps with the instantaneous rate region.

Figure 13(b) shows the average rate region $R^{\text{AVE-SC}}(\mu, p_1^{\text{max}}, p_2^{\text{max}})$ for different values of $\mu$ in the case of SNR = 15dB. As a reference, we also plot the region obtained by using CGP algorithm to problem (2). Results show that, the region obtained by CGP algorithm is always worse than the average rate region. The gap in the performance is more pronounced in the case of larger values of $\mu$. Note that, even in the case of $\mu = 1$, the average rate region is bounded by a concave function with end points $C_1$ and $C_2$, although, the corresponding instantaneous rate regions used in the averaging are triangles (see Figure 13(a)) in general. This phenomenon is due to the property of the set addition used in the definition of $R^{\text{AVE-SC}}(\mu, p_1^{\text{max}}, p_2^{\text{max}})$. Results also show that, the smaller the $\mu$, the larger the average rate region.

F. Achievable rate regions in multicast (MC) wireless networks

We finally show the applicability of Algorithm 1 for finding the rate regions in a multicast wireless networks. A multicast 

\footnote{The problem of finding any boundary point of $R^{\text{DIR-SC}}(\mu, c^t, p_1^{\text{max}}, p_2^{\text{max}})$ can be easily cast as a GP or as a problem of the form (34).} with only two multicast transmissions (see Figure 14(a)) is considered for the sake of graphical illustration of the rate regions. Node 1 has common information to be sent to node 3 and 4, whereas node 2 has common information to be sent to node 3 and 5. We assume that node 3 has multipacket receiver capability. The channel power gains are given by (54) and SNR operating point is given by (55). Moreover, we set $D_0/d_0 = 10$ and $\eta = 4$.

As in the case of singlecast wireless networks, we first define the directly achievable rate region, instantaneous rate region, and the average rate region for multicast wireless networks. Particularized to the network setup considered in Figure 14(a), for a given set of interference coefficients $G^t = \{g_{11}^t, g_{22}^t, g_{33}^t, g_{44}^t, g_{55}^t\}$ and maximum node transmission power $p_1^{\text{max}}$ and $p_2^{\text{max}}$, the instantaneous rate region $R^{\text{INS-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}})$ is defined as $R^{\text{INS-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}}) = \text{conv} \{R^{\text{DIR-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}})\}$, where $R^{\text{DIR-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}})$ denotes the directly achievable rate region for multicast wireless networks, i.e.,

$$R^{\text{DIR-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}}) = \begin{cases} \begin{aligned} R_1 &\leq \log \left( 1 + \frac{g_{11}^t p_1^{\text{max}}}{\sigma^2 + g_{33}^t p_2^{\text{max}}} \right) \\ R_2 &\leq \log \left( 1 + \frac{g_{22}^t p_2^{\text{max}}}{\sigma^2 + g_{33}^t p_1^{\text{max}}} \right) \\ 0 \leq p_1^{\text{max}} &\leq p_1^{\text{max}}, \ 0 \leq p_2^{\text{max}} \leq p_2^{\text{max}} \end{aligned} \end{cases}.$$  

Finally, for a given maximum node transmission power $p_1^{\text{max}}$ and $p_2^{\text{max}}$, the average rate region $R^{\text{AVE-MC}}(p_1^{\text{max}}, p_2^{\text{max}})$ is defined as $R^{\text{AVE-MC}}(p_1^{\text{max}}, p_2^{\text{max}}) = \frac{1}{T} \sum_{t=1}^{T} R^{\text{INS-MC}}(G^t, p_1^{\text{max}}, p_2^{\text{max}})$.

Figure 14(b) shows the average multicast rate region for different SNR values. Results show that, when the weights associated with rates $R_1$ and $R_2$ are the same, the resulting $R_1$ is always greater than $R_2$. For example, in the case of
problems (e.g., WSRMax in multicast wireless networks). Moreover, the method proposed can also be used to maximize any system performance metric that can be expressed as a Lipschitz continuous and increasing function of SINR values and is not restricted to WSRMax. Given its generality, the proposed algorithm can be adapted to address a wide range of network control and optimization problems. Performance benchmarks for various network topologies can be obtained by back-substituting it into any network design method which relies on WSRMax. Several applications, including cross-layer network utility maximization and maximum weighted link scheduling for multihop wireless networks as well as finding achievable rate regions for singlecast/multicast wireless networks, have been presented. As suboptimal but less complex algorithms are typically used in practice, the proposed algorithm can also be used for evaluating their performance loss.
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**APPENDIX A**

**Proof of Theorem 2**

Theorem 2 shows certain similarities to the classical feasibility conditions derived in [76]–[79]. These conditions were derived based on Perron-Frobenius theory [80] by assuming the primitiveness of $\mathbf{B}(\gamma)\mathbf{G}$. We give a slightly more general proof based on the theory of M-matrices [68, page 112] which circumvent the technical condition of $\mathbf{B}(\gamma)\mathbf{G}$ being primitive. Thus they hold for any nonnegative matrix $\mathbf{B}(\gamma)\mathbf{G}$. To prove the first statement we show that $\rho(\mathbf{B}(\gamma)\mathbf{G}) < 1$ is necessary for $\gamma \in \mathcal{G}$. Recall that, (29) can be expressed as $\mathbf{A}(\gamma)p \geq \mathbf{b}(\gamma)$. Thus, we can write the following necessary (but not sufficient) condition for $\gamma \in \mathcal{G}$:

$$\gamma \in \mathcal{G} \Rightarrow \exists \ p \geq 0 \text{ such that } \mathbf{A}(\gamma)p \geq \mathbf{b}(\gamma). \quad (A.1)$$

The condition above is easily derived by ignoring the second set of inequalities (i.e., the power constraints) in the description of $\mathcal{G}$ in (5). Strict positivity of $\gamma$ implies that $\mathbf{b}(\gamma) > 0$ and $p > 0$. This observation together with the condition (A.1) yield the following necessary conditions for $\gamma \in \mathcal{G}$:

$$\gamma \in \mathcal{G} \Rightarrow \exists \ p > 0 \text{ such that } \mathbf{A}(\gamma)p > 0. \quad (A.2)$$

Finally, [68, Theorem 2.5.3, items 12 and 2] states that $\exists \ p > 0$ such that $\mathbf{A}(\gamma)p > 0$ if and only if $\rho(\mathbf{B}(\gamma)\mathbf{G}) < 1$. Consequently, we can rewrite (A.2) equivalently as $\gamma \in \mathcal{G} \Rightarrow \rho(\mathbf{B}(\gamma)\mathbf{G}) < 1$ which, by the contraposition, is equivalent to $\rho(\mathbf{B}(\gamma)\mathbf{G}) \geq 1 \Rightarrow \gamma \notin \mathcal{G}$.

The second part follows directly from the description of $\mathcal{G}$ in (5), where the SINR constraints (29) are satisfied with equality, i.e., $\mathbf{A}(\gamma)p = \mathbf{b}(\gamma)$. Note that since the nonnegative matrix $\mathbf{B}(\gamma)\mathbf{G}$ has the spectral radius smaller than one, i.e., $\rho(\mathbf{B}(\gamma)\mathbf{G}) < 1$, the matrix $\mathbf{A}(\gamma) = \mathbf{I} - \mathbf{B}(\gamma)\mathbf{G}$ is invertible and its inverse has nonnegative entries, i.e., $\mathbf{A}^{-1}(\gamma) \geq 0$ [68, Theorem 2.5.3, items 2 and 17]. Thus $p = \mathbf{A}^{-1}(\gamma)\mathbf{b}(\gamma) \geq 0$. 

Fig. 14. (a) Multicast network, $T = \{1,2\}$, $M_1 = 1$, $M_2 = 1$, $\xi^2(1) = \{1,2\}$, $\xi^2(2) = \{3,4\}$; (b) Average rate region.

SNR = 20 dB, we have $R_1 = 3.71 \text{ bits/sec/Hz}$ and $R_2 = 1.50 \text{ bits/sec/Hz}$. Roughly speaking, this observation can be explained as follows: $R_1$ is determined by the rate of links 2 (the weakest of link 1 and 2), $R_2$ is determined by the rate of links 3 (the weakest of link 3 and 4) and rate of link 2 is larger than that of link 3 due to path losses.
We prove the third part by showing that $p^* = A^{-1}(\gamma)b(\gamma)$ is the minimum power vector\(^{19}\) (w.r.t generalized inequality $\preceq_R$) which satisfy the SINR constraints in (29), i.e., $p^*$ is the unique solution of the following vector optimization problem\(^{20}\)

$$\begin{align*}
\text{minimize} \quad & (\text{w.r.t. } \mathbb{R}^k_+)(\mathbf{p}) \\
\text{subject to} \quad & A(\gamma)p \succeq b(\gamma),
\end{align*}$$

(A.3)

where the optimization variables are $p_l, \ l \in L$. Since $p^*$ is the minimum power vector that achieves SINR values $\gamma$, if it violates any power constraint then any other power vector $\mathbf{p}$ that achieves $\gamma$ must also violate those power constraints, because $p^* \preceq \mathbf{p}$.

A standard technique for solving vector optimization problems is scalarization \cite[Section 4.7.4]{66}. We choose an arbitrary $\lambda > 0$ and solve the following scalar optimization

$$\begin{align*}
\text{minimize} \quad & \lambda^T \mathbf{p} \\
\text{subject to} \quad & A(\gamma)p \succeq b(\gamma),
\end{align*}$$

(A.4)

where the variable is $\mathbf{p}$. Let us make the change of variable $y = A(\gamma)p$ and rewrite problem (A.4) as

$$\begin{align*}
\text{minimize} \quad & \lambda^T (A(\gamma)^{-1}y) \\
\text{subject to} \quad & y \succeq b(\gamma),
\end{align*}$$

(A.5)

where the new variable is $y$. Recall that $A(\gamma)^{-1} \succeq 0$ (since $\rho(B(\gamma)G) < 1$) and therefore, the gradient of the objective has positive entries, i.e., $(A(\gamma)^{-1})^T \lambda \succeq 0$. Thus, the optimal solution does not depends on $\lambda$ and it is given by $y^* = b(\gamma)$. This, in turn, implies that the optimal solution of problem (A.4) (and, implicitly of problem (A.3)) is given by $p^* = A^{-1}(\gamma)b(\gamma)$.

**APPENDIX B**

**COMPUTE $\gamma_{\text{ImpCGP}}$ VIA COMPLEMENTARY GEOMETRIC PROGRAMMING (CGP)**

We show in the sequel how to compute efficiently $\gamma_{\text{ImpCGP}}$ via CGP \cite{53}, when $f_0(\gamma) = \sum_{i \in L} - \beta_i \log(1 + \gamma_i)$ \(^{21}\). We start by equivalently reformulating problem (47) as

$$\begin{align*}
\text{minimize} \quad & \prod_{i \in L} (1 + \gamma_i)^{-\beta_i} \\
\text{subject to} \quad & \gamma_{l,\text{min}} \leq \gamma_l \leq \gamma_{l,\text{max}}, \ l \in L \\
& \gamma_l \leq \frac{g_l p_l}{\sigma^2 + \sum_{j \neq l} g_j p_j}, \ l \in L \\
& \sum_{i \in O(n)} p_i \leq \rho_{\text{max}}, \ n \in T \\
& p_l \geq 0, \ l \in L,
\end{align*}$$

(B.1)

where the variables are $\{p_l, \gamma_l\}_{l \in L}$. The equivalence between problem (47) and problem (B.1) follows from the monotonically increasing property of $\log(\cdot)$ function and the explicit description of the constraints. For the local minimization we slightly modified the solution method proposed in \cite[Algorithm 2]{52} as follows:

---

\(^{19}\) A point $\mathbf{p} \in S$ is the minimum element of set $S$ w.r.t generalized inequality $\preceq_R$ if and only if $S \subseteq \mathbf{p} + \mathbb{R}^k_+$ \cite[Section 2.4.2]{66}.

\(^{20}\) We refer the reader to \cite[Section 4.7]{66}, where a detailed discussion of vector optimization is presented.

\(^{21}\) Note that this is the only place where the exact expression of the rate function (1) has been explicitly taken into account. In the derivation of all other bound only the monotonicity property has been used.

---

**Algorithm 3**: CGP based algorithm for finding $\gamma_{\text{ImpCGP}}$

1) Given tolerance $\varepsilon > 0$. Let $\hat{\gamma} = \hat{a}_1$.
2) Solve the following GP,

$$\begin{align*}
\text{minimize} \quad & \prod_{i \in L} (1 + \gamma_i)^{-\beta_i} \\
\text{subject to} \quad & {\gamma}_{l,\text{min}} \leq \gamma_l \leq {\gamma}_{l,\text{max}}, \ l \in L \\
& \gamma_l \leq \frac{g_l p_l}{\sigma^2 + \sum_{j \neq l} g_j p_j}, \ l \in L \\
& \sum_{i \in O(n)} p_i \leq \rho_{\text{max}}, \ n \in T,
\end{align*}$$

(B.2)

with the positive variables $\{p_l, \gamma_l\}_{l \in L}$. Denote the solution by $\{\hat{p}_l, \hat{\gamma}_l\}_{l \in L}$ and go to Step 2; otherwise set $\gamma_{\text{ImpCGP}} = \hat{\gamma}$ and STOP.

---
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